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Abstract

In this paper, we discuss integration of multiple ontologies in a

formal way. First, we formalize ontology as combination of logical

theories with modality. We introduce two types of integration. Com-

bination aspect connects heterogeneous aspects in which aspect theo-

ries are simply merged. On the other hand, category aspect connects

homogeneous aspects in which aspect theories are connected with pos-

sibility modality. In the above formalization, inter-aspect theories are

de�ned syntactically but no semantical indication are given. Then we

introduce abduction as a heuristics to �nd inter-aspect theories. Ab-

duction can produce hypothesis which may integrate di�erent aspects.

To ensure integration of aspects in hypothesis, we use superposition

of hypothesis which try to minimalize instances in hypothesis.
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1 Introduction

Ontology is not only a key concept to realize intelligent systems system-

atically but also one to model our intelligent activities because it includes

relations between the real world and our conceptual worlds. When ontology

is regarded as an element of our intelligent activities, of interest is how on-

tology can be built. In this paper, we focus on integration of ontologies as a

type of ontology building.

We �rst glance how multiple ontologies can exist and how they are ex-

pected to be integrated. Then we show our two methods for ontological

integration. One is constructive approach in which ontologies are built as

composite of ontological elements called aspects. The other is teleological

approach in which integration is arisen as hypothesis.

2 Types of ontological integration

There are various de�nition of ontology depending on its purpose and ap-

plication, e.g., [18][5][19]. We can pick up some common features on it, i.e.,

purpose-orientedness, partialness, agreement, correspondence to the target

world, and consistency. Purpose-orientedness means that every ontology is

built with some purpose. In general it seems that ontology is universal like

discussion in philosophy, but ontology in computer science cannot be gener-

ated without purpose for use. Partialness means that ontology has its scope

in the target world. Since ontology is theory of existence in philosophy, it

should cover all of the world. In computer science, ontology is more limited

so that it concerns only part of world, which is determined according to its

purpose. Agreement means that ontology should be agreed by some com-

munity or society. As we mentioned above, ontology is not universal. but it

should be shared. Correspondence to the target world means that ontology

should not closed itself but should have connection to the target world. Con-

sistency means that ontology itself should not contain inconsistency because

ontology is a type of abstraction which requires operationalization.

In the above �ve features, the �rst three features imply that a single

ontology is not su�cient so that multiple ontologies are introduced. Then

we should consider how multiple ontologies can be cooperated to each other

in order to state or solve problems.
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There are practically various types of ontologies so that many possible

combination of ontologies exist. One distinction of ontology is to divide it

according to the subject of conceptualization, i.e., domain ontologies, process

ontologies, and so on. If distinction among them is purely exclusive, integra-

tion of these ontologies is trivial because integration is just orthogonal.

The other distinction is general versus speci�c ontologies. Vertical inte-

gration or integration of general and speci�c ontologies is useful and practi-

cal. It is theoretically simple to integrate them because they can use some

shared concepts as connection point between them. But as pointed out in

Ref. [15], such ontologies often use di�erent formalism which disturb vertical

integration.

We focus on integration of ontologies of which subjects is the same and

which are similar in generality.

We can furthermore �nd dimension to classify them, i.e., homogeneous-

ness and heterogeneousness in domain. Homogeneous ontologies means that

they represent the same domain as di�erent styles. Heterogeneous ontolo-

gies are those with di�erent domains. Integration of homogeneous ontologies

is needed when di�erent aspects to interpret the target world co-exist. For

example, ontology for information gathering[9][8] can be di�erent according

to person or community, which can be homogeneous ontologies. Integration

of heterogeneous ontologies is needed when more than two ontologies are

required to solve some problem.

In this paper, we introduce aspect as component of ontology, i.e., ontology

is built by combination of aspects. We de�ne aspect and relations between

aspects in a logical framework in Section 3. Here we can obtain what is

relations between aspects, but do not know how relations are established. In

Section 4, we show a way to establish their relations by abduction.

3 A Logical Formalization of Aspect

Since our basic policy is to de�ne aspects constructively, we start from de�n-

ing atomic aspect and then de�ne more complicated aspects.

We assume a �rst-order language LE , and predicate aspect of LE . L is

a �rst-order language which is the same to LE except predicate aspect is

removed.
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3.1 Aspect Theory

First we de�ne atomic aspect, aspect which does not depend on any other

aspects.

De�nition 1 An atomic aspect A with a consistent theory T (A) of a �rst

language L and with a unique name aspect(A) satis�es the following formula.

aspect(A)$ T (A)

aspect(A) is an identi�er of aspect which has a similar e�ect to the second

argument of predicate ist in Ref. [7], and a modal operator in Ref. [14].

Then, we introduce Lm
E and Lm as modal extension of LE and L respec-

tively. Here we assume domain of individuals are always the same regardless

of possible worlds. In the following discussion, we assume this language Lm
E .

A combination aspect is simply de�ned as follows.

De�nition 2 T (ACOM (A1; : : : ; An)), aspect theory of combination aspect for

aspect A1; : : : ; An, is a consistent theory de�ned as follows;

T (ACOM (A1; : : : ; An)) = aspect(A1) ^ : : : ^ aspect(An) ^ I(A1; : : : ; An)

where I(A1; : : : ; An) is a set of formula of language Lm
[faspect(A1); : : : ; aspect(An)g,

which means inter-aspect theory among A1; : : : An.

Apparently, it would cause unexpected results if some of aspect theories

share predicates. We ideally assume that if the same predicates appear in

some aspects, there should share some concepts in them1. In such cases, it

should be represented by category aspects.

On the other hand, a category aspect is more complicated because it

does not imply that both of aspect theories are always true. In order to

represent a category aspect, we introduce modal operators 2 (necessity) and

3 (possibility) and assume S4 modal system. Then a category aspect for two

aspects is de�ne as follows.

1Of course, it is too strict in practise. In programming approach we allows the same

predicates in di�erent meanings.
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De�nition 3 T (ACAT (A1; : : : ; An)), aspect theory of category aspect for as-

pect A1; : : : ; An, is a consistent theory de�ned as follows;

T (ACAT (A1; : : : ; An)) = 3aspect(A1) ^ : : : ^3aspect(An) ^ I(A1; : : : ; An)

where I(A1; : : : ; An) is a set of formula of language Lm
[faspect(A1); : : : ; aspect(An)g,

which means inter-aspect theory among A1; : : : An.

I(A1; : : : ; An) is again an inter-aspect theory among A1; : : : ; A2.

Since we can use combination and category aspects as component of as-

pects, we can de�ne hierarchical aspects using combination and category as-

pects. In other words, An aspect A is represented A = f(A1; : : : ; An) where

A1; : : : ; An are aspects and function f is composed by ACOM and ACAT .

3.2 Inter-aspect Relations

Then we can de�ne relations between aspect, inclusion and strict inclu-

sion.

De�nition 4 An aspect A is included in aspect B if and only if aspect(B) `

3aspect(A).

De�nition 5 An aspect A is strictly included in aspect B if and only if

aspect(B) ` aspect(A).

Note that there are two reasons for these relations, i.e., one is composition or

category relations among aspects and the other is logical implication. Strict

inclusion corresponds weaker-than relation in Ref. [14].

Similarly, relations between formula and aspect are de�ned.

De�nition 6 A formula f is included in aspect A if and only if aspect(A) `

3f .

De�nition 7 A formula f is strictly included in aspect A if and only if

aspect(A) ` f .

These de�nitions mean that there are two types of interpretation of as-

pect theories. One is represented as strict inclusion which is traditional way

of inter-theory relation. The other is inclusion which takes account of all

alternatives of theories. By having two types of interpretation, we can deal

with both strictly a single representation and variety of representations.
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Theorem 1 If aspect A is strictly included in aspect B, then A is included

in aspect B.

Another relation is compatibility which is criteria two aspects are re-

lated to each other2.

De�nition 8 Aspect A and B is compatible if one of the following con-

dition is satis�ed;

1. A and B is the same aspect,

2. there exists aspect C which has both A and B as component,

3. there exist compatible aspect A0
and B0

are components of A and B

respectively.

De�nition 9 Formula f is compatible with aspect A if and only if there

exists aspect B in which f is and B is compatible with A.

Compatibility assure neither consistency nor translatability between as-

pect theories, but denotes existence of connection between aspects.

3.3 Inter-aspect Theory: Aspect-level Relations

Characteristics of category aspect varies according to its inter-aspect theory.

One type of category aspect is compact.

De�nition 10 If I(A1; : : : ; An) of a category aspect satis�es the following

formula, it is called compact category.

I(A1; : : : ; An) ` 2(aspect(A1) _ : : : _ aspect(An))

Intuitively, all of theories can be true and either of them should be true at

any time in compact category aspects. It means that aspect A1; : : : ; An is

su�cient to de�ne the category.

Theorem 2 If a compact category aspect A which has exactly two compo-

nents A1 and A2, and A1 is strictly included in A2, then A1 is strictly included

in A.

2Term compatible is borrowed from Ref.[6].
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Actually relation betweenA and A1 is stronger, i.e., aspect(A) ` 2aspect(A1).

We can say that any formula in A1 is rigid in A by de�ning rigidness as fol-

lows;

De�nition 11 A formula f is rigid in aspect A if and only if aspect(A) `

2f .

Theorem 3 If a compact category aspect A which has exactly two compo-

nents A1 and A2 and A1 is strictly included in A2, then any formula which

satis�es A1 is rigid in A.

Rigidness in ontology is discussed in Ref.[6].

The other type of category aspect is exclusive.

De�nition 12 If I(A1; : : : ; An) of a category aspect satis�es the following

formula, it is called exclusive category.

I(A1; : : : ; An) `
^

k=1;:::;n�1

^

l=k+1;:::;n

:3(aspect(Ak) ^ aspect(Al))

3.4 Inter-aspect Theory: Object-level Relations

We also describe relations between formulae in di�erent component aspects

by inter-aspect theories. We call such relations object-level relations, while

we call relations described in the above subsection aspect-level relations. For

example, p in aspect A should imply q in aspect B can be written as follows;

3(aspect(A) ^ p)! 2(aspect(B)! q)

More generally a rule \If f1 in A1 is true, then f2 in A2 should be true" is

described as;

3(aspect(A1) ^ f1)! 2(aspect(A2)! f2)

If p in A and q in B should be equivalent to each other, then

(3(aspect(A)^p)! 2(aspect(B)! q))^(3(aspect(B)^q)! 2(aspect(A)! p))

Theorem 4 If a proposition p is equivalent in all component aspects of a

compact category aspect A, p is rigid in A.
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4 Integration of Aspects by Abduction

In the previous section, we formally de�ned aspects and their relations. But

crucial point is how to establish inter-aspect theories. Some aspects have

relations to each other by de�nition, i.e., aspects can be dependent on other

aspects. But there are relations between them not generically but coinciden-

tally. In this section, we adopt abduction as heuristics to �nd coincidental

relations.

4.1 Generic Integration vs. Coincidental Integration

As we mentioned above, there are two types of relation between aspects, i.e.,

generic and coincidental relations. Generic relation means that an aspect is

dependent on other aspects originally. In such case, their relations should be

described with their de�nition so that aspect-level relation in the previous

section is appropriate.

But some relations are not so general, i.e., more individual relations be-

tween aspects. We call it coincidental relation. For example, think about

designing new objects, in particular in creative design Creative design does

seldom happen within a single existing aspect, but with a new aspect which

is new combination of existing aspects. New combination means that design-

ers �nd new way to combine aspects, i.e., new relations among aspects. To

design objects creatively is, thus, to �nd new relations among aspects that

have not been recognized yet.

Suppose that a screw is introduced in a design from structural aspect

and a stopper of linear movement from kinematics aspect. Then a designer

decides to use the screw as the stopper. In this case an inter-aspect relation

between the kinematics aspect and structural aspect is arisen. The designer is

not sure that this relation, i.e., \screw as stopper" is really true before precise

estimation of geometry, but he tries to keep it unless it turn out false. If screw

as stopper is a general idea not but a special case in a special situation, it can

possibly be added to ontological relations between kinematics and structural

views. In this paper we formalize this process by abduction with multiple

aspects.
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4.2 Research on Abduction

C.S. Peirce introduced abduction as the third kind of reasoning in logic in

addition to deduction and induction.

One of important characters of abduction he argued is that direction of

inference in abduction is opposite to that in deduction. For example, he

demonstrated abduction as follows [16];

The surprising fact C is observed,

But if A were true, C would be a matter of course;

Hence, there is reason to suspect that A is true.

Many logical formalizations for abductive reasoning have been proposed

recently, for example Levesque[10], Poole[17], Cox[1], and Finger[4], but their

de�nitions for abduction are basically similar, i.e., abduction for an observa-

tion O with a theory T is to �nd a hypothesis A which consists of (ground

instances of) possible hypotheses and satis�es both that A [ T ` O is hold

and that A [ T is consistent. This de�nition is logically sound and suitable

to represent the character of abduction mentioned above.

Unfortunately, this de�nition of abduction fails to capture another im-

portant character of abduction. Abduction is ampliative reasoning, while

deduction is merely explicative reasoning. In ampliative inference the con-

clusion introduces new ideas into our store of knowledge, but it it does not

follow from the premises with necessity [3]. In explicative inference the con-

clusion explicates what is stated in the premises and follows form the premises

necessarily.

Hypotheses generated by the above de�nition are de�nitely all what can

deduce the given observation with the given theory, and ampliativity is real-

ized just by enumeration of multiple hypotheses.

This clear and de�nite abduction is unattractive in design because of com-

plexity and quantity of object structures and knowledge. Since it translates

ampliative ability of abduction into enumeration of multiple hypotheses, it

would generate an enormous number of hypotheses. We need the other way

to interpret ampliative ability of abduction.

The problem lies in the following two issues. One issue is that they put

abduction into a traditional problem solving scheme. Abduction should in-

clude not only problem solving but also problem formation to some extent.
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Although abduction may generate hypotheses by using reasoning like re-

versed deduction, it does not imply that the whole process of abduction is

such reasoning. The other issue is lack of structures in hypotheses and the

background theory. They assume simple and uniform structures that hide

crucial problems in abduction like composition of hypotheses. For the former

issue, we propose abduction as a process which includes �nding theory used

in deduction-style inference. For the latter, we use structuralized theory and

hypotheses according to aspects.

In the following discussion, a problem given to abduction to solve is called

an observation. It represents facts in the target world and it is what we should

�nd explanation for. Knowledge which is used to �nd explanation is call a

background theory. A hypothesis is an idea conjectured by abduction.

4.3 De�nition of Abduction with Multiple Aspects

We �rst de�ne abduction as the following way.

De�nition 13 An explanation of an observation O with a set of aspects

TB is hA; T i, a tuple of an explanatory hypothesis A and an explanatory

theory T which satisfy the following conditions;

� T � TB,

� T [ A is consistent,

� T 6j= O,

� A [ T j= O, and

� there are no E � A [ T that strati�es E j= O.

We can say that a hypothesis A explains an observation O by an explana-

tory theory T . In this paper, we restrict both observations and hypotheses

to ground formulae, i.e., no variables are appeared in them. Furthermore

observations are given as a set of literals (atomic formulae or negation of

atomic formulae).

This de�nition may seem identical to the de�nition in Section 4.2, but

an explanation is not a hypothesis but combination of a hypothesis and an

explanatory theory, and the whole background theory is not required to use
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in abduction. As we have mentioned, theory used in abduction is a theory

which consists of part of aspect theories.

Then we should discuss how integrated and creative abduction is real-

ized in this framework. The key idea is that minimalization of hypotheses

and explanation with given constraints. The �rst approach is to minimalize

hypotheses and the second is to minimalize explanations.

4.4 Superposition in Hypotheses

According to structure in explanatory theory, we can divide an explanatory

hypothesis as follows;

A = ATH [ AI

Here, ATH is derivative hypothesis that can be derived from the background

theory and the observation. AI is connective hypothesis that integrates mem-

bers of the derivative hypothesis. A derivative hypothesis ATH alone can

satisfy derivativeness of the observation O, i.e.,

ATH [ T j= O:

Since the hypothesis is generated from combination of di�erent aspect

theories, it may be merely a set of hypotheses each of which is generated

from an aspect theory. To ensure integration of the hypothesis, we need the

connective hypothesis which combines parts of the derivative hypothesis to-

gether. We realize this connective hypothesis as superposition of hypothesis.

4.4.1 Instantiation of Entities

An observation is a description about entities, and a hypothesis is another

description about entities appeared in the observation. But in synthesis one

should consider not only entities presented in the observation, but also enti-

ties needed to solve the given problem. We can call these entities instantiated

entities.

Introduction of new entities should be careful because it changes the

degree of integration of explanation. It is one of important criteria to create

and evaluate hypotheses.

Suppose a= ha1; :::; aki a tuple of constants appeared in the observation,

i= hi1; :::; imi a tuple of instantiated constants appeared in the hypothesis

A, and x= hx1; :::; xni a tuple of variables.
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Suppose that there are no constants in the explanatory theory.

We can get A(x) by substituting each constant in A, A(x) itself can explain

the observation too, i.e.,

8xA(x) [ T j= O:

Since we need hypotheses of ground formulae, we �nd a substitution � to all

variables in A(x) so that A(x)� = A [11].

We can also represent O as O(y)a where a = fa1=y1; :::; ak=ykg is a

substitution. Then,

8xA(x)[ T j= yaO(y):

The fact that the observation is given as O(y)a not as O(y) indicates that

terms which satisfy every predicate in O should be restricted to constants

used in the substitution a. It means that A(x)� [ T [O should be minimal

with respect to each predicate in O. Minimality with respect to a predicate

is that the extension of the predicate (a set of tuples which satisfy the pred-

icate) is minimal [2]. The extension of a predicate in O for A(x)� [ T [ O

should be the same to the extension for O. This restriction results as a substi-

tution �a for A(x), which abductive procedures with the resolution principle

can �nd. But A(x)�a can have free variables still. Then these free variables

in A(x)�a are assigned either to instantiated constants or to constants in O.

Here �s stands for a substitution from variables to variables, �i for a sub-

stitution from variables to instantiated constants. Then A = A(x)�s�i�a. �s
represents identi�cation between di�erent terms, i.e., the way which entities

in hypotheses should be identi�ed.

For example, suppose

f is alive(x) ^ has(x; y) ^ wing(y) ^ is feather(y)! bird(x);

has(x; y) ^ wing(y) ^ is big(y)! fly(x)g

as T and fbird(a); f ly(a)g as O. If there are no ideas to identify entities,

both

A1 = f is alive(a); has(a; b); wing(b); is feather(b); has(a; c);

wing(c); is big(c)g

and

A2 = fis alive(a); has(a; b); wing(b); is feather(b); is big(b)g
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can be hypotheses. The former seems redundant, but both hypotheses are

minimal because A1 6� A2 and A1 6� A2. The di�erence is the way how to

introduce entities in hypotheses.

4.4.2 Minimality of Entities in Explanation

One of criteria to integrate hypotheses is minimality of entities. Domain

circumscription [12] can be used to achieve minimality of entities in explana-

tions. Domain circumscription �nds models that have minimal domains to

hold given formulae. In this case A(x)�a ^ T ^ O(a) is a formula to circum-

scribe. But using domain circumscription without any restrictions will make

undesirable results. For the above example, we can get

fis alive(a); has(a; a); wing(a); is feather(a); is big(a)g

as a hypothesis with domain circumscription. This hypothesis seems unnat-

ural, because we have knowledge about what kind of entities can be uni�ed

or not. In this case, entities which can satisfy wing(x) and bird(x) should

be di�erent, while entities which can satisfy wing(x) can be uni�ed to each

other3.

Superposition is identi�cation between entities, but it is speci�ed by two

propositions which have entities to be identi�ed.

Although it is impossible to describe all possible uni�able entity relations

in knowledge4, we can postulate at least consistency of aspect theories. Re-

lations among predicates in an aspect are all what are written in the aspect

theory. If two proposition have predicates in the same aspect, they are not

allowed to identify unless these predicates are the same.

Suppose

T1 = fis alive(x) ^ has(x; y) ^ wing(y) ^ is feather(y)! bird(x)g

T2 = fpart(x; y) ^ lif t force device(y)! fly(x)g

3It is not a matter of course. If there are more than two entities which sat-

isfy the same predicate, each of such predicates can be associated to di�erent

entities.
4It is the frame problem to enumerate all combinations among predicates

[13].
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T = T1 [ T2

O = bird(a) ^ fly(a)

where T1 and T2 are aspect theories. We can get a hypothesis

A = f is alive(a); has(a; b); wing(b); is feather(b); part(a; c);

lift force device(c)g:

If we assume superposition

fhas(x; y); part(x; y)g

and

fwing(x); lift force device(x)g;

then the hypothesis is

A0 = f is alive(a); has(a; b); part(a; b); wing(b); is feather(b);

lift force device(b)g:

Notice such superposition is also a hypothesis, and validity of the su-

perposition is examined by deduction and further abduction from the whole

or part of the hypothesis A0. In particular, part of the hypothesis which

includes identi�ed entities is important in further abduction and deduction

in order to realize how the superposition is feasible. In this example, it is

fwing(b); is feather(b); lift force device(b)g.

Although superposition of hypothesis is merely individual relations be-

tween aspects, it can be possible inter-aspect relations. For example, a pos-

sible relation is that wing(x) ^ is feather(x) in Aspect T1 is equivalent to

lift force device(x) in Aspect T2.

5 Summary

In this paper, we discussed integration of multiple ontologies in a formal way.

First, we formalized ontology as combination of logical theories with modal-

ity. We introduced two types of integration. Combination aspect connects

heterogeneous aspects in which aspect theories are simply merged. On the

other hand, category aspect connects homogeneous aspects in which aspect
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theories are connected with possibility modality. In the above formalization,

inter-aspect theories are de�ned syntactically but no semantical indication

are given. Then we introduced abduction as a heuristics to �nd inter-aspect

theories. Abduction can produce hypothesis which may integrate di�erent

aspects. To ensure integration of aspects in hypothesis, we used superposi-

tion of hypothesis which try to minimalize instances in hypothesis.

Our attempt in this paper is still unmature both in conceptualization

and formalization because it can cover only some viewpoints of integration

of multiple ontologies. One future direction is to make the formalization

concrete to be able to apply real applications. The other direction is to

expand domain of the formalization, in particular, integration of di�erent

granularity of ontologies is interesting.
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