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The mechanism of emotion regulation in
response to stress using an fMRI study and a

biological mathematical model*

Yukihiro Suzuki

Abstract

Stress is inevitable in our society. The ability to cope appropriately with the
stress of social life is essential for adapting to complex environments. However,
it is still unclear which brain regions and neural level characteristics contribute
appropriately to adaptive responses under stress. The thesis examined two ap-
proaches to investigate the mechanisms of adaptation processing under stress by
brain studies using fMRI and neuronal simulations.

First, during emotional regulation under stress in fMRI studies, the ventro-
medial prefrontal cortex (vimPFC) and pre-SMA showed significantly different
activity in response to image valence. The midbrain showed differences with
and without stress during assessing emotional images. Significant negative cor-
relations with trait anxiety were confirmed for vmPFC, and correlations were
obtained for pre-SMA, mainly for negative affect. Furthermore, functional cou-
pling between vinPFC and midbrain was negatively correlated with acute stress-
induced changes in anxiety. These results indicate that activity and functional
connectivity, including vimPFC, in emotion regulation reflect individual differ-
ences in response to stress.

Second, we focused on two distinctive firing types to understand the locus
coeruleus (LC) mechanisms, a noradrenergic resource that is important for con-
trolling the arousal that occurs in stress. We assumed two modes, homogeneous

and inhomogeneous, to understand how these firing characteristics function as a
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neural population. Combining these modes with a feed-forward neural network
model revealed that the homogeneous mode detects more significant spike coher-
ence than the inhomogeneous mode. On the other hand, the inhomogeneous mode
was found to have the ability to suppress spike coherence. These functions sup-
port previous studies in biological experiments, indicating that these two modes

are dynamically responsible for controlling cognitive processing, including stress.
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1 Introduction

The environment around us is very complex and constantly changing. These
changes can be large or small, long or short. For example, some changes, such as
entering an educational institution or transferring to a rural area, are significant
in one’s environment. Others, such as preparing for final exams, make one’s life
around them study-centered for a certain period. In addition, these changes can
be broadly separated into those that affect us psychologically and those that affect
us physically. Thus, life is constantly undergoing various changes. We adapt to
our complex environment by taking appropriate responses to these changes.

Although we experience many external environmental stimuli, many external
stimuli can be presented as stress responses. Stress is defined as a deviation from
a steady or resting state. The stimulus that causes stress response is recognized
as a stressor [1,2]. It would be significant how we internally perceive and interpret
stress and adapt to our environment from a cognitive and medical perspective.

It has been noted that there are various ways of adapting to stress. For example,
some may adapt to maintain their current situation by keeping homeostasis [3].
Also, since stressful events are easily remembered, brain activity may be activated
in response to the event to prepare for similar stressful events in the future [4].
Such behaviors that minimize the effects of stress are defined as coping, and
appropriate coping can contribute to fear detection, homeostasis, and survival
performance. However, some people may lack these abilities because stress coping
is variable and individual-dependent depending on the situation. It suggests
that dysfunctional stress adaptation can make it difficult for attention, memory
storage, and complex decisions. In some cases, stress may put individuals at
risk for developing a variety of mental disorders, such as anxiety disorder and
depression, Etc [5,6].

Therefore, various previous studies have provided several ways of dealing with



how we process and adapt to stress. However, the detailed mechanisms at the
brain and neuronal population level in response to stress are unknown. To address
these issues, we divided our investigation into macroscopic approaches to brain

regions and microscopic approaches at the neuronal level as follows,

e From fMRI studies in emotional regulation under stress, we investigated
how brain regions are related to and interact with stress and emotional
regulation and respond to stress. We performed an fMRI experiment of
an emotional evaluation task to investigate the background. Participants
were stressed by the stress interview; following the fMRI task, they viewed
emotional images and rated their emotional strength, including six basic
emotions and preferences. The results revealed that the ventromedial pre-
frontal cortex (vmPFC) was correlated with behavioral measures reflecting
individual differences in response to stress. Furthermore, there is significant
functional connectivity between the vinPFC and the midbrain only under
stress, and the strength of this coupling reflected individual differences in

stress-induced emotional regulation.

e We found that the midbrain close to locus coeruleus(LC) showed the main
effect of stress. And then, the functional connectivity between vimPFC and
midbrain showed the individual difference in stress effect from the fMRI
study. However, it is unclear how the mechanism within brain regions is
caused by individual differences in stress response, especially neural level. In
this study, we focused on locus coeruleus, which were close to the midbrain
we detected in the fMRI study. LC is a significant resource of noradrenaline
and is closely related to stress. LC adapts to stress by appropriately using
phasic and tonic signals depending on the stress presence/absence situation.
In our study, we assumed that the overlapping of each signal defines the
homogeneous and inhomogeneous modes. We analyzed whether the stimuli
are encoded by a feed-forward network model for using the modulator. As
a result, we found that the differential information of the stimulus is ap-
propriately encoded in the homogeneous mode. In contrast, the differential
information is challenging to encode in the inhomogeneous mode. It sug-

gests that the homogeneous mode in LC can be applied to quick response.



However, the inhomogeneous mode suppresses the spike coherence. It can
be helpful to mental disorders by suppressing excessive spike coherence oc-
curred by an excessive stressor. And then, these modes can be a factor in

the individual difference in our cognition occurred by stress.

Finally, in the general discussion, we propose a hypothesized mechanism based
on the results of the fMRI and simulation studies above. From the fMRI study,
when the change in state anxiety in response to acute stress is significant, the
functional coupling between the vinPFC and the midbrain, including L.C, is neg-
ative. In this case, vimPFC activity can be decreased, and midbrain activity,
including the LC, can be increased. And then, from the simulation study, when
stress coping is not successful, the homogeneous mode may become dominant in
the LC, which increases the overall activity of the LC. This mechanism supports
previous studies and provides a possible mechanism linking the vimPFC and the
LC in response to stress.

In Chapter 2, we describe fMRI research on emotion regulation under stress.
And then, in Chapter 3, to model the mechanism of stress in LC from the popula-
tion level, we conducted the simulation study using the biological mathematical
model in a feedforward network with intra-layer random connections. Finally,

Chapter 4 provides conclusions and future perspectives.



2 The fMRI Research of
Emotion Regulation in

Response to Stress

2.1 Background

In our social lives, we are constantly exposed to the stress response. When
stress occurs, we often experience negative emotions such as fear, sadness, and
anxiety. When stress causes negative emotions, many people cope appropriately
by regulating their emotions. There are various ways to suppress these negative
emotions caused by external factors, but how stress affects such cognitive control
is unexplored.

Emotions shape how we think, feel, and behave. Emotions are also organized as
cognitive, subjective, and physiological sets of positive or negative values thought
by an individual in a particular context and are regulated in various ways. In
contrast to these emotions, emotion regulation is defined as an attempt to monitor
and regulate the emotional experience, triggered when the emotional response is
subject to evaluation or when conflicts arise between different emotional responses
[7-9]. Emotion regulation is associated with various cognitive functions and is
thought to influence risk behavior reduction, cognitive reappraisal, and social
decision-making paradigms [10-12]. Impairments in emotion regulation are seen
in patients with psychiatric disorders such as depression and autism spectrum
disorders and adjustment disorders characterized by an exaggerated response to
stress [13,14].

Emotional control is associated with the default mode network (DMN) at the

neural network level. Dysfunction of DMN may lead to neuropsychiatric dis-



orders and may harm emotional control [15,16]. The default mode network is
involved in a variety of spontaneous and naturally processing and can be divided
into two significant subsystems [17]. The first is the anterior part, associated
with consciousness and memory processing, with the posterior cingulate cortex
(PCC), which plays a central role. The second is the posterior part, which is
associated with the self-referential process and emotion regulation, and the me-
dial prefrontal cortex (mPFC) is a representative brain region. And then, each
subregion of the mPFC has been shown to contribute different functions to the
subsystems of the default mode network. For example, anterior mPFC (aMPFC)
contributes to making self-other distinctions by coupling with the cingulate cor-
tex [18,19]. In particular, the ventral mPFC (vimPFC) is said to be involved
in emotional engagement and has a crucial role in regulating emotion by con-
trolling anxiety, fear extinction, and encoding emotional stimuli [20-24]. It has
also been suggested that tagging information such as emotions related to them-
selves [25]. Detailed mechanisms of vimPFC in emotion regulation have also been
investigated in both rodents and humans [26]. In humans, recent studies have sug-
gested that vmPFC has a neurochemical function in emotion processing [27-30].
Furthermore, vimPFC is also associated with stress, suggesting dynamic changes
in vimnPFC during stress [31-33]. Activation of vinPFC was initially decreased by
exposure to stressful images and then increased by stress coping. These findings
suggest that vimPFC may be involved in adaptive responses, including emotion
regulation during stress, but the detailed mechanisms are largely unknown.

We hypothesized that stress affects vmPFC activity, which affects the emotion
regulation associated with the vimPFC. In addition, we hypothesized that this
effect’s level might influence individual differences in response to stress. To ex-
amine this hypothesis, we conducted an fMRI experiment in which participants
were exposed to acute social stress, followed by an fMRI emotional task in which
they viewed an emotional image and rated the emotional strength of that image.
Based on the hypothesis, the vimPFC can be associated with emotional regula-
tion given an emotional stimulus. And then, according to subsequent emotional
evaluation, according to previous studies, the limbic system can be activated by
emotional responses associated with emotional regulation [9,22 34]. However,

some previous studies suggested that brain regions related to emotional stimuli



and responses can be mixed [35,36]. Therefore, to investigate the complex func-
tion of the vmPFC, we focused on the activity and functional connectivity of the
vmPFC while participants were viewing images and rating the strength of their
emotional responses. To measure participants’ level of psychological response to
stress during the experiment, we asked them to complete the State-Trait Anxiety
Inventory, a frequently used measure of stress. We found that the vmPFC was
more activated at higher valence and that brain region associated with stress were

also correlated with the emotional regulation of the vimPFC.



2.2 Materials and Methods

2.2.1 Experimental procedure.

STAI

Alpha-amylase Stress Induction fMRI Task

(TSST)
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Figure 2.1: Experimental design and fMRI task. (A) Experimental Procedure.
Omnset (+ 0 min) was defined as the start of the stress test. The
schedule was the same for both stress and control conditions, but
the content of the TSST was different in both conditions. (B) The
fMRI task. Participants rated a psychological index consisting of ba-
sic emotions (happiness, sadness, fear, anger, disgust, surprise) and
preferences on a 7-point scale in response to a displayed photographic
image on the screen. Sessions were performed four times, and partic-

ipants rated 19 images in each session.

All participants participated in the stress condition on the first experimental
day and the control condition on the second experimental day. The interval
between the first and second experimental days was five months. On the first

experimental day, the experimenter explained the ethical and safety aspects of



the study to all participants. After obtaining informed consent, all participants
were asked to rest for 20 minutes. They then experienced a 13-minute stress-
induced test. After the stress-induced test, participants entered the fMRI scanner.
They were asked to perform an emotional evaluation task (see Fig. 2.1A for
the exact timing of measurements). STAI-JYZ and salivary a-amylase were
measured repeatedly during the experiment. Following previous studies [37],
to minimize diurnal variations in a-amylase secretion, salivary «-amylase was
measured between 14:10 and 16:40. Thus, we performed all experiments between
13:30 and 17:30. The experimental sample was collected between September 2018
and June 2019.

2.2.2 Participants.

Because female stress responses are altered by menstrual cycles [38,39], measuring
the saliva without the influences is difficult. Therefore, twenty-one participants
were fixed to be male with right-handed (mean age £ SD, 23.10 4+ 1.81 years;
range, 21-28 years). And then, twenty-one participants without mental disor-
ders, claustrophobia, or neuroendocrine disorders were recruited. Participants
are between 18 and 30 years old, and recruitment was done by advertisements
at Advanced Telecommunications Research Institute International. They were
prohibited from consuming caffeine or citrus juices up to 4 hours before the ex-
periment and alcohol 24 hours before the experiment. In addition, they were
checked for the use of corticosteroids and antipsychotic drugs and prohibited ex-
cessive exercise, food, and smoking at least 2 hours before the experiment. They
also refrain from taking any medication for two weeks. Due to an omission in the
State-Trait Anxiety Inventory-JYZ (STAI-JYZ), one participant was excluded
from correlation and statistical analyses involving STAI-JYZ. Participants pro-
vided informed consent before the experiment, and ATR Review Board Ethics
Committee approved all experimental procedures. All procedures were performed
under relevant guidelines and regulations. Participants received 11,000 yen for a
one-time experiment and joined two times in the experiments: stress and control

condition.



2.2.3 Stress-induced test.

According to a previously published protocol, all participants underwent Trier
Social Stress Test (T'SST) [40,41]. The TSST is a stress-induced test to give
acute social stress. Fig shows a specific TSST, which is unique in that the stress
is generated mainly by the constant monitoring of the subject by a video camera

and interviewer.

Figure 2.2: Trier social stress test(TSST) in progress

On the first day, participants performed TSST of stress condition. They pre-
pared an interview about the future job (5 min), talked an interview speech (5
min), and performed a problematic math task (3 min). In this condition, they
were interviewed by a clinical psychologist (certified in Japan) and were moni-
tored from a video camera during the stress condition. And then, participants
performed TSST in the control condition on the second day. They completed a
placebo version of the TSST consisting of free speech (5 min), conversation (5
min), and a simple math task (3 min). Stress-induced test on the control condi-
tion, there is no clinical psychologist and a video camera. After all experiment
procedures, we explained that a video camera was not recorded and used video

camera to add stress.

2.2.4 Emotion evalution in the fMRI task.

The fMRI task will be administered 33 minutes after the start of the TSST.

Participants will view natural photographic images in the MRI scanner and assess



their emotions and preferences in the images. Participants are asked to gaze at
a fixation point for one second and then look at a visual stimulus (an image) for
three seconds during one trial. Using a cursor, participants are then asked to rate
their emotional response to the target image. The participants are asked to rate
each item on a 7-point Likert scale within 20 seconds. If the respondent responds
to all the indicators, a crossed-out viewpoint is displayed for the remainder of
the time. Each trial lasts 24 seconds, and the participants are asked to evaluate
19 presented images during one session. Each experiment consists of 4 sessions
and takes about 30 minutes. The pointer on the number line is manipulated
using the reaction buttons on the brain activity imaging center(BAIC) in ATR
for evaluation.

The images used are from the Nencki Affective Picture System (NAPS) [42].
NAPS is freely available for non-commercial use (http://naps.nencki.gov.pl/). It
comprises 1356 images labeled for emotion rating (emotional valence/arousal),
luminance, contrast, JPEG size, and entropy. They are further divided into five
content categories: animals, landscapes, faces, people, and objects. Entropy is
calculated from the histogram of each pixel intensity value x and written below.
From this formula, entropy is expressed by the 'randomness' of image contrast.
It indicates that low-entropy images, such as dark scenes or the sea, were shown
with uniform contrast.

H = —%p(x) log p(z)

where p is the frequency of intensity x. It is expressed as the higher the entropy;,
the more random (more informative) the image.

In addition, 510 images contain emotion ratings (basic-emotion normative rat-
ings: happiness, sadness, fear, surprise, anger, disgust 4 arousal, and emotional
valence). These image sets are the basic-emotion normative ratings for the Nencki
Affective Picture System (NAPS BE) [43]. We used 152 images from this set of
510 images in the experiment, 76 images for the stress condition and 76 images
for the control condition. However, because NAPS contains some unpleasant im-
ages (images with high ratings of fear and disgust), the description of the NAPS
image set will be included in the experimental instructions, and participants were
informed of this fact before the experiment was conducted. All the data used in

this experiment were based on previous studies of NAPS BE, and only images

10



that a single emotion component can cluster were used in this experiment. The
valence of the NAPS dataset is scored from 1 to 9 points, and the images are
classified based on the value of the valance, following previous studies, where 1-3
points are defined as N: Negative, 4-6 points as M: Medium, and 7-9 points as P:
Positive. P: Positive. To prevent the Serial Position Effect (the effect of learning
an image when it is presented multiple times of the same type or valence), the
same valence category was presented up to twice and the same type category
up to three times in a row. Table 2.1 shows the number of images used in the
experiment by type and valence category.

The fMRI and evaluation analyses used the factors in a full-factorial design
two-way repeated-measures ANOVA. The analytical design comprised within-
participant factors of two conditions: one is stress and control conditions, and
two is three image valences (negative, medium, and positive). An overview of
each trial is shown in Fig. 2.1B (see ‘fMRI procedure’ in “Methods” for fMRI

analysis information).

2.2.5 Measurement and analysis of salivary

alpha-amylase.

To confirm the acute stress by TSST, alpha-amylase in saliva, one of the typi-
cal biomarkers for stress detection, was collected. Saliva samples were collected

at five time points (-10 minutes, +5 minutes, +10 minutes, +20 minutes, and

Table 2.1: The number of images of valence and category used in NAPS BE

Stress Condition Control Condition
Category/Valence || Negative Medium Positive | Negative Medium Positive
Animals 4 5 6 3 5 7
Faces 5 5 ) 5 ) )
Landscapes 0 3 13 0 3 13
Objects 5 5 5 5
People 5 4 6 4
Total 19 22 35 19 22 35

11



+30 minutes) based on the onset (+ 0 minutes) of TSST. Saliva can easily be
collected with this device, and it only requires 1 min to determine alpha-amylase
levels. Saliva was collected by placing a special sheet under the tongue for 30
seconds. The sheet was then placed in an amylase monitor (NIPRO, Japan) to
measure amylase. The value measured from the device is kIU/L and is followed
by an international unit (IU). We applied paired t-test between stress and control

conditions.

2.2.6 Measurement and analysis of the STAI.

To assess psychological responses to acute social stress, participants were scored
on the STAI for anxiety [44]. The STAI consists of a 20-item state anxiety scale
and a 20-item trait anxiety scale, with participants rating each item on a scale of
1 to 4. In the experiment, we used the STAI-JYZ, an official Japanese-translated
version of the STAI (form-Y) [45]. The STAI-Y1 is a 20-item state anxiety scale
that assesses transient situational reactions to anxiety-provoking events. The
STAI-Y2, on the other hand, is a 20-item trait anxiety scale used to evaluate
relatively stable response tendencies to anxiety experiences. The STAI-JYZ was
also measured three times: before the TSST (-40min), immediately after the
TSST (+13min), and after the completion of the fMRI task (+80min), with
the start of the TSST at = 0 min. In statistical analysis, we applied two-way
repeated-measures ANOVA to test for the effects of time on the measure and

stress.

2.2.7 MRI data acquisition.

A 3-T MAGNETOM Prisma MRI system (Siemens) was used to acquire both
structural T1-weighted images (repetition time = 2250 ms, echo time = 3.06 ms,
flip angle = 9° | thickness = 1 mm, field of view=256 mm, slice gap=0 mm) and
T2*-weighted echo-planar images (repetition time=2000 ms, echo time = 30 ms,
flip angle = 80 ° , slices = 56, thickness = 2.5 mm, field of view = 200 mm, slice
gap = 0 mm, multi-slice mode, interleaved). The area of acquisition is the whole
brain scan. In T2*-weighted echo-planar images measured during the fMRI task,

the 233 volumes are the total volume per session. Since there are four sessions

12



in this experiment, there are 233 x 4volumes, and the first five volumes in each
session are excluded from the analysis as dummy scans. Participants did not take
the fMRI task during the dummy scan and started watching valenced images after

the dummy scan.

2.2.8 MRI data pre-processing and statistical analysis.

All fMRI image data were converted from DICOM format to NIfTI format for
analysis. The first five scans were excluded as dummy scans for T2* image data
scanned during the fMRI task. At first of preprocessing, The intermediate func-
tional images in the session were initially used as reference images, and other
functional images were realigned to the reference to compensate for head move-
ment. The structural images were coregistered to correct the position of the
functional images roughly. And then, the volumes were processed for segmen-
tation and normalization. Finally, the functional images were smoothed using a
Gaussian filter with an 8-mm full-width at a half-maximum Gaussian kernel.

The general linear model was applied to the pre-processed data. We focused on
the BOLD signal in two intervals. The first is during the 3-s displayed image,
and the second is during the 20-s evaluation of the image. Differently designed
matrices were applied to the first-level GLM analysis for these two intervals. In
each period, all trials were sorted based on image valence type (negative, medium,
and positive) and were defined by three box-car regressors with a duration of 3
s (image display periods) or 20 s (evaluation periods). These factors were con-
volved with a hemodynamic response function (HRF). Therefore, we defined four
first-level designed matrices for each participant: two periods (image display, eval-
uation) x two conditions (stress, control). The realignment parameters (three
translations and three rotations) were added as multiple regressors of head move-
ment. For the group-level (second-level) analysis, the fMRI data were subjected
to a flexible factorial model with 2x2 levels of condition and valance. This model
was applied separately in the image presentation and evaluation intervals. All
group-level analysis results were corrected using cluster-level inference (cluster-
defining threshold of P < 0:001, cluster probability of P < 0:05, FWE- corrected).
Data were pre-processed and applied statistical analysis using Statistical Para-

metric Mapping 12 (SPM12, update revision number 7487, Wellcome Department
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of Cognitive Neurology, London, UK, https://www.fil.ion.ucl.ac.uk /spm) toolbox
and MATLAB 2018a (version 9.4.0, The MathWorks, Inc., Natick, Massachusetts,
https://matlab.mathworks.com).

2.2.9 Functional connectivity analysis.

Functional connectivity analysis was performed using CONN (ver.17.f, https://web.conn-
toolbox.org). Three brain regions were extracted from fMRI imaging data’s
whole-brain analysis as functional ROIs: the vinPFC, pre-SMA, and midbrain.
The pre-SMA and vinPFC detected as clusters from the flexible factorial model
were defined as ROI. However, the midbrain was extracted from a 5-mm radius
area around the peak coordinates of the midbrain (MNI: x, y, z = -4, -32, -24).
At first, fMRI imaging data was pre-processed following the order: realignment
and unwarp, slice timing correction, segmentation, normalization, outlier detec-
tion, and smoothing (kernel FWHM of 8 mm). Outlier detection was applied to
identify scans with motion more significant than the 95th percentile, and these
outliers were denoised. Two methods were performed in denoising: 1) linear re-
gression of the potential confounding factors of the BOLD signal, including the
realignment parameters and scrubbing extracted from the outlier detection, and
2) temporal band-pass filtering. A first-level analysis was performed with each
trial’s valence and stress conditions as regressors (the analysis matrix setup was
identical to the first-level analysis in SPM12). Regressors were convolved with
HRFs. The ROI-to-ROI analysis was performed to calculate the Z-transformed
correlation coefficient of the BOLD signal averaged over all voxels in the ROI.
The analysis time was the evaluation period (20 seconds for each trial). We tested
whether the functional connectivity between target ROIs was significantly greater

than 0 in each stress and control condition.

2.2.10 Debriefing

In this experiment, we describe cognitive load instead of stress to prevent the
subjects from recognizing that we will give them stress in the instructions for
obtaining the subjects’ consent. The details are given to the subjects after the

experiment is completed. In addition, since the video camera is used for moni-
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toring and not for analysis, the debriefing also explains this.

2.2.11 Software and code

In data collection, all image stimuli were presented with psychopy (Release 1.90.3)
for presentation software, and all fMRI data were collected with a 3-T MAGNE-
TOM Prisma MRI system (Siemens). Data analysis was processed using python3
with statsmodels(ver.0.9.0), MATLAB 2018a with Statistical Parametric Map-
ping 12 toolbox, and CONN toolbox (ver.17.f). Figure 2, Figure3, Figure 5, and
Figure 6 were created with matplotlib(version 2.2.3), seaborn(version 0.9.0), and
CONN toolbox (ver.17.f). Figure 4 was created using the Statistical Parametric
Mapping 12 toolbox.
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2.3 Results

2.3.1 Physiological and psychological response’s result
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Figure 2.3: Salivary alpha-amylase levels and anxiety test. (A) Salivary alpha-
amylase levels. Acute social stress significantly increased the alpha-
amylase level (P < 0.01 on paired t-test). The alpha-amylase level
represents the percent change between — 10 min (before the TSST)
and + 10 min (after the TSST speech). (B) STAI-Y1 (state anxi-
ety) and STAI-Y2 (trait anxiety) scores. The STAI Y-1 showed a
significant interaction between conditions (stress, control) and mea-
surement time (— 40 min, after the TSST, +80 min). (F(2,114) =
8.68, P < 0.001 in two-way repeated measures ANOVA). However,
the STAI Y-2 showed no significant difference (P > 0.05). Error bars

indicate s.e.m.

At first, we measured salivary alpha-amylase several times to check whether
participants felt stressed by the experimental procedure to generate stress. Set-
ting the onset as the start of the TSST, we collected saliva five times: -10min,

+5min, +10min, +20min, and +30min. Under stress and control conditions, we
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defined the baseline saliva value at -10min and calculated the percentage change
in salivary alpha-amylase compared to +10min (after the speech during TSST).
Fig.2.3A showed that salivary alpha-amylase in stress condition significantly in-
creased compared with the control condition (t(20) = 3.09, P < 0.01 on paired

t-test). Thus, stress was thus successfully induced under the test conditions.

Next, to investigate the psychological effects of stress, we examined STAI-JYZ
measured at -40min (before the TSST), +13min (after the TSST), and +80min
(after the fMRI task) (Fig. 2.1A and “Materials and Methods” ). We found the
significant interaction between condition (stress, control) and measurement time
(-40 min, +13 min, 480 min) for STAI-Y1 (state anxiety) (F(2,114) = 8.68, P <
0.001 on two-way repeated-measures ANOVA; Fig. 2.3B). On the other hand, no
significant interaction or main effect was obtained for STAI-Y2 (trait anxiety).
Furthermore, Tukey ~ s HSD multiple comparison test showed that state anxiety
differed between the stress and control conditions immediately after the stress-
induced test (TSST) in the stress and control conditions. These results indicate
that state anxiety induced by acute social stress is transient. Thus, a transient

stress state was caused by the stress test.

2.3.2 Subjective evaluation in the fMRI task

A two-way repeated-measures ANOVA was performed on seven indicators of the
six basic emotions and preferences. Valence factors were assigned to the images
(negative, medium, positive) and conditions (stress, control). Sadness, anger,
disgust, preference, and happiness showed significant interactions (F(2,40) = 9.06,
P < 0.001; F(2,40) = 2.82, P < 0.05; F(2,40) = 4.99, P < 0.01; F(2,40) = 3.81,
P < 0.05; F(2,40) = 6.24, P < 0.01, respectively, in two-way repeated measures
ANOVA; Fig. 2.4). No interaction was found for fear and surprise, but fear
showed the main effect on the condition (F(2,20) = 7.89, P = 0.011).

2.3.3 fMRI imaging result

In the fMRI whole-brain analysis, an ANOVA model with valence (negative,

medium, positive) and condition (stress, control) was used to examine the in-
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Figure 2.4: Subjective evaluation in the fMRI task. The plot of evaluation scores
for valence assigned to images (negative, medium, positive) in stress
(red) and control (blue) conditions. Sadness, anger, disgust, prefer-
ence, and happiness showed significant interactions (F(2,40) = 9.06, P
< 0.001; F(2,40) = 2.82, P < 0.05; F(2,40) = 4.99, P < 0.01; F(2,40)
= 3.81, P < 0.05; F(2,40) = 6.24, P < 0.01, respectively, in two-way
repeated measures ANOVA). Fear showed no interaction, but found
the main effect of the condition (F(2,20) = 7.89, P = 0.011), but sur-
prise showed no interaction and main effects. Error bars indicate the

S.e.m.

teraction between valance (the effect of the image presented in the fMRI) and
condition (the stress effect). When participants were looking at the image for
three seconds, the right vimPFC (peak at Montreal Neurological Institute (MNI)
X, y, z = 10, 40, — 8; F-value = 17.34; cluster size = 330 mm3; Fig. 2.5A B)
and left pre-supplementary motor area (SMA) (peak at x, y, z = — 6, — 28, 72;
F-value = 10.91; cluster size = 162 mm3; Fig. 2.5A B) showed the main effect of
the valance (all result maps were tested with a cluster-defining threshold of P <
0.001 and cluster probability of P < 0.05, and were FWE- corrected).

In addition, using the brain clusters obtained from this analysis, we performed
a correlation analysis between the brain region and psychological index (STAI

scores and subjective ratings). The results showed a significant negative correla-
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Figure 2.5: Whole-brain analysis. (A) The main effect of valence (negative,
medium, positive) during the image display period. (B) Post-hoc
analyses of parameter estimates of the image display period sorted
by valence in the stress condition. (C) The main effect of condition
(stress, control) during the evaluation period. (D) Post-hoc analy-
ses of parameter estimates of the evaluation period sorted by valence
in the stress condition. These results were obtained with a cluster-
defining threshold of P < 0.001 and cluster probability of P < 0.05
and were FWE-corrected. *Survived Bonferroni correction for the
number of elements in the condition. Clusters were overlayed on the
T1-weighted template image (single_subj T1.nii). Error bars repre-

sent s.e.m.
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tion between the parameter estimate (mean regression coefficients of all trials in
each condition) of vmPFC and STAI Y-2 (r = — 0.62, P = 0.0036; Fig. 2.6A)
before TSST in the stress condition but no significant correlation in the control
condition (r = — 0.19, P = 0.42; Fig. 2.6A). Furthermore, the parameter esti-
mates in pre-SMA showed significant positive correlations with sadness (r = 0.51,
P = 0.019; Fig. 2.6B left), fear (r = 0.45, P = 0.039; Fig. 2.6B middle), and
disgust (r = 0.42, P = 0.059; Fig. 2.6B right) in the stress condition, although
anger was only marginally significant (r = 0.42, P = 0.059; Fig. 2.6B right).
However, no significant correlations were found in the control condition.

Next, The same ANOVA analysis was conducted while participants evaluated the
presented images for 20 seconds. The results confirmed the main effect of stress
in the left midbrain (peaks at x, y, z = — 4, — 32, — 24; F-value = 25.59;
cluster size = 145 mm3; Fig. 2.5C,D). All ANOVA results showed no interac-
tion between valence and condition. Post-hoc analysis of the results comprised

Bonferroni multiple corrections for the number of elements in the condition.
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Figure 2.6: Correlation analysis in the vimPFC and pre-SMA. (A) Significant neg-
ative correlation between parameter estimates during the displayed-
image period in the vmPFC and the STAI Y-2 (trait anxiety) mea-
sured before the TSST (— 40 min) (r = — 0.62, P = 0.0036). (B)
Significant positive correlation plot of parameter estimates during the
image display period in the left pre-SMA and the subjective evaluation
scores of sadness, fear and anger in the stress condition (r = 0.51, P =
0.019; r = 0.45, P = 0.039; r = 0.42, P = 0.059, respectively). Lines
and colored areas are regression lines and 95% confidence intervals,

respectively.
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The detailed results of the whole-brain analysis are shown in Table.2.2(Cluster-
defining threshold of P < 0.001, cluster probability of P < 0.05, FWE- cor-
rected. MNI coordinates represent the peak voxels. Lat = laterality; L =
left; R = right; B=Bilateral;, BA=Brodmann’s area; PFC=prefrontal cortex;

vinPFC=ventromedial PFC; LC=locus coeruleus.)

Table 2.2: Brain areas showed the main effects of valence and stress on brain

responses to the fMRI task after stress.

Phase Main effects | Cluster size(mm?) Brain region Lat  BA  MNI coordinates F value
XYZ
Looking images for 3 sec valence 330 vmmPFC B 11,32 10 40 -8 17.34
162 SMA, pre-SMA L 46 -6 -28 72 10.91
Evaluation displayed images for 20 sec stress 145 Midbrain L - -4 -32 -24 25.59

2.3.4 Functional connectivity for ROI-to-ROI analysis

To investigate the relationship between brain regions related to emotion ratings
under stress, we performed a functional connectivity analysis using the brain re-
gions, vimPFC, pre-SMA, and midbrain, as functional ROIs obtained by ANOVA
(see "fMRI imaging result"). An ROI-to-ROI correlation analysis was performed
to calculate the Z-transformed correlation coefficient to the average BOLD signal
during target time-series signals in the ROI voxels. In functional connectivity
between targets, we tested whether the contrast for stress and control conditions
was significantly larger than 0. The ROI-to-ROI functional connectivity analysis
showed significant functional connectivity between vimPFC and midbrain in the
stress condition but not in the control condition(Fig.2.7A). Furthermore, we per-
formed correlation analysis using functional connectivity between vmPFC and
midbrain and changes in STAI Y-1 (state anxiety) before and after TSST. Unlike
in the control condition (r = — 0.1, P = 0.67; Fig. 2.7B), functional connectivity
in the stress condition showed a significant negative correlation with changes in
STAI Y-1 (r = — 0.45, P = 0.048; Fig. 2.7A).
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ROI-to-ROI analysis. (A) Functional connectivity between targeted

areas (left, stress condition; right, control condition). Significant func-

tional connectivity between the vimPFC and midbrain was observed
only in the stress condition. The color bar of ROI-to-ROI effects indi-

cates the F-value. (B) Correlation plot of functional connectivity be-

tween the vmPFC and midbrain against a change in the state anxiety
in the stress condition (r = — 0.45, P = 0.048) and the control con-

dition (r = — 0.1, P = 0.67). Lines and colored areas are the regres-

sion line and the 95% confidence interval, respectively. The images

were created using the CONN software (ver.17.f, https://web.conn-

toolbox.org).

22



2.4 Discussion

In an fMRI task after the acute social stress, we found that the prefrontal cortex
activity was responsive to emotional stimuli and that activity differed according
to image valence. In contrast, midbrain activity reflected the effects of stress as
an emotional response. And then, vmPFC activity was significantly correlated
with individual differences in trait anxiety. In addition, functional connectivity
between vmPFC and the midbrain indicated individual differences due to anx-
iety over the stress response. This finding provides an essential mechanism for
emotional regulation in the stress response and reflects the level of adaptation or
modulation to the stressor.

According to the subjective evaluation performed with fMRI, we confirmed an
interaction in the levels of stress effect and image valence, or a main effect of stress,
mainly in negative affect. These results indicate that negative affect scores are
different under stress than control. Previous studies showed that fear suppression
is inhibited, and personal distress is exhibited under stressful conditions [46,47].
In other words, less suppression of negative emotion indices than usual results in
elevated values of negative emotions. Thus, it suggests that subjective evaluation
scores in primarily negative emotions are overestimated by stress than healthy
controls.

Consistent with the hypothesis, vmPFC activity under stress showed a signif-
icantly negative correlation with trait anxiety. This individual difference may
reflect vulnerability to stress. Previous studies showed that stress enhances anxi-
ety and harms emotional control [46,48,49] and that high trait anxiety contributes
to individual differences in vulnerability to stress [50]. Thus, the result indicates
the vulnerability of emotional regulation to stress. However, vinPFC has been
detected as not stress effects but the main effect of valence. Although vmmPFC
regulates adverse effects by encoding emotional stimuli and subjective evalua-
tion [23,24,51-53|, vimPFC’s emotion regulation is thought to be related to fear
extinction and suppression. In other words, the vimPFC responds to the emo-
tional stimulus and is not directly related to stress. Therefore, these results under
stress suggest that the vimPFC expresses vulnerability due to negative emotion
regulation when it responds to emotional stimuli.

Here, the pre-SMA showed a main effect of the valance. This result is consistent
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with a meta-analysis in which the pre-SMA is associated with the execution of
emotion regulation [54]. In addition, pre-SMA was positively correlated with
subjective appraisal scores of negative affect in the stress condition. Prior research
indicated that pre-SMA was associated with successful emotion regulation in
limited negative contexts [55]. The pre-SMA was activated by reappraisal of
the emotional evaluation of unpleasant images, and its activity was associated
with successful reappraisal. Although participants in the experiments did not
explicitly reappraise during emotion evaluation, these results suggest an effect of
stress on pre-SMA functioning in cognitive appraisal.

Regarding emotional assessment, midbrain activity was reduced in the stress
condition compared with the control condition. The midbrain is involved not
only in homeostasis but also in emotion [56]. Previous studies showed that acute
stress decreases limbic activity, and the midbrain is associated with stress ini-
tiation [57]. It supports the results and suggests that stress affects emotional
responses, deactivates midbrain activity, and influences emotional regulation in
homeostasis. More interestingly, the MNI coordinates of the peak value in the
midbrain, detected as the main effect of stress, closely matched with that of
the locus coeruleus in a recent meta-study [58]; the LC is the primary resource
of noradrenaline and projects to various brain regions, including the prefrontal
cortex [59]. LC activity is independent of valence. It is associated with the
acquisition of emotional input, the storage of emotional memories, and the main-
tenance of cognitive processing [60,61]. In addition, reduced LC responses suggest
enhanced resistance, consistent with midbrain results from the whole-brain anal-
yses [62]. One interpretation is that the portion of the midbrain detected as the
main effect of stress is working with other brain regions to mediate psychological
responses to stress. However, the LC was difficult to detect using standard fMRI
methods, and precise peak coordinates could not be identified [63].

Finally, functional connectivity between vimPFC and midbrain under stress
conditions showed individual differences in state anxiety. State anxiety reflects
high-stress [64], supporting our results. In addition, vimPFC coupling with the
limbic system and brainstem is important for emotion regulation, and stress re-
silience [31,65]. Indeed, these circuits contribute to negative emotion process-

ing, motivation for action, and fear of extinction [66-68]. Recent human MRS
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studies suggest that these circuits are related to the neuroscientific function of
the vmPFC in emotion processing, and local GABA levels in the vimPFC were
associated with the functional connectivity between the vimPFC and amygdala
with personal anxiety [27-29]. However, our findings failed to detect the effects
of valence and stress on limbic systems such as the amygdala, which is specif-
ically involved in emotion processing. Previous studies showed that functional
connectivity between the vimPFC and the amygdala is associated with negative
emotion [20,66]. In addition, brain regions associated with negative emotion and
stress can be overlapped. Though the amygdala is associated with emotional
processing, it is strongly responsive to emotional processing, stimulated by facial
expressions [69]. The images used in the experiment included a variety of cat-
egories, and the valence scores of the stimuli were balanced between stress and
control conditions. It may explain why no amygdala activity was observed in our
experiment.

The finding that functional coupling between the vimPFC and the midbrain
reflected individual differences in emotion regulation in the stress response might
provide new insights into treatments for controlling stress vulnerability factors
and mental disorders such as major depressive disorder. From an emotion regula-
tion perspective, some psychiatric disorders are characterized by vulnerabilities in
emotion regulation, and emotion regulation is important in mental health [70,71].
Our findings may help to measure stress resilience in negative emotion regulation.
In psychiatric disorders, recent animal studies of deep brain stimulation (DBS)
indicated that vimPFC under DBS affects LCs to produce antidepressant-like ef-
fects [72]. In addition, functional connectivity real-time neurofeedback has been
applied to some psychiatric disorders [73,74]. Future studies should establish new
biomarkers for treating specific psychiatric disorders through neurofeedback and
DBS.

In addition, various experimental paradigms and findings exist in stress and
emotion regulation. For example, although not introduced in this study, it has
been pointed out that there are three types of strategies that promote emotion
regulation: reappraisal, suppression, and distraction [75]. These emotion regula-
tion strategies require cognitive control systems and working memory by brain

regions related to executive control [9,76,77]. However, stress is known to impair
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working memory, which is needed to facilitate emotion regulation [78,79]. Prior
research has shown that stress-induced working memory impairment prevents
sophisticated strategies that require working memory (model-based). However,
stress does not affect simple, principled strategies (model-free) [77]. And then,
theta burst stimulation (TBS) of the Dorsolateral Prefrontal Cortex (dIPFC),
which is associated with working memory, results in individual differences in the
strategies. In addition, it depends on working memory capacity [76]. Although
our fMRI study revealed a relationship between stress and emotion regulation,
the relationship between stress and strategies for emotion regulation is not clear.
Therefore, further research is needed to determine the extent to which cognitive
strategy for emotional regulation is robust against stress.

Several limitations are imposed on the generalizability of our results. First,
subjects were asked to participate in an experiment in the stress and control con-
ditions. As a result, a framing effect occurred in this experiment [80]. However,
participants were asked to participate in the control condition at least two days
after being acutely stressed by the stress test. In terms of brain networks and neu-
rosecretion in response to stress, it has been noted that recovery from acute stress
is complete within several hours [81]. Therefore, we do not believe that the effects
of stress inflicted in the stress condition will impact the control condition. How-
ever, we could not eliminate the uncertainty as to whether or not framing effects
were occurring. Thus, there is a need to conduct future experiments with par-
ticipants assigned in random order in the stress and control conditions. Another
limitation is only male subjects participated in the investigation of this study.
Women'’s stress response would be replaced by menstrual cycles, and oral con-
traceptive use [38]. Previous studies measuring stress biomarkers indicated that
sex differences should be careful. For example, in the TSST study testing saliva
as a biomarker, 12 of 35 studies were reviewed in male-only participants [82].
And then, the activity of PFC is associated with emotion regulation [83], and
that of emotion regulation differed between male and female rats [84]. In sum-
mary, gender differences may be responsible for specific emotion regulation in the
stress response. Thus, the generalizability of our findings to women remains the

problem.
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3 Two modes in locus coeruleus
have essential roles for

stimulus encoding

3.1 Background

Neurons and neural networks function as real-world system that detects or iden-
tifies signals from outside. This system allows people to flexibly adapt to sensory
processing, attention, and unexpected events by applying modifications at the
cognitive level when information comes in from the five senses.

Locus coeruleus (LC), the primary source of noradrenaline, regulates cognitive
functions, including attention and memory processing, by modulating neural ac-
tivity in cortical areas [60,61,85,86]. The neural activity of LC is projected to
many brain regions, and the role is specific to the brain region [87-89]. Thus,
although various previous research shows the relationship between LC and other
brain regions, the detailed mechanism of LC as an intrinsic modulator is unclear.

From a neuronal perspective, there are typically two distinct firing modes as
a modulator of the LC: tonic and phasic firing [90]. Tonic firing is characterized
by sustained, spontaneous firing. In contrast, phasic firing is characterized by
transient, small numbers or firing bursts. The example of the tonic and the
phasic signal is shown in Fig.3.1.

The coexistence of these two firing characteristics has been found to regulate
various neural systems and coordinate different functions at the brain network
level [91,92]. For example, phasic plays an essential role in salient encoding stimuli
and facilitates the encoding of salient stimuli in sensory neurons [93]. And then,

phasic and tonics encode the exact opposite valence and coordinate differently for
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Figure 3.1: Examples of membrane potential to tonic and phasic signal. (A) Tonic

signal. (B) Phasic burst signal.

arousal coordination, indicating that LC activity patterns affect both networks
and behave differently [94,95]. Furthermore, previous studies showed that the
external cognitive load alters these firing rate balances. One of the most famous
cognitive loads closely related to the LC is stress, which causes the phasic to
prioritize the tonic firing when stress occurs [96-98|. Under appropriate stress,
tonic firing promotes cognitive flexibility and arousal. However, excessive tonic
firing under heavy stress can lead to hypervigilance and distractibility. Thus,
dysfunction of the phasic-tonic balance can lead to various mental disorders [99,
100].

In addition, some simulation studies in LC have been validated at the neuronal
level and have examined performance in cognition and interactions between no-
radrenergic neurons [59, 101]. Two firing properties of the LC have also been
tested in a rewarding task related to exploration/exploitation of reinforcement
learning [102]. This study suggests that state-action prediction errors reflect the
phasic/tonic LC activity and that these firing properties made updates. Fur-
thermore, the authors propose the hypothesis that such prediction errors are
mediated by cortical-LC coupling and that LC to cortical inputs modulate learn-
ing rate updating in the ACC. In addition, some previous studies have tested the
modulatory effect of the LC in a multilayer model [103]. The results show that
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the single-layer model did not improve rewards, whereas extending the model to
multiple layers resulted in improved gains.

Although the role of LC in brain regions and their impact on cognition and
behavior at the neuronal level has been investigated, there are few examples of
studies simulating the function of LC at the neural population level. Likewise,
although the role of phasic/tonic signals generated by the LC and their impact
on cognition and behavior at the neuronal level have been investigated, there are
few examples of studies simulating LC function at the neural population level.
It is generally known that most sensory information is transmitted to the cortex
via the thalamus [104]. However, these processes are propagated in a multi-
layered neural network model. Prior research has shown that neural responses
to sensory processing depend on external inputs and internal network variables
defined as a network of populations [105]. It has also been suggested that the
presence of recurrent feedback is necessary to form ongoing activity [106-108].
The influence of these internal network variables and feedback is unique to neural
population networks, and quick corrections in recognizing stimulus changes should
be better in a population than in a single neuron [109-111]. Thus, modeling
neural responses to sensory processing would require building a multi-layered
model with random synaptic connections and feedback structures. It has also
been noted that phasic/tonic in the LC is associated with attention and arousal
[59,94]. However, since sensory information is encoded in the prefrontal cortex, it
is assumed to function as a modifier rather than retaining cognitive information.
Taken together, to model the phasic/tonic role of the LC in this study, it is crucial
to represent the regulatory function of the LC as a population in a way that does
not disrupt its molecular structure. We developed a multi-layered feed-forward
neural network model that can incorporate signals generated by the LC as an
internal model.

In this model, we hypothesized two signals as modulators. The first is a homo-
geneous signal, a population of multiple tonic firing. The second is an inhomoge-
neous signal, a population of multiple phasic firing. By combining these signals
with a feed-forward multilayer network with intra-layer random connections, we
investigated the role of the modulator at the neural population level.

The results showed that the homogeneous mode detected strong spike coher-
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ence. It indicated that the linear transformation of the input signal was converted
into spike coherence, and the differential coding of the input was encoded. On
the other hand, the inhomogeneous mode could not encode differential coding
compared to the homogeneous mode. And then, frequency dependency enhance-
ment of the differential signal was detected in the homogeneous mode, but not
inhomogeneous mode. In addition, it become more dominant from inhomoge-
neous mode (phasic) to homogeneous mode (tonic), and the transmission rate
increases continuously. Therefore, it suggests that the homogeneous mode can
be contributed to the enhancement for encoding inputs, but the inhomogeneous

mode to suppression of a spike coherence prevented excessive cognition influence.

30



3.2 Materials and Methods

3.2.1 Network Architecture

1st Layer 2nd Layer 5th Layer

Sigmoidal
Input

LC
(homo/lnhomo)

— O Excitation
— 1 Inhibition
Figure 3.2: Five-layer’s feed-forward network model with the intra-layer random

@ Excitatory Neuron
connection.

A network architecture was developed following the previous research [112].
The model is shown in Fig.3.2. This model comprises a five-layer feed-forward
network, with 100 excitatory neurons in each layer. Each layer has random excita-
tory and inhibitory connections. The number of excitatory synaptic connections
in each layer was set at 60, and the number of inhibitory synaptic connections
at 30. The network architecture was simulated 100 times, with each simulation
providing a different intra-layer connection. Excitatory synaptic connections be-
tween the layers are transmitted with a probability of 0.7.

Two kinds of inputs are projected into the first layer. The first input is fre-
quency changes like a step function and generates a spike in a sinusoidal manner.
The sinusoidal input is illustrated in Fig.3.3. The input is composed of three
parameters: change interval W(ms), base frequency f..;(Hz), and frequency
change fzirr(Hz). All the intermediate time of stimulus change point was set
at 800 ms. There are two motivations for simulating the response to sinusoidal
inputs. First, it is possible to reconstruct the response of a network to an arbi-
trary time-dependent input. The second is that oscillations have been observed

in many central nervous system brain regions and are a common input to synap-
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Figure 3.3: The signal frequency changes in a sinusoidal manner.

tic structures. In other words, a dynamic frequency change was modeled by the
signal change of natural stimuli. The second input is homogeneous or inhomoge-
neous modes in the LC model. LC model’s inputs are projected into all layers,
and the generated inputs are different from each layer. The detail of the LC

model is described in the next section.

3.2.2 LC model

In the LC model, we used two modes as another input projected into the layers.
The first signal is the homogeneous mode. This mode was generated following
to homogeneous Poisson process, so the firing rate lambda is constant [113]. On
the other hand, the inhomogeneous mode was developed following to Ornstein-
Uhlenbeck process [114]. The update formula is followed by the Euler-Maruyama

method and is shown as below,

where theta is set to 0.1, and p is equal to ¢ and \;,;;. The firing rate of the
homogeneous mode and the expected value() of inhomogeneous mode (i.e., vari-
ance o and initial value \;,;;) will be denoted uniformly as f;,;(Hz). Fig.3.4 is

an overview of our hypothesis, and right figure shows example of each mode and

32



generates five firing patterns as a population.

) VI
Tonic (Homogeneous) Times (ms)

! r /: ‘ N —
400 600 800 1000 1200

Phasic (Inhomogeneous) Times (ms)

Figure 3.4: Overview of our hypothesis to homogeneous and inhomogeneous
mode. Homogeneous mode is represented as an overlap of a tonic
signal. On the other hand, the inhomogeneous mode is expressed as
an overlap of a phasic burst. The right figure shows five samples of

generated firing patterns based on our hypothesis.

Taken together, in the absence of any information, a constant frequency ( fe.: +

fint) is propagated. However, all signal information is represented by a frequency
change (faifr)-

3.2.3 Neuron model

In our experiment, the Hodgkin-Huxley model was used as a neuron model [115].

Cn—pr == 2 g(V=Vi)+ Lyn, (3.2)
j=Na,K,l
where C,,(= 1.0(uF /em?)) is the membrane capacitance, gy, (= 120.0m3h(mS/cm?))
is sodium conductance, gi(= 36.0n*(mS/cm?)) is potassium conductance. g;(=
0.3(mS/em?)) is leak conductance. In the Hodgkin-Huxley model, we used four

variables; V., m, h,n. And then, m, h,n obey the differential equation as below,

dz

= = (0 (V)(1 =) = B (V)a) - 3070910, (33)
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where T is temperature, human cortical nerves are highly nonlinear at high tem-
peratures. The default temperature setting slows down the differentiation, mak-
ing it challenging to detect firing successfully. Therefore, the temperature in this
study was set to 15 degrees Celsius [116]. The Hodgkin Huxley model set the tem-
perature at 6.3 degrees Celsius by default, modeled after squid axons. Reversal
potentials(mV) are as follows: Vy, =50.0—FE,,Vx = —77.0—E,,V, =54.4—E,,
where E,.(= —65.0(mV’)) is the resting potential. «(V'),5(V) is different from

variables; m, h,n. These variables is followed subsequent six formula as below,

0.1(25 — V)
(V) = ol VI =1 B (V) = dexp(-V/18)
1
an (V) = 0.07 exp(—V/20), Br(V) = oxp[(30 = V)/10] 1 1
o (V) = 2010 = V) B (V) = 0.125 exp(—V/80)

exp[(10 — V)/10] — 1°

3.2.4 Synapse model
In the synaptic event, we define the conductance model as an « function [117,118]:

. Gpeak * (t - tz)

1—(t—t;) /tpeak 3.4
tpeak ) =P ( )

Gegn(t) =T
where r; denotes synaptic efficiency, S is a surface area (= 20um), t;(ms) is firing
time, and t,eqr(ms) is time constant at which the conductance reaches its peak
value of gpear/S(mS/cm?). Time constant(tpe.i) was set to 2.0 and 5.0 (ms)
for excitatory and inhibitory synaptic connections. Each excitatory synaptic
connection defines the gpeqr. For each simulation, gpe, were sampled from a
Gaussian distribution N (1.0, 0.5), in excitatory connection and inhibitory synapse
connection were fixed at gpeqar = 5. And then, synaptic efficiency was multiplied
by 0.5 in the case of a spike event and recovered with a time constant of 500ms to
represent synaptic depression. The synapse efficacy of inhibitory connection was
set to 1. It is because the inhibitory connections do not need to consider synaptic
depression. The firing in a pre-synaptic neuron does not immediately propagate
into a post-synaptic neuron. So synaptic delay was set to 2.0 milliseconds in
the excitatory connections. However, those inhibitory synaptic connections were
followed by the exponential distribution: exp(—t/500) + 5.0(ms). The delay
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distribution models the distribution of times necessary for a gap junction network

to transmit spikes.

3.2.5 Measurement of the histogram and spike coherence

In the simulation, one hundred run paths were performed. And then, peristimulus

time histo- grams (PSTHs) were generated by binning spike rates into 5 ms bins.

100

h(t) = 1o > hlt) (3.5)

where h;(t) is the number of spikes in the ith path at time bin at t(bin width
dt = bms).

In addition, the spike coherence in the fifth layer was calculated to examine the
correlation or relationship of the various stimulus types. It was then compared in

a homogeneous or inhomogeneous mode. Spike coherenceX, is defined as follows.

X = Mazic700~900ms X (t), (3.6)
X(1) = z(t — 6t) + x;t) +a(t + 615)’ a7

8
—~

~
N—

Il

h(t)— < h(t) >ie900~1100ms> (3.8)

First, the number of spontaneous firings x(t) was smoothed by subtracting the
post-firing baseline from the histogram. The brackets < h(t) > means the average
of the target interval. Next, to suppress artifacts that arise when dividing the
time into bins, X(t) is defined as the average of the sum of three continuous
x(t). Then, extracting the maximum value of X(t), the intensity information

that retains the most differential information of sinusoidal input, is extracted.
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3.3 Results

3.3.1 Histogram results

1st layer 5t layer
100 ' [ . - o

# of Path
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#Mean spike
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Figure 3.5: Population responses of the homogeneous mode in the first and fifth
layers. Raster plots show spikes series of a particular neuron (index 0)
in 100 simulation runs. The histogram indicates the number of spikes
in the 100 simulation runs at a time bin of 5 ms. The parameters of the

two inputs was set to fe;r = 100H 2, fairs = 200H 2z, W = 10ms, fins =
100H .

Using these models and performing in the network architecture, we found that
the population response in the fifth layer encoded the differential coding. To
the same input, Fig.3.5 shows that a soft edge was detected in the first layer,
but the strong spike coherence differential information emerged in the fifth layer.
And then, The histograms were compared between the homogeneous and inho-
mogeneous mode. Fig.3.6 indicates that the first layer is nearly the same in both
modes. However, in the fifth layer, the homogeneous mode in locus coeruleus

showed better performance than the inhomogeneous mode.

36



1stlayer 5t layer

30 300
(0]
<
8_ 20 200
Homogeneous c
mode 3
s 10 100
*
400 800 1200 400 800 1200
30 . 300
(0]
a4
3 20 200
Inhomogeneous 2
mode @
%} 10 100
" \‘MMAMJ_AM

400 800 1200 400 800 1200

Figure 3.6: Population responses of the homogeneous and inhomogeneous mode in
the first and fifth layers. The histogram indicates the number of spikes
in the 100 simulation runs at a time bin of 5 ms. The parameters of the
two inputs was set to fezr = 100H 2, fairs = 500H z, W = 10ms, fins =
100H z.

3.3.2 Spike Coherence results

In Fig.3.7, a negative correlation emerged, with firing coherence decreasing as
the frequency change’s interval became large. On the other hand, spike coher-
ence showed a positive correlation as the frequency increased. In the case of a
homogeneous mode, the spike coherence was more sensitive to stimulus than in
the inhomogeneous case, and the differential information of the input was encoded
better. However, the effect was small in the inhomogeneous process, indicating

that spike coherence was suppressed.
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Figure 3.7: (A) Homogeneous and inhomogeneous mode with the change interval
W (fint = fewr = 100Hz, fgiry = 200Hz). (B) Homogeneous and
inhomogeneous mode with the change frequency fuirr (fint = feat =
100H z, W = 10ms). Error bars indicate s.e.m.

3.3.3 Noise enhancement

And then, we examined whether the frequency of the modes has the optimal sensi-
tivity of a nonlinear system (Fig.3.8). As a result, in the case of the homogeneous
modes, it exists at a certain intensity, and the differential detection is optimized
in the fifth layer. On the other hand, the inhomogeneous mode only reduced
spike coherence and depended on the frequency. It shows stochastic resonance in
the homogeneous mode.

80
60

40

Xp (spikes)

20

100 200 300 400 500 600
fine (H2)

Figure 3.8: Enhancement for the LC models input frequency. The parameters
of the stimulus input was set to fe,: = 100Hz, fgi5r = 200Hz, W =
10ms. Error bars indicate s.e.m.
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Figure 3.9: Enhancement for the LC models input frequency. Note that f;,; in-
dicates the firing rate and expected value in the homogeneous and

inhomogeneous modes. Error bars indicate s.e.m.

3.3.4 The rate change in homogeneous and
inhomogeneous modes

We assumed that all the homogeneous or inhomogeneous modes were projected

into all neurons. Therefore, we must consider the rate of the two modes projected

into the excitatory neurons. In Fig.3.9, we changed the rate of the homogeneous

and inhomogeneous modes projected into all neurons in each layer. The rate is

the same and fixed in each layer, and the rating formula is written below.
inhomogeneous X (1 — a) + homogeneous X « (3.9)

As a result, we found more dominant from inhomogeneous mode to homogeneous

mode, and the transmission rate increases continuously.
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3.4 Discussion

To model the firing pattern mechanism of LC, we separated the homogeneous and
inhomogeneous modes to combine feed-forward neural networks. As a result, the
homogeneous mode encoded differential information. However, the inhomoge-
neous mode does not encode compared to the homogeneous mode. And then, the
inhomogeneous mode only reduced spike coherence depending on the frequency.
The more homogeneous mode continuously increased the spike coherence. Our
findings reveal that dynamic balance can be existed and plays the inverse role
between the homogeneous and inhomogeneous modes in LC.

In terms of the histogram, the sharp histogram was detected at the change
point of input’s frequency in the fifth layer compared to the first layer. The
result supports the simulation study of LC that a gain improves for the transition
from layer to layer [103]. It also supports the synfire chain hypothesis, which
synchronously propagates as a cascade from layer to layer [119]. It suggests that
the temporal variation of the spike series is composed of synchronously bearing
coincident spikes, which can be detected to varying degrees but independently of
the firing characteristics.

The homogeneous mode showed better differential coding performance than
the inhomogeneous mode. The tonic firing increases the gain of the network
indiscriminately and makes it more responsive to any stimulus [96,120]. Thus, it
is suggested that the homogeneous mode, expressed as a superposition of tonic
firings, facilitates the detection of differential information.

On the other hand, the spike coherence of the inhomogeneous mode was lower
than that of the homogeneous mode, which may be due to fluctuations’ influence.
Prior studies have shown that population fluctuations regulate signal synchroniza-
tion [121]. Therefore, due to the large fluctuations, spike coherence could not be
detected well in inhomogeneous mode, which is a collection of burst firings. Fur-
thermore, it has been pointed out that phasic firing is necessary to release nora-
drenaline, reduce ASR activity, and promote anti-inflammatory effects [122,123].
And then, according to network reset theory, phasic bursts may suppress or reset
activity in the target network [124]. Therefore, the inhomogeneous mode may
play an essential role in mental disorders by suppressing the excessive spike co-

herence to interrupt a lousy cognition. And then, the results showed that the
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histogram of the first layer is not different from that of the homogeneous mode
but is very different in the case of the fifth layer. It indicates that the suppression
effect of the inhomogeneous mode is critical for propagating from layer to layer.

Here, in the case of the homogeneous modes, it exists at a certain intensity, and
the differential detection is optimized in the fifth layer. On the other hand, the in-
homogeneous mode only reduced spike coherence and depended on the frequency.
Previous research indicated that tonic firing exhibits an inverted U-shaped in de-
tection, supporting our present results [125]. For example, bursts of noradrenergic
overexcitation cause behavior observed in people with neuropsychiatric disorders,
and high-frequency stimulation in LC results in reversible behavioral arrests [94].
Thus, the homogeneous mode, which is a superposition of tonic firings, suggests
an optimal frequency useful for stochastic resonance.

Finally, the transmission rate increases continuously from the inhomogeneous
mode to the homogeneous mode. It supports previous studies in which tonic
and phasic firing encoded the opposite information. In the present case, the
homogeneous mode may increase differential information detection. In contrast,
the inhomogeneous mode may be involved in suppression. Furthermore, prior
studies have indicated that the LC signals emitted to control arousal are specific
and task-dependent [126]. It has also been noted that the noradrenergic LC is
highly plasticity and substantially changes brain state modulation [127]. These
results show that LC can continuously regulate the signal by switching between
homogeneous and inhomogeneous modes flexibly.

Our findings may also be helpful in the treatment of mental disorders. For
example, variations in LC activity patterns are responsible for individual differ-
ences in the development of Alzheimer’s disease in humans [128]. It supports the
finding that spike coherence is continuously regulated by the ratio of the homo-
geneous and inhomogeneous modes. The individual differences in this regulation
may be related to psychosis. Another example is that local cooling of epileptic
brain regions consistently suppresses epileptic seizures [129]. This previous re-
search indicated that temperature dependence is essential in determining whether
suppression or termination of epileptic discharges in response to cooling can be
achieved. In addition, when spikes are converted in higher-order regions, such

as the frontal lobe, the frequency is low, and burst firings are unlikely to occur.
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Suppose epilepsy occurs as bursts of tonic firing. In that case, the inhomoge-
neous mode might provide another solution to suppress epilepsy and contributes
to the internal suppression of epileptic discharges as a modulator. Furthermore,
our results could be helpful in treating stress, which is closely related to no-
radrenaline [98]. It has been noted that noradrenaline functions specifically in
brain regions and tasks to control arousal [126]. Our results suggest that the
inhomogeneous mode inhibits and regulates stress-induced hyper-recognition.

In limitation, the number of excitatory and inhibitory connections was fixed
in each layer. So we can not consider the effect of the rate of these connections.
Specifically, excitatory synaptic connection contributes to synaptic depression.
The synaptic depression helps suppress the burst firing effect in the inhomoge-
neous mode. So further study is needed to estimate the influence between the
excitatory and inhibitory synaptic connection rate. And then, in the simulation
study, we implicitly focused on not valence but arousal; nevertheless, we focused
on emotional valence in the fMRI study. The locus coeruleus-norepinephrine (LC-
NE) system generally mediates arousal [96]. However, a recent previous study
showed valence encoding of LC’s stimulation was provided [95]. And then, tonic
stimulation encoded aversion and phasic stimuli in LC encoded preference [92].
Therefore, further research is needed to provide general findings combining va-

lence and arousal in the cognitive aspect.
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4 (General Discussion

This thesis examined two approaches to demonstrate stress mechanisms: a macro-
scopic approach at the brain region and a microscopic approach at the neuronal

level. This thesis presents two lines of research on this topic.

In the first study, to demonstrate the adaptive response of the brain mechanism
under acute stress, we used fMRI to analyze brain activity in individuals for per-
forming emotional evaluation tasks and assessing the intensity of their emotions
after acute social stress. As a result, the ventromedial prefrontal cortex (vimnPFC)
and pre-SMA responded to the emotional image’s valence, but the midbrain dur-
ing evaluation as stress effect. In addition, prefrontal regions such as vmPFC
and pre-SMA showed individual differences in emotion regulation such as subjec-
tive appraisal and trait anxiety under acute social stress conditions. Functional
connectivity between the vimPFC and the locus coeruleus (LC) was negatively
correlated with acute social stress effects. These results suggest that the function
of networks, including the vinPFC in emotion regulation, is influenced by the

extent of an individual’s stress response.

In the second study, to model the LC firing mechanism, we assumed two signals;
homogeneous and inhomogeneous modes. The homogeneous mode is expressed
as an overlap of tonic firing. On the other hand, the Inhomogeneous mode is
represented as an overlap of phasic firing. Combining these modes into a feed-
forward network model as modulatory input, we found that a homogeneous mode
of LC represented stimulus change well. This homogeneous mode can be applied
to quick responses. Moreover, the inhomogeneous mode was inapplicable because
of the fluctuation of the mode. However, inhomogeneous modes can contribute

to mental disorders by suppressing excessive spike coherence and modulating
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harmful cognitive effects. This effect can be continuously controlled by changing
the ratio of the homogeneous and inhomogeneous modes. It suggests that the L.C
flexibly switches between homogeneous and inhomogeneous modes expressed as

phasic and tonic firing populations to adjust the signal dynamically.

Our research mainly identifies the importance of activity and functional connec-
tivity, including vimPFC, as a relationship between brain regions contributing to
the individual difference in stress-induced cognition from the fMRI study. Next,
we developed a bio math model to investigate the factors contributing to the
individual differences in stress found in an fMRI study. Specifically, focusing on
two signal properties at locus coeruleus, we hypothesized two signal modes and
conducted the simulation study. The results suggest that the two signals play
specific roles. In addition, by changing the ratio of these two modes, the model
allows flexible regulation of the differential coding, and there is an optimal mode
frequency in the homogeneous mode. We hypothesized that the strength of these
proportions and frequencies might influence frontal lobe regulation, resulting in
individual differences in cognitive processing related to our anxiety and attention
to stress. These results may apply to the different roles of the modes in clinical
experiments to alleviate acute stress by, for example, conducting neurofeedback
experiments related to the vmPFC and the midbrain. Also, by taking advan-
tage of the characteristics of the two LC modes, we may allow for analysis of the
differences in the roles of the two signals in the same time series as explanatory

variables.

Here we propose a hypothesis that summarizes the results of these two studies.
The vimPFC found in fMRI studies has a role in fear recovery [130] and consists
of areas 24, 25, 32, 11, and 10 in the Broadmann map [131]. In particular, the
regions of peak value in the vimPFC that emerged from the whole-brain analysis
of our fMRI study included BA11 and BA32, so they contained OFC and dorsal
ACC. The previous research shows that OFC and dACC in the vmPFC have
monitored LC to generate patterns of LC activity to optimize the utilities in the
time series [96,132]. The results correspond with neural projection, and some
previous studies show that LC is projected from vimPFC [133,134]. In addition,
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some previous research indicates a negative correlation between the vimnPFC and
LC [135,136]. It is associated with our fMRI study that the negative functional
connectivity between vimPFC and LC in the case of worse change of state anxiety
due to stress. Therefore, vimPFC regulates LC downstream, which might lead to
lower activity in the vimPFC (OFC and dorsal ACC) and higher activity in the
midbrain (LC) in the case of large changes in state anxiety to stress are significant.
And then, it suggests that when stress coping is not successful, the homogeneous

mode may become dominant, and overall LC activity would increase.

However, it was not possible to investigate how the effects of stress affect the
cognitive at neural levels. There are several possible ways to examine these re-
lationships. The first approach would be to test whether stress is modulated by
stimulating neurons by using the two signal modes of LC at different intensities
and rates under stress. This approach may lead to a better understanding of
the effects of stress at the neural level. The second possible method would be
to examine the degree of regulation in the prefrontal regions by investigating the
effects of the two signal modes of the LC proposed in the hypothesis on nora-
drenaline secretion by comparing stress or not. It might allow us to understand
how much these two modes can release noradrenaline and how stress affects our

cognition from neural levels.
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5 Supplementary Information
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Figure 5.1: (A) Spike coherence in the fifth layer for o in the OU process. (B)-(F)

The examples of time-series to the output value of the OU process.

We visualized the spike coherence of the fifth layer in the inhomogeneous Pois-
son input in the OU process (page 33) when o, one of the parameters asso-
ciated with the input variability, changed (we set parameters of OU process;
0 = 0.1, = A\iniz = 100). As a result, the spike coherence of the fifth layer
decreased when o increased. In addition, the time-series change in OU process
output averaged over 100 trials were also visualized. We found that the average
OU process output of the time series was close to the expected value of the OU

process even if the o changed. It was also shown that when o is zero, the in-
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put of the inhomogeneous mode is equivalent to a homogeneous Poisson process.
Therefore, the inhomogeneous mode does not improve spike coherence even when

the o is extremely large, and coherence can be decreased as the o increases.
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