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Cross-Algorithm Validation for Predicting Body
Constitutions by Life-Style Towards Bias

Recovery∗

Guang SHI

Abstract

The body constitutions (BCs) analysis is one of critical issues in the traditional
Chinese medical (TCM) theory for the diagnosis, therapy, and healthcare guid-
ance. The categorization of BCs based on symptoms, known as BC diagnosis, has
been well investigated through clinical questionnaires. However, the prediction
of BCs by the daily life-styles is still demanded. By crowdsourcing of effective
life-style questionnaires, the machine learning (ML) algorithms are expected to
precisely predict the BCs without symptom investigations. Beyond the accuracy
of ML prediction, it is necessary to effectively extract critical life-style items from
a large amount in the questionnaire since the clinical doctors can only suggest a
limited number of life-style for adjustment, practically.
Methods: A well-agreed Japanese Version of Constitution in Chinese Medicine

Questionnaire (CCMQ-J) is assigned to 851 persons for BC diagnosis as a refereed
criterion. Another questionnaire including 254 life-style items is created and
distributed to the same individuals as above. Harvesting the answers through
crowdsourcing, multiple machine learning algorithms are applied to predict the
BC of each individual on the basis of life-styles. The algorithms including random
forest (RF), partial least squares (PLS), least absolute shrinkage and selection
operator (LASSO), and a novel pair-wise scheme of LASSO are adapted for cross-
validation. Moreover, the principle features of life-style for each BC are extracted
and analyzed by all the algorithms.

∗Doctoral Dissertation, Graduate School of Information Science,
Nara Institute of Science and Technology, September 14, 2021.
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Results: By predicting the BCs through RF algorithm, the prediction accu-
racy of 88.7% is achieved with the full items of life-style questionnaire. The
applications of PLS and LASSO regression perform the prediction accuracy of
40.9% and 69.9%, respectively. However, the principle features of life-style items
are extracted into an average amount of 28 and 31, respectively. The proposed
pair-wise scheme of LASSO improves the prediction accuracy to 94.6% with 17
principle features in average. All the principle features obtained by the employed
algorithms are summarized, compared and analyzed in terms of TCM theory.
Conclusion: The life-style is feasible to predict BCs by the symptom-blind

validation. Our designed questionnaire for life-style is effective. Furthermore, the
proper use of ML algorithms leads to high-quality prediction with greatly reduced
number of principle life-styles, which helps to recover biased BCs into a gentle
constitution by adjusting reasonably few life-styles. Most of extracted principle
features by scientific data-analysis are explainable and addressable to the TCM
theory.

Keywords:

body constitution, traditional Chinese medicine, life-style, bias recovery, machine
learning prediction
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1 Introduction

1.1 Background

In many fields of complementary and alternative medicine, the body constitu-
tion (BC) is considered as the basis of therapy and health care [6, 65]. A sys-
tematic theory of BC categorization and its application have been well investi-
gated in the traditional Chinese medicine (TCM) for centuries [69], especially.
In such a theory, the body constitutions (BCs) of individuals are categorized
into nine types [72], which include one balanced type of gentleness (GN), and
other eight biased types, (i) Qi-deficiency, (ii) Yang-deficiency (YA), (iii) Yin-
deficiency (YI), (iv) Phlegm-wetness (PW), (v) Wet heat (WH), (vi) Blood-stasis
(BS), (vii) Qi-depression (QD), and (viii) Special diathesis (SD). This fashion of
BC categorization has been proven effective for clinical diagnosis, treatment, and
therapy [27, 30, 35, 76]. On the other hand, identifying individuals into proper
BCs is hardly conducted by observing some specific physical or chemical indexes
straightly. In the TCM theory, the BCs are diagnosed by analyzing various symp-
toms of individuals through the clinical inquiry [7, 60, 71], which is also seen as
the “questionnaire" in ubiquitous data science. It has been widely agreed the
series of constitution of Chinese medicine questionnaire (CCMQ) along with its
scientific categorization rule is a standard criteria for BC diagnosis [70, 88, 90].
The CCMQ has been adapted in various regions and nations with necessary ad-
justment [43, 44, 75]. For instance, the Japanese version of CCMQ (known as
CCMQ-J) with 60 items was developed and proved effective in Japan [78, 89].
By using the CCMQ series, the body constitution is conveniently diagnosed ac-
cording to the observed symptoms (addressing the items in the questionnaire)
through the specific scoring rule, which is calculated by a set of linear equations
from TCM theory. On the other hand, it is also important to “predict" the body
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constitutions by the life-style before the symptoms appear.
In our early investigation [59], the BC prediction was conducted by a novel

life-style questionnaire with 254 items. This questionnaire covers seven aspects
of human daily life as (i) psychological distress [15, 32], (ii) job stress [25, 54],
(iii) the Big Five personality [26, 53], (iv) sleep quality [13], (v) living conditions
[1], (vi) nutritional appetite [52], and frequency of food selection [81]. Through
crowdsourcing [5, 20], the life-style questionnaire along with CCMQ-J is dis-
tributed to the same objective population, where the CCMQ-J diagnosis results
are only referred as the BC criteria. Since the number of items is much larger
than CCMQ, the linear calculation is infeasible to the prediction by life-styles.
The advanced mathematical approaches such as machine learning are necessary.
It has been found that BCs can be predicted by the life-style through some spe-
cific machine learning algorithms. However, the prediction accuracy is expected
to improve.
From the clinical point of view, the simple BC prediction by life-style question-

naire is meaningless since the BC of individual can be conveniently diagnosed
by much simpler symptom questionnaire such as CCMQ. Beyond the prediction
accuracy, a great challenge lies on guiding individuals with biased BCs to re-
cover into the gentleness constitution practically. Therefore, the reasonable set
of principle features (PFs) among massive life-style items are expected to identify
for distinguishing the biased BCs and the gentleness. The quality, amount, and
reliability of PF identification should be considered in clinical field. Any one of
specific ML algorithms hardly offers convincing and reliable solution. A multiple
algorithm cross-validation is demanded in the sense of implicit big-data analysis.

1.2 Machine Learning Expert System in Clinic
Field

The ariticial intelligence (AI) has been widely developed and applied in various
fields in past decades [4, 12, 28, 46, 57, 64, 77]. As one of most important as-
pects of AI, the machine learning technology is considered as the powerful tool
to analyze big-data and assist human to solve complex problems in real-world
[29, 38, 83]. For instance, many remarkable works have been reported to apply
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Figure 1.1: Physical indexes such as symptoms are extracted into vectors and fed
into a machine learning classification/regression system for diagnosis
or prediction.

machine learning technologies in the medical science such as disease diagnosis
systems [9, 16, 33, 36, 55, 84, 87]. Since most of diagnosis systems are built
through data classification or so-called pattern recognition networks, the expert
system is expected to apply some recently developed machine learning algorithms
in general purpose. From some laboratory works in medical science, the classi-
fication algorithm performs very high correct rate in categorizing medical cases
which is described by the high-dimensional feature vectors [2, 66, 73]. Employing
a sufficiently large database of disease cases with correct labels, those classifiers
are built by training process. Then, the well-trained classifier accepts new cases
of which the category labels are unknown (“ill" or “healthy" for instances). The
classifier, known as diagnosis system, gives the predicted labels instead of clinical
doctor’ judge as shown in Fig. 1.1.
However, the reality is that no any clinical doctor makes critical

judgement through AI instead of his/her expertise knowledge. Namely,
what we really need is NOT a diagnosis system but a diagnosis assistant
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system as shown in Fig. 1.2. In this thesis, a BC prediction system is
proposed for BC status categorization for assisting the clinic doctors to make
life-guidance. Namely, the purpose is to extract some principle information by
the machine learning system instead of making the system communicate with
the individuals/patients. For most of medical expert systems, the big data is

Figure 1.2: Expert system for medical analysis is supported by big data and as-
sisting clinic doctors for diagnosis and prediction.

one of most critical issues on the quality of entire systems. In general, both
amounts of sample size and dimensions are massive (or expected to be massive).
An important task of ML expert system is to compress those amounts into a
reasonable scale with highly effective information. From the engineering point
of view, this task is seen as sample compression and dimension reduction. Our
implementation in this thesis is actually one trial of dimension reduction. From
the massive life-styles, the most effective items are expected to identify. The great
challenge lies on that our sample data is quite limited but our expected amount
on “effective items” are quite small.
Therefore, no any specific ML algorithm is feasible to achieve our goal men-

tioned above. Among hundreds of items, only several “effective items” are ex-
pected to perform by using hundreds of samples. A special strategy is proposed
by using multiple ML algorithms with differing features for cross-validation; then,
the common indications from them are summarized towards our goal.
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1.3 Traditional Chinese Medicine and body
consitution

Traditional Chinese Medicine (TCM) has been developed and applied for dozen
of centuries. It was mainly proven and studied by Chinese (or eastern Asian)
people [40, 41, 45, 47, 48, 49, 50, 61, 62, 85]. Limited by the poor information
technology of human being in such a long history, there are not rich datum in the
sense of scientific fashion remaining on TCM. Thus, the TCM appears quite literal
and experience-driving scope [3, 8, 11, 19, 31, 37, 42, 58, 63, 79, 80, 82, 86]. A
remarkable part of definition, derivation, data, and experiments results are given
in terms of literal comments or implicit indications. It leads to the difficulty on
the scientific data analysis on the basis of those theories. The machine learning
algorithms, which are capable to process implicit datum, are helpful to verify,
investigate, even develop TCM theory due to their special property [14, 21, 22,
23, 39, 74]. As mentioned as above sections, the body constitutions are important

Figure 1.3: BC diagnosis and description are given in literal comments briefly in
original TCM theory.

field of TCM, which typically appear the implicit characteristics of TCM. Figure
1.3 describes this characteristics in details. It is seen that the diagnosis and
description of each BC are given very literally and briefly in the original TCM
theory.
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1.4 Overview of this work

This work is a research project to offer the life guidance for balancing the body
constitution, which is a cross-field effort between medical and data science. As
a candidate of complementary medical fields, traditional Chinese medical theory
appears scientific and gentle effects on the diagnosis, prediction, and healthcare.
In such a theory, the body constitutions (BCs) of individuals are widely consid-
ered as the most important indexes for diagnosis and treatment. This research
aims at precisely categorizing individuals into specific BCs out of nine types from
the evidence of physical indexes; predicting the BCs from the life-style; offering
the health guidance on the life-styles for recovering the so-called “biased” BCs to
the healthy status known as the “Gentle BC”. By using the real-world data-set
from various questionnaires, the key features of life-style are identified through
machine learning (ML). However, the conventional ML algorithm for such ap-
plication, known as random forest (RF), hardly offers a small set of significant
life-style features. In this sense, this effort of data-analysis has almost no practi-
cal impact to clinical fields. In this project, the investigator analyzed the clinical
data through various ML algorithms including RF, partial least squares (PLS)
regression, least absolute shrinkage and selection operator (LASSO), even devel-
oped a novel scheme of LASSO; then, refined the medical evidences from all the
ML results. Finally, the general life-style guidance is given.

Figure 1.4: Overview of this work.
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Figure 1.5: Implementation flow of proposed BC-treatment system

The implement flow of proposed BC-treatment system is illustrated as Fig.
1.5. The principle of such a system lies on distinguishing the application purpose
of individuals. Here, two types of scopes are clarified: one is for the personal
consulting and bias-recovery and another one is the volunteers for improving the
data-base and ML models on the research purpose. For the former one, the
clinical doctor is expected to refer the relevant models (principle features, bias
degree etc., seeing the details of rest parts of this thesis) and offer the personal
consulting according to CCMQ-J answers and a mini life-style questionnaire. For
the latter one, the volunteers are expected to feed their full answers of both
questionnaire into the data-base and rebuild the ML model incrementally.

1.5 Organization of this Thesis

The rest part of this thesis is organized as follows: Chapt. 2 briefly introduces the
diagnosis flow of BC diagnosis by CCMQ-J as the preliminary of this work. The
machine learning based BC prediction through life-styles is proposed in Chapt.
3, where the life-style questionnaire and multiply algorithms such as RF, PLS,
LASSO, and a new scheme of pair-wise classification are explained in detail. In

7



Chapt. 4, the prediction results and principle features of all the algorithms are
illustrated. Chapt. 5.3 offers the cross-algorithm validation and health-guidance
for recovering the biased BCs into GN. The Conclusions are made in Chapt. 6.
Following the acknowledgement in Chapt. 7, appendix A shows the abbrevia-
tions in this thesis; and appendix B introduces a machine learning method to
identify the principle samples, which will be meaningful when the BC-relevant
data increases greatly.
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2 Related Work

The diagnosis of BC is seen as the parent work of this thesis. According to the
shape of the human physical, functional, psychological, and other characteris-
tics, an individual constitution can be assessed by the Constitution in Chinese
Medicine Questionnaire (CCMQ) developed by Wang et al [70, 88, 90] which has
been translated in Japanese called Japanese version of CCMQ (CCMQ-J) [78, 89].
The nine constitution types were classified into a balanced constitution (i.e. Gen-
tleness type, abbreviated as GN), and the eight types of unbalanced types, (i)
Qi-deficiency, (ii) Yang-deficiency (YA), (iii) Yin-deficiency (YI), (iv) Phlegm-
wetness (PW), (v) Wet-heat (WH), (vi) Blood-stasis (BS), (vii) Qi-depression
(QD), and (viii) Special diathesis (SD).
As the preliminary of this work, the BC should be diagnosed in the scientific

term. Our prediction performance will be verified by those diagnosis as the
“teacher” labels. In this sense, the BC diagnosis is expected to be offered in the
highly trustable manner on the side of medical science instead of data science.
Figure 2.1 illustrates the flow of diagnosis.

2.1 Briefing CCMQ-J

The nine types of body constitutions of CCMQ-J are derived from Likert scales
of 60 questions from 1 to 5 assigned as never, rarely, sometimes, often and always,
respectively. Scores of the nine constitutions are calculated by nine equations for
the body constitutions using the scores of the 60 questions.
Currently, Meikirch proposed the definition of health integrating a new view in

2014 summarized as follows [6], “Health is a dynamic state of well-being emergent
from conductive interactions between an individual’s potentials, life’s demands,
and social and environmental determinants. Life’s demands can be physiolog-

9



Figure 2.1: Diagnosis flow by quantitizing answers of individuals into computable
data

ical, psychosocial, or environmental, and vary across individuals and contexts,
but in every case, unsatisfactory responses lead to disease.” The theory of TCM
constitution provides personalized services and requires different treatment, for
example, different food due to different food properties, different guidance on
work and rest and on exercise regimen, and different Chinese herbs 9). By com-
bining the concepts of CCMQ and Meikirch model, it should be expected that
constitution scores determined by CCMQ-J can be explained by multifaceted fac-
tors, i.e., physiological, psychosocial, environmental factors and diet habits. So
we try to explain the scores of the nine types of constitutions in CCMQ-J by 851
participants recruited by crowdsourcing based on several questionnaires concern-
ing health balance, i.e., (i) psychological distress, (ii) job stress, (iii) the Big Five
personality, (iv) sleep quality, (v) living conditions, (vi) nutritional appetite and
frequency of food selection.
The entire quetionnaire is given as Tab. 2.1

10



Table 2.1: Full version of CCMQ-J
ID question contents
C1 SH: Were you energetic?
C2 SH: Did you get tired easily?
C3 SH: Did you suffer from shortness of breath?
C4 SH: Do you get nervous easily?
C5 SH: Did you get dizziness easily or become giddy when standing

up?
C6 ME: Did you prefer quietness and do not like talk?
C7 SH: Do you feel feeble when talking?
C8 ME: Did you feel gloomy and depressed?
C9 ME: Do you get nervous and worried easily?
C10 ME: Do you feel sensitive, vulnerable or emotionally upset?
C11 ME: you easily scared or frightened?
C12 SH: Did you experience distention in the underarm or breast?
C13 SH: Did you feel chest or stomach stuffiness?
C14 ME: Did you sigh for no reason?
C15 SH: Did your body feel heavy or lethargic?
C16 SH: Do the palms of your hands or soles of your feet feel hot
C17 SH: Did your hands or feet feel cold or clammy?
C18 SH: Did you feel cold easily in your abdomen, bac k, lower back or

knees?
C19 SH: Were you sensitive to cold and tend to wear more clothes than

others?
C20 SH: Did your body and face feel hot?
C21 SH: Did you feel more vulnerable to the cold than others
C22 SH: Did you catch colds more easily than others?
C23 SH: Did you sneeze even when you did not have a cold?
C24 SH: Did you have runny or stuffy nose even when you did not have

a cold?
Continued on next page
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Table 2.1 – continued from previous page
ID question contents
C25 SH: Did you cough due to seasonal change, temperature change, or

unpleasant odor?
C26 SH: Did you sweat easily when you had a slightly increased physical

activity?
C27 SH: Did you forget things easily?
C28 SH: Did you have an excessively oily forehead and/or t-zone?
C29 SH: Were your lips redder than others?
C30 SH: Do you get allergies easily(are you allergic to medicine, food,

odor, flower powder, or during seasonal or weather change)?
C31 DI: Did your skin get hives/ urticaria easily?
C32 DI: Did your skin have purpura (purple spots, ecchymosis) due to

allergies?
C33 SH: Does black or purple ecchymosis(spots) appear on your skin

for no reason?
C34 SH: Did your skin turn red and show traces when you scratched it?
C35 SH: Did your skin or lips feel dry?
C36 SH: Did you have visible capillary thread veins on your cheeks?
C37 SH: Did you feel pain somewhere in your body?
C38 SH: Do you have blush or red traces on your cheeks(hot flashes)?
C39 SH: Did your nose or your face feel greasy, oily, or shiny?
C40 SH: Did you have a dark face or get brown spots easily?
C41 SH: Did you get acne or sores easily?
C42 SH: Did you have upper eyelid swelling?
C43 SH: Did you get dark circles under the eyes easily?
C44 SH: Did your eyes feel dry and use eye drops?
C45 SH: Did your lips darker, more blue or purple than usual?
C46 SH: Did you often feel parched and need to drink water?
C47 SH: Did your throat feel strange(i. e., Like something was stuck or

there was a lump in your throat)?
C48 SH: Did you have bitterness or a strange taste in your mouth?

Continued on next page
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Table 2.1 – continued from previous page
ID question contents
C49 SH: Did your mouth feel sticky?
C50 SH: Was your stomach/belly flabby?
C51 SH: Did you have lots of phlegm, especially in your throat?
C52 SH: Did you feel uncomfortable when you drank or eat something

cold, or do you avoid to drinking or eating something cold?
C53 SO: Could you adapt yourself to external natural or social environ-

ment change?
C54 SL: Did you suffer from insomnia?
C55 SH: Did you easily contract diarrhea when you were exposed to cold

or eat(or drink) something cold?
C56 SH: Did you pass sticky stools and/or feel than your bowel move-

ment is incomplete?
C57 SH: Did you get constipated easily or have dry stools?
C58 SH: Did your tongue have a thick coating?
C59 SH: Did your urethral canal feel hot when you urinated, or did your

urine have a dark color?
60a SH: Was your scrotum always wet(only for male interviewees)?
60b SH: Was your vaginal discharge yellowish(only for female intervie-

wees)?

2.2 BC Diagnosis through CCMQ-J

Harvesting all the answers from 851 persons through crowdsourcing, the five-level
indexes are calculated in the linear functions on the basis of TCM theory. Namely,
the analysis of CCMQ-J only refers the medical science instead of data science.
Corresponding to each body constitution among nine types, nine scores are given
by above calculations. The calculation rule is illustrated in Tab. 2.2. After
scoring 851 persons’ BC evaluation, the winner-take-all mechanism is applied to
judge the proper BC categorization as shown in Fig. 2.2. Among nine scores of
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a specific person, the highest score is selected to diagnose his/her BC type.

Table 2.2: Equations for calculating BC scores for each type
Body constitution equation for scoring

GN 100
32 (Q1 +Q53 −Q2 −Q7 −Q8 −Q9 −Q22 −Q54 − 28)

QF 100
32 (Q2 +Q3 +Q4 +Q5 +Q6 +Q7 +Q23 +Q27 − 8)

YA 100
28 (Q18 +Q19 +Q20 +Q22 +Q23 +Q52 +Q55 − 7)

YI 100
32 (Q17 +Q21 +Q29 +Q35 +Q38 +Q44 +Q46 +Q57 − 8)

PW 100
32 (Q14 +Q16 +Q28 +Q42 +Q49 +Q50 +Q51 +Q58 − 8)

WH 100
24 (Q39 +Q41 +Q48 +Q56 +Q59 +Q60 − 6)

BS 100
28 (Q8 +Q33 +Q36 +Q37 +Q40 +Q43 +Q45 − 7)

QD 100
28 (Q9 +Q10 +Q11 +Q12 +Q13 +Q15 +Q47 − 7)

SD 100
28 (Q24 +Q25 +Q26 +Q30 +Q31 +Q32 +Q34 − 7)

Figure 2.2: Scores from CCMQ-J calcluations are employed to perform diagnosis
through winner-take-all mechanism.

In fact, the diagnosis of BC is out of scope of this study. However, the results
of diagnosis is referred as the teachers’ sample in the post process, prediction
for instance. It is found that not only the category labels but also the scores
are offered by the CCMQ-J. Therefore, it is convenient to choose the prediction
algorithms somehow. Both of regression and classification can be applied to
categorize. In the rest part of this thesis, those two strategies are employed.
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3 Proposed Methods for
Predicting BCs by Life-Style

3.1 Framework

This work aims at predicting the body constitutions by life-style instead of observ-
ing symptoms; and identifying the key factors of massive life styles for recovering
the biased BCs into the gentleness. The overview is seen in Fig. 3.1. The catego-
rization of body constitutions is usually conducted by the diagnosis of symptom
inquiry in clinical field. A questionnaire such as CCMQ is feasible to perform the
inquiry on the basis of easily understandable questions to ordinary individuals.
In this work, the CCMQ-J [78, 89] is adapted and distributed to 851 answers (350
males and 501 females between 20 and 85 years old) via crowdsourcing. In such
a diagnosis scheme, each question is quantitatively evaluated. Then, the answer
from a specific objective individual is calculated into nine scores (addressing nine
types of BCs). The result of BC categorization is given by identifying the high-
est score via winner-take-all mechanism. All the diagnosis results are referred
as the reliable criterion for the prediction. This diagnosis is introduced as the
pre-process of our investigation. From the pre-process results, the 851 objective
individuals are categorized into nine BCs as shown in Tab. 3.1.

Table 3.1: Diagnosis results of all 851 individuals
BC GN QF YA YI PW WH BS QD SD
# 512 41 91 23 16 23 15 96 34

Simultaneously, the life-style questionnaire with 254 items, which is originally
created by our early work [59] is distributed to the same individuals. The answer
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Figure 3.1: Nine types of body constitutions are diagnosed by linear scoring cal-
culation from CCMQ-J answers; and life-style questionnaire are em-
ployed to predict BCs through machine learning algorithms.

from a specific individual is seen as a mixed vector with 254 dimensions, where
both of discrete and continuous values such ages exist. Harvesting the answers
from 851 individuals, the prediction is implemented by the approaches of data
science. Namely, a multi-class classification problem is solved with a special
consideration of principle feature (PF) extraction.

3.2 Lief-Style Questionnaire

We used crowdsourcing to recruit participants because of its diverse population,
low cost and low time consuming and collected those who could read Japanese
questions and write their answers, which consist of 851 answers (350 males and
501 females between 20 and 85 years old). The collection of the data was approved
by the Ethics Review Committees of Nara Institute of Science and Technology
and Suntory Global Innovation Center Limited. All participants agreed with the
purpose of the present research via the Internet.
Initially we compared questions of CCMQ-J and those of the six question-

naires based on 7 types of attributes of traditional Chinese medical theory as
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follows: (1) basic information (BI; height, weight, age, gender, etc.), (2) disease
(DI; a disorder of structure or function in a human, especially one that pro-
duces dominant symptoms or that affects a specific location and is not simply
a direct result of physical injury), (3) social factors (SO, habits, lifestyle, liv-
ing environments, working environment, social relations, etc.), (4) mental factors
(ME; cognition, tenacity and emotion, etc.), (5) dietary habits (DH; preference
on foods and drinks (including the cooking style, flavor, and sided supplements),
eating/drinking time, speed, relevant favors), (6) sleeping state (SL; quality, time,
timing, etc.), and (7) sub-health (SH, an intermediate stage between health and
disease, which is not quite either status, with no typical pathologic features).
The major difference between the questions of the CCMQ-J and those of the six
questionnaires is that the questions of CCMQ-J in Tab. 2.1 are mainly sub-heath
(SH) questions, i.e., 55 for SH, and the others belongs to ME (2 questions), DI
(2), SO (1) and 1 SL (1). In contrast, the six questionnaires consist of a variety
of questions concerning DH (110), ME (52), SO (21), SH (15), SL (15), DI (4),
and BI (4). Thus it can be expected that the nine body constitution scores in
CCMQ-J can be explained by different factors other than SH attributes.
The full vertion of our life-style questionnaire is given in Tab. 3.2.

Table 3.2: Full version of life-style questionnaire
ID question contents

Q2 SO: Life events: Death of a spouse or relatives, bankruptcy, fam-
ily ceremonies, separation, divorce, occupation change, retirement,
house-moving, childbirth, hospitalization.

Q5 BI: nationality
Q7 ME: K6: (Anxiety) nervous
Q8 ME: K6: (Depressed mood) hopeless
Q9 ME: K6: (Motor agitation) restless
Q10 ME: K6: (Depressed mood) depressed that nothing could cheer you

up
Q11 ME: K6: (Fatigue) feel that everything was an effort
Q12 ME: K6: (Fatigue) worthless

Continued on next page
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Table 3.2 – continued from previous page
ID question contents

Q22 ME: Job Stress: I am loaded with a lot of work.
Q23 ME: Job Stress: I cannot get the job done in time.
Q24 ME: Job Stress: I have to work very hard.
Q25 ME: Job Stress: My job requires strong powers of concentration.
Q26 ME: Job Stress: My job requires specialized knowledge and skills.
Q27 ME: Job Stress: I always have to keep my mind on the job during

my duty hours.
Q28 SO: Job Stress: I am a physical worker.
Q29 ME: Job Stress: I can do my job at my own pace.
Q30 ME: Job Stress: I can decide where to start and how to do my job

by myself.
Q31 ME: Job Stress: I can have my opinions reflected on the work policy

at my office.
Q32 ME: Job Stress: I have a little opportunities to use my skill and

knowledge in my job.
Q33 ME: Job Stress: There is a difference of opinions in my department.
Q34 ME: Job Stress: My department doesn’t get along with other de-

partments.
Q35 ME: Job Stress: My office has a comfortable atmosphere.
Q36 ME: Job Stress: The work environment of my office (noise, lighting,

temperature, ventilation) is not good.
Q37 ME: Job Stress: What I am doing in my job matches me.
Q38 ME: Job Stress: My job is rewarding.
Q39 ME: Job Stress: conditions for the past month: Invigorated.
Q40 ME: Job Stress: conditions for the past month: Energetic.
Q41 ME: Job Stress: conditions for the past month: Active.
Q42 ME: Job Stress: conditions for the past month: Angry.
Q43 ME: Job Stress: conditions for the past month :Irritated.
Q44 ME: Job Stress: conditions for the past month: Annoyed.
Q45 ME: Job Stress: conditions for the past month. Exhausted.

Continued on next page
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Table 3.2 – continued from previous page
ID question contents

Q46 ME: Job Stress: conditions for the past month: Worn out.
Q47 ME: Job Stress: conditions for the past month: Dull.
Q48 ME: Job Stress: conditions for the past month: Tense.
Q49 ME: Job Stress: conditions for the past month: Nervous.
Q50 ME: Job Stress: conditions for the past month: Restless.
Q51 ME: Job Stress: conditions for the past month: Depressed.
Q52 ME: Job Stress: conditions for the past month: I am not up for

doing anything.
Q53 ME: Job Stress: conditions for the past month: I cannot concen-

trate on anything.
Q54 ME: Job Stress: conditions for the past month: I am depressed.
Q55 ME: Job Stress: conditions for the past month: I am distracted.
Q56 ME: Job Stress: conditions for the past month: I feel sad.
Q57 SH: Job Stress: conditions for the past month: I feel dizzy.
Q58 SH: Job Stress: conditions for the past month: I feel a pain in my

joints.
Q59 SH: Job Stress: conditions for the past month: I feel heavy in the

head or have a headache.
Q60 SH: Job Stress: conditions for the past month: I have bad stiff neck

and shoulders.
Q61 SH: Job Stress: conditions for the past month: I have a backache.
Q62 SH: Job Stress: conditions for the past month: I have eyestrain.
Q63 SH: Job Stress: conditions for the past month: I feel my heart

pounding or I get out of breath.
Q64 SH: Job Stress: conditions for the past month: My stomach is not

in good shape.
Q65 SH: Job Stress: conditions for the past month: I have no appetite.
Q66 SH: Job Stress: conditions for the past month: I suffer from diar-

rhea or constipation.
Q67 SL: Job Stress: conditions for the past month: I cannot sleep well.

Continued on next page
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Table 3.2 – continued from previous page
ID question contents

Q68 SO: Job Stress: How casually can you talk with your boss?
Q69 SO: Job Stress: How casually can you talk with your colleagues?
Q70 SO: Job Stress: How casually can you talk with your spouse, fam-

ilies, friends?
Q71 SO: Job Stress: When you are in a trouble, how much can you rely

on your boss?
Q72 SO: Job Stress: When you are in a trouble, how much can you rely

on your colleagues?
Q73 SO: Job Stress: When you are in a trouble, how much can you rely

on your spouse, families, friends?
Q74 SO: Job Stress: If you talk to your boss about your personal things,

how much does he listen to?
Q75 SO: Job Stress: If you talk to your colleagues about your personal

things, how much do they listen to?
Q76 SO: Job Stress: If you talk to your spouse, families, friends about

your personal things, how much do they listen to?
Q77 SO: Job Stress: satisfaction score: I am satisfied with my job.
Q78 SO: Job Stress: satisfaction score: I am satisfied with my home life.
Q140 ME: Personality: TIPI-J: self-assessment: I see myself as depend-

able, self-disciplined.
Q141 ME: Personality: TIPI-J: self-assessment: I see myself as critical,

quarrelsome.
Q142 ME: Personality: TIPI-J: self-assessment: I see myself as anxious,

easily upset.
Q143 ME: Personality: TIPI-J: self-assessment: I see myself as ex-

traverted, enthusiastic.
Q144 ME: Personality: TIPI-J: self-assessment: I see myself as open to

new experiences, complex.
Q145 ME: Mental: Personality: TIPI-J: self-assessment: I see myself as

reserved, quiet.
Continued on next page
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Table 3.2 – continued from previous page
ID question contents

Q146 ME: Personality: TIPI-J: self-assessment: I see myself as sympa-
thetic, warm.

Q147 ME: Personality: TIPI-J: self-assessment: I see myself as disorga-
nized, careless.

Q148 ME: Personality: TIPI-J: self-assessment: I see myself as calm,
emotionally stable.

Q149 ME: Personality: TIPI-J: self-assessment: I see myself as conven-
tional, uncreative.

Q153 BI: Gender
Q155 BI: Height
Q156 BI: Weight
Q159 (1-4) SO: Marital status: (1) No, (2) Yes, (3) separated, (4) bereaved
Q160 SO: The number of members under the same roof including you
Q163 SO: The local residents are helping each other.
Q164 SO: The local residents are reliable.
Q165 SO: The local residents exchange greetings.
Q166 SO: When a problem occurs, the local residents try to solve to-

gether.
Q167 (1-3) SO: Educational background: (1) I graduated., (2) I am currently

at school., (3) I am not at school.
Q169 SO: Did you earn money at work in the past month?
Q182 DI: Current health condition
Q183 DI: Do you have any health problems which affect your daily life?
Q185 DI: to be admitted to a hospital, dentist, acupuncturist, or massage

practioner for treatments of injuries or diseases now.
Continued on next page
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Table 3.2 – continued from previous page
ID question contents

Q187 (1-43) DI: (1) Diabetes, (2) Obesity, (3) Dyslipi-
demia(hypercholesterolemia etc.) (4) Thyroid diseases (5)
Depression or other mental diseases, (6) Dementia, (7) Parkinson’s
disease, (8) Other nervous diseases (Neuralgia, Paralysis), (9)
Eye diseases, (10) Ear diseases, (11) High blood pressure, (12)
Stroke (cerebral hemorrhage, cerebral infarction etc.), (13) Angina
pectoris, Myocardial infarction, (14) Other cardiovascular diseases,
(15) Acute rhinitis and pharyngitis(Cold), (16) Allergic rhinitis,
(17) Chronic obstructive pulmonary disease, (18) Asthma, (19)
Other respiratory diseases, (20) Stomach duodenum diseases, (21)
Hepatobiliary diseases, (22) Other gastrointestinal diseases, (23)
Dental diseases, (24) Atopic dermatitis, (25) Other skin diseases,
(26) Gout, (27) Rheumatoid arthritis, (28) Arthropathy, (29) Stiff
shoulders, (30) Low back pain, (31) Osteoporosis, (32) Kidney
diseases, (33) Benign prostatic hyperplasic, (34) Menopause,
(35) Fracture, (36) Injuries or burns other than fractures, (37)
Anemia, blood diseases, (38) Cancers, (39) Pregnancy, Puerperium
(threatened abortion, Placenta previa etc.), (40) Infertility, (41)
Others, (42) Unknown,(43)I have never seen a doctor, dentist,
acupuncturist, or massage practioner.

Q192-210 During the past month
Q192 SL: PSQI: How long has it taken you to fall a sleep each night?
Q194 SL: PSQI: How many hours of actual sleep did you get at night?
Q195 SL: PSQI: you had trouble sleep in because you cannot get to sleep

within in 30 minutes.
Q196 SL: PSQI: you had trouble sleep in because you wake up in the

middle of the night or early morning.
Q197 SL: PSQI: you had trouble sleep in because you have to get up to

use the bathroom.
Continued on next page
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Table 3.2 – continued from previous page
ID question contents

Q198 SL: PSQI: you had trouble sleep in because you cannot breathe
comfortably.

Q199 SL: PSQI: you had trouble sleep in because you cough or snore
loudly.

Q201 SL: PSQI: you had trouble sleep in because you feel too cold.
Q202 SL: PSQI: you had trouble sleep in because you feel too hot.
Q203 SL: PSQI: you had trouble sleep in because you have bad dream.
Q204 SL: PSQI: you had trouble sleep in because you have pain.
Q207 SL: PSQI: how would you rate your sleep quality overall?
Q208 SL: PSQI: how often you take medicine to help you sleep?
Q209 SL: PSQI: how often have you had trouble staying awake while

driving, eating meals, or engaging in social activity?
Q210 ME: PSQI: how much of a problem has it been for you to keep up

enthusiasm to get things done?
Q211 SH: Do you smoke?
Q213 SH: How many teeth of your own do you have?
Q214 SH: About how you chew, please choose one applicable to you.
Q215 SH: Do you eat slowly and chew well?
Q216 SH: Did you find it more difficult to eat hard things compared to

six months ago?
Q217 DH: Are you sometimes choked on tea or soups?
Q218 DH: Do you feel dry in your mouth?
Q219 DH: Can you chew well with molars on the both sides?
Q222 DH: How often do you eat out?
Q223 DH: How often do you take out?
Q224 DH: Do you have an appetite?
Q226 DH: Do you have as much appetite as you had when you were

young?
Q227 DH: Do you have a difficulty eating well?
Q228 DH: Do you want lose more weight?

Continued on next page
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Table 3.2 – continued from previous page
ID question contents

Q229 DH: How much do you eat until you feel satisfied?
Q230 DH: Do you eat well?
Q231 DH: How many meals do you have a day?
Q232 DH: Do you want to eat more than now?
Q234 ME: Stress: Are you worried or stressed in your daily life now?
Q236 DH: How many times do you drink Chinese tea(Oolong, Jasmine,

Pu’re)?
Q237 DH: How much Chinese tea (Oolong, Jasmine, Pu’re tea) do you

drink per time?
Q238 DH: How many times do you drink water, mineral water?
Q239 DH: How much water, mineral water do you drink per time?
Q241 DH: How many bowls of rice do you eat at breakfast in a week?
Q242 DH: How many bowls of rice do you eat at lunch in a week?
Q243 DH: How many bowls of rice do you eat at dinner in a week?
Q244 DH: How many slices of bread or bowls of cereals do you eat at

breakfast in a week?
Q245 DH: How many slices of bread or bowls of cereals do you eat at

lunch in a week?
Q246 DH: How many slices of bread or bowls of cereals do you eat at

dinner in a week?
Q247 DH: How many bowls of noodles do you eat at breakfast in a week?
Q248 DH: How many bowls of noodles do you eat at lunch a week?
Q249 DH: How many bowl of noodles do you eat at dinner in a week?
Q250 DH: How many rice dishes do you eat in a week?
Q251 DH: How many times do you eat curry rice or Hayashi rice in a

week?
Q252 DH: Amount of meat or meat products you eat per time at break-

fast.
Q253 DH: How many times a week do you eat meat or meat products at

breakfast?
Continued on next page
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Table 3.2 – continued from previous page
ID question contents

Q254 DH: Amount of meat or meat products you eat per time at lunch.
Q255 DH: How many times a week do you eat meat or meat products at

lunch?
Q256 DH: Meat, Amount meat or meat products you eat per time at

dinner.
Q257 DH: How many times a week do you eat meat or meat products at

dinner?
Q258 DH: Amount of sea food you eat per time at breakfast.
Q259 DH: How many times a week do you eat sea food at lunch?
Q260 DH: Amount of sea food you eat per time at lunch.
Q261 DH: How many times a week do you eat sea food at lunch?
Q262 DH: Amount of sea food you eat per time at dinner.
Q263 DH: How many times a week do you eat sea food at dinner?
Q264 DH: How many eggs do you eat in a week?
Q265 DH: Amount of soy or soy products you eat per time at breakfast.
Q266 DH: How many times a week do you eat soy or soy products at

breakfast?
Q267 DH: Amount of soy or soy products you eat per time at lunch.
Q268 DH: How many times a week do you eat soy or soy products at

lunch?
Q269 DH: Amount of soy or soy products you eat per time at dinner.
Q270 DH: How many time a week do you eat soy or soy products at

dinner?
Q271 DH: How many glasses of milk do you drink in a week?
Q272 DH: How many times a week do you take dairy products?
Q273 DH: Amount of algae you eat per time.
Q274 DH: How many times a week do you eat algae?
Q275 DH: Amount of small fish you eat per time.
Q276 DH: How many times a week do you eat small fish?
Q277 DH: Amount of green vegetables you eat per time at breakfast.

Continued on next page
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Table 3.2 – continued from previous page
ID question contents

Q278 DH: How many times a week do you eat green vegetables at break-
fast?

Q279 DH: Amount of green vegetables you eat per time at lunch.
Q280 DH: How many times a week do you eat green vegetables at lunch?
Q281 DH: Amount of green vegetables you eat per time at dinner.
Q282 DH: How many times a week do you eat green vegetables at dinner

?
Q283 DH: Amount of light-colored vegetables and mushrooms you eat

per time at breakfast.
Q284 DH: How many times a week do you eat light-colored vegetables

and mushrooms at breakfast?
Q285 DH: Amount of light-colored vegetables and mushrooms you eat a

time at lunch.
Q286 DH: How many times a week do you eat light-colored vegetables

and mushroom sat lunch?
Q287 DH: Amount of light-colored vegetables and mushrooms you eat

per time at dinner.
Q288 DH: How many times a week do you eat light-colored vegetables

and mushrooms at dinner?
Q289 DH: Amount of fruits you eat a time.
Q290 DH: How many times a week do you eat fruits?
Q291 DH: Amount of potatoes you eat per time.
Q292 DH: How many times a week do you eat potatoes?
Q293 DH: Amount of jam or honey you eat per time.
Q294 DH: How many times a week do you eat jam or honey?
Q295 DH: Amount of boiled food you eat per time.
Q296 DH: How many times do you eat boiled food?
Q297 DH: Amount of food seasoned with vinegar you eat per time.
Q298 DH: How many times a week do you eat food seasoned with vinegar?
Q299 DH: How many times a week do you eat Japanese sweet?

Continued on next page
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Table 3.2 – continued from previous page
ID question contents

Q300 DH: How many time a week do you eat pastry or cake?
Q301 DH: How many times a week do you eat snack food?
Q302 DH: How many pieces of rice cookies or cookies do you eat in a

week?
Q303 DH: How many times a week do you eat ice cream?
Q304 DH: How many times a week do you eat candy or toffee?
Q305 DH: How many times a week do you eat jelly or pudding?
Q306 DH: How many times a week do you eat chocolate?
Q307 DH: Amount of sugar you have in a cup of coffee or tea.
Q308 DH: How many spoonful of sugar a week do you have in your coffee

or tea?
Q309 DH: Amount of soft drinks or canned coffee you have at a time.
Q310 DH: How many bottles of soft drinks or cans of coffee a week do

you drink?
Q311 DH: Amount of alcoholic beverages do you have per time.
Q312 DH: How many times do you drink alcoholic beverages a week?
Q313 DH: How many times a week do you have dietary supplement?
Q314 DH: Amount of butter or margarine you take per time.
Q315 DH: How many times a week do you have butter or margarine?
Q316 DH: How many times a week do you have deep-fry?
Q317 DH: How many times a week do you have mayonnaise or dressing?
Q318 DH: How many times a week do you have stir-fry?
Q319 DH: Amount of nuts(peanuts, almonds)you have per time.
Q320 DH: How many times a week do you have nuts(peanuts or al-

monds)?
Q321 DH: Amount of sesame seeds you have per time.
Q322 DH: How many times a week do you have sesame seeds?
Q323 DH: Amount of salty food you take per time.
Q324 DH: How many times a week do you have salty food?
Q325 DH: Amount of pickles you have per time.

Continued on next page
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Table 3.2 – continued from previous page
ID question contents

Q326 DH: How many times do you have pickles?
Q327 DH: Amount of soy or Worcester sauce you have per time.
Q328 DH: How many times a week do you have soy or Worcester sauce?
Q329 DH: How many cups of miso soups do you have in a week?
Q330 DH: How many cups of soups do you have in a week?
Q331 DH: Intake amount of soup of noodles.
Q332 DH: How many times a week do you eat the soups of noodle dishes?
Q333 DH: How you feel in taste about the dishes when you eat out

3.3 Prediction of BCs

The 254-dimensional classification is conducted by machine learning algorithms.
Here, the diagnosed BC results are referenced as the teacher labels. Moreover,
nine scores of each individual are also available, which contain much richer in-
formation than simple classification labels. It is obvious that not only the clas-
sification algorithms but also the regressions are feasible to carry out the predic-
tion. On the other hand, the PF extraction is more concerned instead of simple
prediction. Multiple algorithms are implemented for offering the highly reliable
cross-validation. Four algorithms are applied in this work including random forest
(RF), partial least squares (PLS), least absolute shrinkage and selection operator
(LASSO), and a novel pair-wise scheme of LASSO.

3.3.1 Random Forest

The random forest algorithm is one of the typical classifiers for complex data-set.
However, this approach is unable to statically reduce the dimensions or identify
key features. However, the RF offers very high quality of classification since all
of features in the sample space are employed. Our purpose to implement RF
is to verify the effectiveness of our created life-style questionnaire beyond any
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methodology to extract the principle features. Namely, the RF is applied as
the upper-bound of prediction correctness. Here, the RF regression is adapted
by referencing nine sets of BC scores obtained in the pre-process. Nine sets of
predicted scores are regressed by the life-styles. Then, the winner-take-all mecha-
nism is applied to label a specific sample into the corresponding BC. The RF is an
ensemble learning algorithm that grows a number of tree-based weak classifiers to
prevent the overfitting problem. Each tree is grown by randomly selecting partial
bootstrapped variables. Simultaneously, the RF reduces the predictive variance
by decorrelating the individual weak classifier. After constructing the classifiers,
the importance of variables can be voted by the contribution of the classification
among the ensemble trees. The RF was implemented as follows:
Construction of the RF ensemble:
For i = 1 to B: (B is the number of individual tree)

• Draw a bootstraped sample of size n from the training data;

• Grow a tree Ti to the bootstrap sample data;

• Repeat the following steps until the minimum node size nmin is

a. Select m features at random from the f vari-
ables;

b. Decide the best feature to split the data;
c. Spit the node using the feature selected and
grow the tree to the maximum depth d.

Output the ensemble of tree {TB}.
Ranking the feature importance:
Statistics of classification contribution from {TB}.
The RF reduces the variance of the ensemble in accordance with the following

equation:

V ar = ρσ2 + 1− ρ
B

σ2 (3.1)

where the ρ is the correlation of trees and σ2 is the variance of the features
(assumed as a constant for all features). By increasing the tree numbers, the
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second term on the right-hand side becomes minor; whereas the first term can
be decreased by reducing the correlation of trees by a random selection of the m
features.
The hyperparameters for the RF are the number of trees, max features, and

max depth of a tree. Since the computation time is not a concern, the appropriate
larger number of trees (200 in this study) is used for minimizing the variance. As
mentioned above, only a portion of the independent features is used to grow a
tree and the number is defined by the maximum variables (m =

√
f). The tree

with a deep depth might leads to the overfitting problem, here, the max depth of
a tree must be defined. (d = 10 in this study).

3.3.2 PLS regression

The PLS algorithm is applied to predict BCs and extract the principle features.
This method has been widely used in medical imaging [34] as well as the chemo-
and bio-informatics fields [18, 24, 68] since PLS models can be constructed even if
there are more variables than observations. In addition, the PLS can be applied
if multi-collinearities are hidden between the independent variables. Similarly to
the use of RF, the PLS is employed for regressing the nine sets of scores. The
BC prediction is also given by winner-take-all. The benefit of PLS is statically
ranking the contribution of features. It is feasible to identify principle features
somehow from the ranking after PLS training. The fundamental of PLS is briefly
introduced as follow. The objective variable, Y , corresponds to the score for one of
the body constitution of CCMQ-J, and the interpretive variables X1, X2, . . . , XM

corresponds to answer for questions of life-style questionnaire are correlated by a
linear model as:

Y = a0 + a1X1 + ...+ ajXj + ...+ aMXM . (3.2)

Here M represents the total number of the questions.
The PLS model is represented in the following equations:

y = ȳ +
A∑

k=1
tkqk + e = ȳ + T · q + e. (3.3)
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X = X̄ +
A∑

k=1
tkpk

T + E = X̄ + T ·PT + E, (3.4)

where qk is the coefficient of y for the kth component, pk is the loading vector
of X, A is the number of components (features), and tk is a score vector for the
kth component. The residual matrix and vector are represented by E(M × N)
and e(M × 1), respectively. Eqs (3) and (4) can be combined to create Eq (5).

Y = ȳ− X̄T W(PT W)−1q + XT W(PT W)−1q. (3.5)

The number of PLS components was determined by maximizing the Q2, which
was calculated by a leaving-out-one cross-validation for each component, as shown
in Eq (6).

Q2 = 1−

N∑
i=1

(
y(i) − y(i)

cv

)2

N∑
i=1

(y(i) − ȳ)2
. (3.6)

Here, y and y(i)
c v are original and predicted y-values in the cross-validation for

every ith individual, respectively and ȳ represents the average for all y-values. We
determined the number of components so that Q2 value reaches the maximum.
Then after determining the number of components, we also calculated the R2 for
examining prediction accuracy for the PLS model. Those selected components
are ranked by the contribution to the prediction in terms of the coefficient. It is
obvious that the PLS cannot directly identify the principle features but offer the
importance of each feature. A select rule is necessary, top 5% for instance.

3.3.3 LASSO Regression

In machine learning and data science, the parsimony of statistical models is crucial
for exploring the proper features. The RF is a non-parametric model that feature
selection is limited by the construction of ensemble trees, and the accuracy of
classification determines the confidence level since the importance is ranked by
the classification results. Additionally, the combinatorial search of the classical
feature selection algorithm brings the heavy computation cost and the limitation
of balance between the optimal model and its features.
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The LASSO is a statistical method within the linear regression situation which
is used for feature selection via shrinking estimates of irrelevant features towards
zero. The features resulting from the regularization of LASSO construct a sparse
model that provides more interpretable factors of data itself. Moreover, the entire
regularization path can be computed in the complexity of one linear regression,
provides a computationally feasible way for the model selection [10, 17, 51, 56, 67].
Assuming that the constitution data of lifestyle is fitted to a linear regression
model with following the equation:

Yn = Xnβ
n + εn (3.7)

where εn = (ε1, · · · , εn)T is a bias vector of i.i.d random variable with εn ∼
N(0, δ2). Yn represents the regression response corresponding to the data Xn

that Xn = (xn
1 , · · · , xn

p ) is the n × p design matrix. The βn is a vector as the
model coefficient, that is, some of the regression coefficients βn are exactly zero
corresponding to the predictors that are irrelevant to the response. Unlike classi-
cal fixed p settings, the data and model parameters β are indexed by n to allow
them to change as n grows, and the auxiliary condition for β allows for penaliz-
ing the absolute size of the regression coefficient on basis of the tuning parameter
value λ (2) in LASSO [51]. Hence, the Lasso estimates βn = (βn

1 , · · · , βn
j , · · · )T

are defined by

β̂n(λ) = argmin ‖Yn −Xnβ‖2
2 + λ ‖β‖1 , (3.8)

where ‖·‖1 stands for the L1 norm of a vector which equals the sum of the absolute
values of the vector’s entries. The non-negative parameter λ controls the amount
of regularization applied to the estimate, since the bigger value of λ will enhance
the penalty and shrink more non-zero β. In general, moderate values of λ will
cause shrinkage of the solutions towards 0, and some coefficients may end up
being exactly 0 (the number of λ is 100 in this study).
Note-worthily, the optimal penalty of λ is evaluated by k-fold cross validation

and the mean cross-validated error (a vector of the length of λ) determines a
generalized model. Moreover, the mean cross-validated error provides a flexible
range that the largest value of lambda within one standard error of the minimum
represents the simplest model. To pick over the importance, the feature shrinkage
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in this study is resulted from the simplest model and implemented on the 10-fold
cross validation. Here, the score regression and winner-take-all are applied for
prediction. Differing from the PLS, the LASSO is feasible to completely exclude
non-principle features rather than a ranking result.

3.3.4 Pair-Wise Classification via LASSO

Figure 3.2: BCs are grouped into eight pairs according to CCMQ-J diagnosis
results. Prediction is directly conducted by two-class classification
(also known as binary logic regression).

By using all three algorithms above, the regression of BC scores are necessary
for the prediction since the nine-class classification problem is difficult to solve in
a high accuracy. However, our target application is not a straightforward multi-
class classification task due to the following properties: (1) the sample data is
pre-processed by CCMQ-J diagnosis, which indicates the BC categorization is
well labeled in advance. (2) Only distinguishing the GN against other eight
biased BCs is concerned for health guidance; but the transfer among biased BCs
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is meaningless. Therefore, a pair-wise strategy is applied as shown in Fig. 3.2.
Nine BCs are grouped into eight pairs with the common class of GN. Through the
two-class classification (also known as the binary logic regression) algorithms, the
prediction is expected to realize with high accuracy. As our serious concern, the
principle features are identified along with the classification. Namely, it is feasible
to investigate key issues in life-style leading the individual to a specific biased BC
from GN. Then, the healthcare guidance can be offered for recovering to GN by
changing those identified life-styles. In this work, the LASSO is employed to
classify all pairs after paring.
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4 Experiment Results of
Prediction

The RF, PLS, LASSO algorithms are applied for regression of BC scores. The pro-
posed pair-wise LASSO is applied by directly classifying the biased BCs against
GN constitutions.

4.1 RF regression

Figure 4.1 illustrates the BC score regression for nine types by using the RF
algorithm and full of 254 life-style items. From the winner-take-all result, the
correct rate of BC prediction is 88.7%. Since all of features are employed in the
regression, the RF algorithm gives a high accuracy on the prediction. Although
the principle features can not be identified, the well performance over regression
and final prediction results indicates: (1) the BCs can be precisely predicted by
life-styles; (2) our created life-style questionnaire is sufficient for prediction; (3)
an upper-bound of accuracy of 88.7& (or even higher) is guaranteed by using
advance machine learning algorithms.
The RF algorithm appears powerful regression ability as above. It is noticed

that RF also gives the important ranking somehow. However, the PF model is
not interpretable since RF is a statistics model. Figure 4.2 illustrates the poor
interpretability of RF model. Two trials of RF training offers completely different
PFs ranking even if the final prediction accuracies are same. Thus, it is infeasible
to observe the stable PFs from the learning results.
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Figure 4.1: BC scores predicted by life-style questionnaire through RF algorithm
against actual scores calculated by CCMQ-J

4.2 PLS Regression

The PLS method has been widely used in medical imaging as well as the chemo-
and bio-informatics fields because PLS models can be constructed even if there
are more variables than observations. In addition, this method can be applied if
multi-collinearities are hidden between the independent variables.
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Figure 4.2: Two trials of RF training offers completely different PFs ranking even
if the final prediction accuracies are same.

4.2.1 Performance of regression

Multivariate linear regression models of 9 body constitution scores in CCMQ-J
based on scores of the 254 questions in the six questionnaires (life-style question-
naire) were built by PLS. We selected the optimal number of components by Q2
values for the 9 regression models, respectively, i.e., 3 components for all body
constitutions except QD and SD scores (2 and 4 components, respectively; Fig.
4.3). The relationships between the true scores according to the CCMQ-J and
the predicted scores with the PLS models are represented in Fig. 4.4.
Then we constructed the 9 regression models. Figure 4.5 shows R2 values

and Pearson coefficients between the original and predicted scores for the nine
physical constitutions. High correlations between original and predicted scores
were obtained in GN (r = 0.90), QD (0.86) and QF (0.86), and those of others are
all higher than 0.70. Thus, it should be noted that the nine physical constitutions
scores can be estimated by the scores of the questions in the six questionnaires.
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Figure 4.3: Selection of the component number for 9 scores of CCMQ-J according
to the trend of Q2

Table 4.1 lists the questions with the highest 5% coefficients (both positively
and negatively) in all 9 body constitutions. In average for the 9 regression models,
there are 14 (from 3 to 33), and 13 (from 4 to 20) questions contribute positively
and negatively, respectively.
Figure 4.6 shows the histogram of the questions in Table 3 according to the

number of related body constitutions. Figure 4.7 shows the effects of the questions
with the highest 5% coefficients in terms of their categories. Though most of the
questions are associated with single body constitutions, 16 questions are also
associated with body constitutions larger than or equal to 5.
Figure 4.8 shows the effects of the questions with the highest (positively and

negatively) 5% coefficients in terms of the seven types of attributes of traditional
Chinese medical theory. Y-axis represents the number of questions with the
highest 5% coefficients. Negative coefficient corresponding to Fig. 4.8 (a) means
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Table 4.1: Principle features from life-style questionnaire identified by PLS,
LASSO, and pair-wise classification through LASSO. Question IDs are
listed (full question list is seen in Tab. 3.2).
Negative Positive

Total # of QID QID # of QID QID
GN 37 33 Q7, Q9, Q10, Q11, Q12, Q45,

Q46, Q47, Q50, Q51, Q52, Q53,
Q54, Q55, Q60, Q62, Q67, Q142,
Q145, Q147, Q149, Q164, Q182,
Q195, Q196, Q197, Q201, Q207,
Q209, Q210, Q228, Q293, Q306

4 Q41, Q148, Q156, Q143

BS 27 12 Q148, Q155, Q156, Q159_1,
Q187_1, Q217, Q218, Q230,
Q278, Q289, Q304, Q320

15 Q57, Q58, Q59, Q60, Q61, Q62,
Q63, Q141, Q142, Q147, Q153,
Q199, Q201, Q202, Q204

SD 28 13 Q35, Q37, Q38, Q159_3, Q185,
Q187_1, Q187_34, Q217, Q218,
Q242, Q311, Q312, Q319

15 Q57, Q59, Q60, Q62, Q63, Q64,
Q66, Q142, Q187_15, Q187_16,
Q187_18, Q187_24, Q198, Q199,
Q201

QD 11 3 Q41, Q148, Q218 8 Q10, Q44, Q49, Q50, Q51, Q54,
Q56, Q142

WH 35 19 Q32, Q33, Q37, Q70, Q76, Q77,
Q78, Q187_12, Q187_19, Q214,
Q217, Q218, Q228, Q247, Q252,
Q267, Q282, Q290, Q319

16 Q43, Q44, Q60, Q62, Q63, Q64,
Q66, Q141, Q142, Q147, Q201,
Q202, Q219, Q224, Q237, Q306

PW 30 10 Q32, Q68, Q140, Q214, Q216,
Q217, Q218, Q228, Q231, Q280

20 Q11, Q28, Q57, Q58, Q60, Q61,
Q62, Q63, Q64, Q66, Q141,
Q142, Q147, Q156, Q199, Q201,
Q202, Q210, Q211, Q237

YI 24 11 Q32, Q78, Q155, Q156, Q160,
Q187_33, Q217, Q218, Q252,
Q253, Q328

13 Q57,Q59, Q61, Q62, Q63, Q66,
Q142, Q199, Q64, Q60, Q153,
Q201, Q202

YA 36 18 Q8, Q43, Q155, Q156, Q187_1,
Q187_11, Q216, Q218, Q224,
Q227, Q232, Q253, Q257, Q258,
Q259, Q309, Q316, Q322

18 Q57, Q59, Q60, Q61, Q62, Q63,
Q64, Q66, Q142, Q153, Q187_16,
Q187_9, Q198, Q199, Q201,
Q202, Q228, Q306

QF 26 11 Q31, Q40, Q143, Q187_25,
Q187_42, Q217, Q218, Q224,
Q227, Q317, Q333

15 Q47, Q57, Q59, Q60, Q61, Q62,
Q63, Q64, Q65, Q66, Q145,
Q182, Q183, Q198, Q228

that the question prevents the body from turning into the corresponding body
constitution. Many questions belonging to mental factor (ME) are inhibitory for
gentleness type (GN). In contrast, many sub-health (SH) questions contribute
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positively to 6 types of body constitutions Blood stasis (BS), Yin-deficiency (YI),
Wet-heat (WH), Phlegm-wetness (PW), Yang-deficiency (YA) and Qi-deficiency
(QF) and disease factors (DI) are also associated with YA and QF (Fig. 4.8 (b)).
The principle features counted as illustrated in Fig. 4.4 are selected by the

top 5% significance for each BC since the PLS algorithm hardly excludes the
insignificant features completely. In this manner, the average number of PFs is
reduced to 28. By winner-take-all, the correct rate of prediction is 40.9%.

4.2.2 Medical analysis

Top ten key-questions

We obtained regression models for the nine body constitutions from the scores for
the 254 questions of the six questionnaires 10-20). Those regression models can
provide interpretation for the nine body constitutions from multifaceted view-
points of lifestyle in sense of medical analysis. Table 3 lists the questions with
the top 5% highest weights on any constitution (both positively and negatively).
The top ten key-questions are ranked as follows along with their most relevant
body constitutions; Q63 for QF (0.132), Q187_16 for SD (0.106), Q201 for YA
(0.100), Q57 for QF (0.095). Q66 for YI (0.090), Q218 for YI (-0.087), Q228 for
PW (-0.084), Q62 for YI (0.080), Q156 for YA (-0.076) and Q153 for BS (0.075).
Q63 (SH, “I feel my heart pounding or I get out of breath”) associates with

the fact that palpitation and asthma are typical symbols of hypo-functioning of
hearts and lungs, which indicates the weakness in blood circulation. From TCM
theory, they are very strong evidence for QF, which leads to “Speaking weakly,
sweating easily, shortness of breath, often tired and weak.” 26). This statistical
result correctly matches the clinical diagnosis.
Q187_16 (DI, Allergic rhinitis) reflect SD constitution, in which symptoms re-

lated to asthma, itching of pharynx, nasal congestion, and sneezing are frequently
seen.
Q201 (SL, trouble of sleep in because of feeling of too cold) is medically catego-

rized into YA constitution with typical clinical manifestations of chilly feeling on
hands and feet, antagonism to cold foods. The chilly feel is physically caused by
the decrease in metabolic rate; greater caloric dissipation than the production.
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Q57 (SH, feel dizzy) could be caused by many complicated reasons, in which
the central nervous system injury caused by peripheral vestibular dysfunction
and trauma is not considered in this study. Naturally, the dizziness is often seen
as the result of the insufficiency of blood supply in the brain. This manifestation
is due to (1) excessive oxygen consumption in the brain, mental tension or sus-
tained excitement, which may lead to WH constitution; and (2) weakness of blood
circulation, obstruction of arterial blood supply due to cardio-cerebral vascular
diseases or cervical vertebra deformation, which may lead to QF constitution.
In Q66 (SH, I suffer from diarrhea or constipation), diarrhea or constipation are

both gastrointestinal dysfunctions due to water imbalance. In Chinese medical
theory, the inadequacy of water is a typical symbol of YI constitution. pieces of
evidence are seen as fear of heat, fever in the hands and feet, flushing or redness
on the cheeks, dry skin, dry mouth and being prone to be insomnia, and dry
stools.
Q218 (feel dry in mouth) is also associated with water inadequacy as well as

Q66.
As natural comprehensions, the wish of “lose more weight” corresponding to

Q228 (DH) indicates the over-weight problem, which is the most obvious evidence
of PW constitution. The manifestations are: the abdomen is soft and fatty; the
skin is oily, sweaty; the eyes are swollen, and sleepy.
The TCM theory points out that “over-use of eyes is harmful to blood circu-

lation” which corresponds to Q62 (SH, eyestrain) and that “liver performs the
storage and balance of blood”. Thus, the eyestrain indicates the deficiency of liver
and blood leads to the dehydration in skin, mouth, stools, and even insomnia,
which are typical evidence of YI constitution.
Q156 (BI, Weight (Body-Mass)) is relevant to body constitutions in many

senses. For instances, obesity is positively correlated to QF and PW, while neg-
atively correlated to YA, BS, and QD. However, the relation between weight and
YA is still unknown in medical science 27). From the statistical results, the weight
index strongly impacts YA prediction.
It has been clearly reported that the males and females appear different body

constitutions in physiologic pathology. For instance, males incline towards higher
risks of severe respiratory infection, central nervous virus infection, viral gas-
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troenteritis and hepatitis. However, there is no well proven theory explaining
that gender (Q153, BI) particularly impacts BS body constitutions.
In summary, most of the very-high-valued Key-questions can be perfectly or

indirectly explained by the medical theory. However, several ones such as obesity
and weight are difficult to match to the existing clinical theory in details. There
is an open potential to explore the sophisticated mechanisms on the basis of
statistical results from this paper. Ranking in order of appearance-counting

Ranking in order of appearance-counting

Some questions are identified as “key” in the prediction of not only one but
multiple body constitutions (Fig.s 4.6 and 4.7). Obviously, the frequency of
appearance reflects the generality of a specific question. This fashion of ranking
offers a different point of view for medical analysis. Not only the absolute impact
of one specific condition/lifestyle but also the generality should be concerned.
For instance, Q218 (“Do you feel dry in your mouth?”) which reflects the water
inadequacy is effected for the eight body constitutions except for GN type. It
is well accepted highly advocated that the water balance should be paid more
attention in the clinical treatment. In contrast, this analysis shows some features
that are different from current medical theory, which might inspire some re-
considerations on the medical side. For instance, the age factor is widely and
strongly considered as a general factor on the body constitution prediction. This
is due to the senescence of organs is irreversible and unavoidably during human
life. However, from the statistical results, age is not a universal key factor. In
this sense, there is a possibility (or even evidence) to compensate for the aging
through lifestyles such as those factor in Fig. 4.7.

Categorization in the medical sense

Several medical implications are found based on the body constitution investiga-
tion. Firstly, the diseases (DI) are widely considered as one of the strongest signs
of health status as they are reflected in YA and QF (Fig. 4.8). On the other
hand, the mental factors (ME) have the most significant impacts on the body
constitution balance, especially, several questions of ME are inhibitory for GN.
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On the basis of above analysis, some medical explanations are made as: (1) for
the body constitution balance, mental management (ME) is the most significant,
even feasible to compensate for the effects of aging (BI) and disease (DI); (2) men-
tal management (ME) strongly impacts each of the body constitutions as either
positive or negative factors, which means that each body constitution manifests
explicit mental feature. (3) It has been indicated by the medical theory that the
impacts of sleep state (SL) and dietary state (DH) are complementary, which
means the collaborative mediation is an efficient manner to escape from/drop
into a specific body constitution.

Gentleness Constitution

Among the nine body constitutions, GN is especially noticeable in terms of both
statistics and medical science. From the medical point of view, GN is consid-
ered as an expected “healthy” status; and all other eight body constitutions are
considered as “biased” constitutions. From our statistical results (Table 3 and
Figures 6), it is also found that GN shows very different features from the others
and leads to some noticeable medical hints, i.e., (1) The number of negative fac-
tors for GN is much more than the positive ones (Figure 6). (2) Mental and sleep
relevant issues have considerable influence in making individuals escape from GN
to biased body constitutions; in contrast, it is difficult to turn back to GN by
only mental and sleep efforts; and (3) in general, mental status is most significant
to distinguish GN against the others.

Summary

The statistical results from our proposed method are correctly explainable for
the nine types of body constitutions in multifaceted viewpoints of health condi-
tions and understandable through existing medical theory; moreover, new medical
hints, which have not been explicitly indicated by traditional medical researches,
have been extracted from our data analysis. Crowdsourcing makes it possible to
accumulate data from the large network of potential participants and bring peo-
ple together to harness their collective information. Therefore, it is an efficient
methodology to verify an important scientific assumption.
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4.3 LASSO regression

The LASSO regression of scores for nine BCs are shown in Fig. 4.9 along with
the number of identified PFs for each BC. The correct rate 69.9% of prediction is
achieved by the winner-take-all. Both of regression and prediction performances
are better than the PLS algorithms and worse than the RF. The number of PFs
is not constant but flexible by changing Lambda parameter (see above section).
Here, the demonstrated number of PFs are selected by the optimized trade-off be-
tween accuracy (evaluated by the mean squared errors of regression) and number
of PFs. Figure 4.10 illustrates this trade-off map.
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Figure 4.4: BC score regression is evaluated by Pearson coefficients for each BC
with maximum R2 values. Principle features are selected by top 5%
significance.
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Figure 4.5: Prediction ability for PLS models in terms of the R2 and correlation
coefficients (r)
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Figure 4.6: Relationship between the number of body constitutions (X-axis) and
the number of questions (Y-axis) with the top 5%significances
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Figure 4.7: Frequency of appearance of questions with the 5% significances
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Figure 4.8: Frequency of appearance of questions with the 5% significances that
have been assigned to the 7 categories (7 categories are explained in
the text.)
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Figure 4.9: BC score is regressed by LASSO. Principle features are selected by
identifying features with non-zero coefficient in trained LASSO model.
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Figure 4.10: Number of PFs is traded for high regression quality by adapting different Lambda values. Optimum
range of Lambda is obtained by LASSO training.
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Figure 4.11: Binary classification performance for each BC along with its correct rate of prediction. GN constitution
is set as common class for all eight pairs.
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4.4 Pair-Wise Classification based on LASSO

By the proposed pair-wise classification on the basis of LASSO, the binary classi-
fication is conducted in stead of BC score regressions as three algorithms above.
All the 851 samples are grouped into eight pairs according to the pre-process by
CCMQ-J. Then, the eight pairs of binary classification are evaluated as shown
in Fig. 4.11. The classification quality is evaluated by the accuracy of area un-
der curve (AUC). For convenient observation, the correct rate of classification is
also calculated as shown in each window. From this results, it is seen that the
regularized average correct rate is 94.6% with 17 PFs for each BC in average.
Compared to all methods above, the proposed pair-wise classification simplifies
the task into distinguishing a specific biased BC against the GN constitution;
and the distinction among eight biased BCs is not concerned. Therefore, the
prediction and PF-extraction quality is higher but the pre-process is necessary.
In general, the proposed pair-wise classification based on LASSO achieves best

accuracy and PF-extraction performances among all of the employed algorithms.
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5 Cross-Algorithm Validation
and Health-Guidance

In this chapter, the prediction results and identified principle features are sum-
marized and compared. On the basis of such summary, the health-guidance of
life-style is offered towards recovering the biased BCs into the “gentleness” state.

5.1 Cross-Algorithm Evaluation

The prediction performances of multiple algorithms are briefly summarized by
Tab. 5.1. Among four algorithms of prediction, the pair-wise classification
through LASSO achieves highest prediction accuracy 94.6% and fewest PFs 17
in average. As mentioned above, the goal of this work is to identify PFs for
healthcare guidance. Therefore, the prediction quality is only considered as the
confidence of obtained PFs. Specifically, we only concern the life-style items
which distinguish a biased BC against the common class (GN). In this sense, the
proposed pair-wise LASSO gives reliable hints that the non-principle features in
life-style questionnaire are irrelevant for bias recovery.

Table 5.1: Comparisons among RF, PLS, LASSO and pair-wise classification over
prediction quality and number of PFs

RF PLS LASSO pair-wise
Accuracy 88.7% 40.9% 69.9% 94.6%

Average PF # 254 28 31 17

The identified PFs addressing question IDs in our life-style questionnaire (the
full list of question is seen in Tab. 3.2) are listed in Tab. 5.4. The total appearance
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of PFs of PLS, LASSO and pair-wise LASS are 126, 84, and 77, respectively.
However, some of PFs are duplicated in multiple BC types (with a maximum
number of nine types) during the regression or classification. The PF appearance
counting over BC types are illustrated in Fig. 5.1. For all of three algorithms,
most PFs are relevant to the single or few BC predictions as expected. If a specific
PF (seen as a life-style item) is involved in most of BC types, all nine types for
instance, it indicates this item “critically" leads to nine BCs, which violates both
of clinical and algorithmic fundamentals. In this sense, all of the PLS, LASSO
and pair-wise classification give reasonable PF counting distributions.

Table 5.4: Cross algorithm validation for PFs

BC QID of PFs by PLS QID of PFs by LASSO QID of PFs by pair-wise
PLS LASSO pair-wise classification

GN Q7, Q9, Q10, Q11, Q12,
Q45, Q46, Q47, Q50,
Q51, Q52, Q53, Q54,
Q55, Q60, Q62, Q67,
Q142, Q145, Q147,
Q149, Q164, Q182,
Q195, Q196, Q197,
Q201, Q207, Q209,
Q210, Q228, Q293,
Q306, Q41, Q148,
Q156, Q143

Q7, Q9, Q10, Q11,
Q39, Q40, Q41, Q45,
Q46, Q47, Q50, Q51,
Q52, Q54, Q55, Q60,
Q62, Q67, Q68, Q69,
Q70, Q77, Q142, Q143,
Q145, Q147, Q148,
Q156, Q182, Q196,
Q197, Q201, Q207,
Q210, Q218, Q224,
Q228

N/A

continued on next page
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continued from previous page
BC QID of PFs by PLS QID of PFs by LASSO QID of PFs by pair-wise
BS Q148, Q155, Q156,

Q159_1, Q187_1,
Q217, Q218, Q230,
Q278, Q289, Q304,
Q320, Q57, Q58, Q59,
Q60, Q61, Q62, Q63,
Q141, Q142, Q147,
Q153, Q199, Q201,
Q202, Q204

Q45, Q47, Q52, Q53,
Q55, Q57, Q58, Q59,
Q60, Q61, Q62, Q63,
Q66, Q141, Q142,
Q147, Q153, Q156,
Q183, Q187_25,
Q187_28, Q196, Q198,
Q199, Q201, Q202,
Q203, Q204, Q207,
Q210, Q217, Q218,
Q230, Q302

Q51, Q53, Q56, Q57,
Q61, Q203, Q210, Q230

PW Q32, Q68, Q140, Q214,
Q216, Q217, Q218,
Q228, Q231, Q280,
Q11, Q28, Q57, Q58,
Q60, Q61, Q62, Q63,
Q64, Q66, Q141, Q142,
Q147, Q156, Q199,
Q201, Q202, Q210,
Q211, Q237

Q9, Q11, Q43, Q47,
Q56, Q57, Q58, Q60,
Q61, Q62, Q63, Q64,
Q66, Q141, Q142,
Q147, Q156, Q182,
Q195, Q197, Q199,
Q201, Q202, Q207,
Q210, Q211, Q214,
Q216, Q217, Q218,
Q228, Q237, Q280

Q9, Q10, Q46, Q51,
Q52, Q53, Q54, Q55,
Q62, Q64, Q183,
Q187_13, Q187_19,
Q187_22, Q187_29,
Q187_36, Q187_37,
Q190, Q201, Q207,
Q214, Q215, Q231,
Q237, Q256, Q304,
Q317

QD Q41, Q148, Q218, Q10,
Q44, Q49, Q50, Q51,
Q54, Q56, Q142

Q7, Q8, Q10, Q11,
Q12, Q41, Q42, Q43,
Q44, Q47, Q49, Q50,
Q51, Q52, Q54, Q55,
Q56, Q57, Q59, Q60,
Q62, Q63, Q64, Q66,
Q67, Q69, Q141, Q142,
Q148, Q182, Q195,
Q198, Q202, Q203,
Q210, Q218, Q234

Q8, Q10, Q47, Q51,
Q52, Q54

continued on next page
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continued from previous page
BC QID of PFs by PLS QID of PFs by LASSO QID of PFs by pair-wise
QF Q31, Q40, Q143,

Q187_25, Q187_42,
Q217, Q218, Q224,
Q227, Q317, Q333,
Q47, Q57, Q59, Q60,
Q61, Q62, Q63, Q64,
Q65, Q66, Q145, Q182,
Q183, Q198, Q228

Q7, Q8, Q9, Q11, Q12,
Q40, Q46, Q47, Q50,
Q51, Q52, Q54, Q55,
Q57, Q60, Q62, Q63,
Q64, Q65, Q66, Q67,
Q69, Q70, Q142, Q143,
Q145, Q147, Q182,
Q187_5, Q195, Q198,
Q199, Q201, Q202,
Q203, Q210, Q218,
Q224, Q228, Q316

Q8, Q10, Q47, Q54,
Q63, Q210

SD Q35, Q37, Q38,
Q159_3, Q185,
Q187_1, Q187_34,
Q217, Q218, Q242,
Q311, Q312, Q319,
Q57, Q59, Q60, Q62,
Q63, Q64, Q66, Q142,
Q187_15, Q187_16,
Q187_18, Q187_24,
Q198, Q199, Q201

Q7, Q9, Q44, Q47,
Q57, Q59, Q60, Q62,
Q63, Q64, Q66, Q67,
Q142, Q183, Q187_16,
187_24, Q195, Q199,
Q201, Q207, Q217,
Q218

Q9, Q11, Q12, Q40,
Q47, Q51, Q54, Q55,
Q59, Q60, Q62, Q66,
Q74, Q149, Q187_5,
Q187_16, Q187_18,
Q187_24, Q187_28,
Q195, Q207, Q218,
Q270, Q324

WH Q32, Q33, Q37,
Q70, Q76, Q77, Q78,
Q187_12, Q187_19,
Q214, Q217, Q218,
Q228, Q247, Q252,
Q267, Q282, Q290,
Q319, Q43, Q44, Q60,
Q62, Q63, Q64, Q66,
Q141, Q142, Q147,
Q201, Q202, Q219,
Q224, Q237, Q306

Q9, Q11, Q33, Q43,
Q44, Q47, Q53, Q56,
Q59, Q60, Q62, Q63,
Q64, Q66, Q141, Q142,
Q147, Q195, Q196,
Q201, Q202, Q207,
Q217, Q218, Q237,
Q306

Q5, Q7, Q8, Q9, Q11,
Q43, Q44, Q51, Q52,
Q53, Q57, Q60, Q63,
Q67, Q140, Q141,
Q142, Q149, Q187_30,
Q210, Q218, Q262,
Q273, Q275, Q279,
Q295, Q299, Q300,
Q311, Q317, Q333

continued on next page
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continued from previous page
BC QID of PFs by PLS QID of PFs by LASSO QID of PFs by pair-wise
YA Q8, Q43, Q155, Q156,

Q187_1, Q187_11,
Q216, Q218, Q224,
Q227, Q232, Q253,
Q257, Q258, Q259,
Q309, Q316, Q322,
Q57, Q59, Q60, Q61,
Q62, Q63, Q64, Q66,
Q142, Q153, Q187_16,
Q187_9, Q198, Q199,
Q201, Q202, Q228,
Q306

Q7, Q11, Q47, Q57,
Q59, Q60, Q61,
Q62, Q63, Q64, Q74,
Q77, Q142, Q153,
Q156, Q182, Q187_9,
Q187_15, Q187_16,
Q187_23, Q196, Q198,
Q201, Q202, Q216,
Q218, Q227, Q306

Q11, Q47, Q51, Q54,
Q57, Q59, Q60, Q62,
Q64, Q68, Q74, Q77,
Q142, Q156, Q182,
Q183, Q201, Q210,
Q218

YI Q32, Q78, Q155, Q156,
Q160, Q187_33, Q217,
Q218, Q252, Q253,
Q328, Q57, Q59, Q61,
Q62, Q63, Q66, Q142,
Q199, Q64, Q60, Q153,
Q201, Q202

Q7, Q9, Q45, Q47,
Q57, Q59, Q60, Q62,
Q63, Q65, Q66, Q67,
Q142, Q153, Q201,
Q202, Q207, Q218

Q10, Q12, Q45,
Q47, Q54, Q59, Q62,
Q64, Q66, Q159_3,
Q187_34, Q201

5.2 Health-Guidance

It is also expected to reduce the number key items from the clinical point of view
since the healthcare-guidance over dozens of life-styles is still unpractical. More-
over, a single algorithm can hardly offer convincing PFs due to the indeterminacy
of machine learning and data-set itself. Thus, the cross-algorithm guidance is
necessary. The straightforward manner is to summarize the common PFs for
each BC obtained by all algorithms as follows.

5.2.1 For gentleness

You are well, please keep it.
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Figure 5.1: Counting of identified PFs appear in multiple BC predictions for PLS,
LASSO and pair-wise classification algorithms

5.2.2 For blood-stasis

Two common PFs for BS: (1) Q57 (Job Stress): conditions for the past month:
I feel dizzy. (2) Q61 (Job Stress): conditions for the past month: I have a
backache.
Guidance for recovery (from BS to GN): since two items related to the

job stress are identified by cross-algorithms, the persons who have been heavily
involved in office works are in high risk of falling in BS. For recovery to GN, they
are expected to (1) avoid long-time on-sit works by breaking them with body-
excises in very one hour at least; (2) keep well maintains of office ventilation; (3)
adjust proper posture during the desk-works.

5.2.3 For Phlegm-wetness

Five common PFs for PW: (1) Q62 (Job Stress): conditions for the past
month: I have eyestrain. (2) Q64 (Job Stress): conditions for the past month:
My stomach is not in good shape. (3) Q201 (Sleep State): you had trouble sleep
in because you feel too cold. (4) Q214 (Sub-Health): About how you chew, please
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choose one applicable to you. (5) Q237 (Dietary Habits): How much Chinese tea
(Oolong, Jasmine, Pu’re tea) do you drink per time?
Guidance for recovery (from PW to GN): (1) improve the sleep time and

sleep environment, and take a multivitamins (A, C, and E, especially); (2) chew
slowly, increase and reduce fiber and fat intakes; (3) try to drink (reasonably
more) tea since tea polyphenols help improving liver function and diuretic.

5.2.4 For Qi-depression

Three common PFs for QD: (1) Q10 (Depressed mood): depressed that noth-
ing could cheer you up. (2) Q51 (Job Stress): conditions for the past month:
Depressed. (3) Q54 (Job Stress): conditions for the past month: I am depressed.
Guidance for recovery (from QD to GN): The most critical and com-

mon factor of QD is identified as the mental situation (depression in particular).
Therefore, the mental management and psychological consulting are considered as
most effective manner for PW recovery. Specifically and softly, the persons with
PW are suggested to activate in social connections such as joining social events as
the early efforts. The further psychological interventions are quite sophisticated
and out of scope of this article.

5.2.5 For Qi-deficiency

Two common PFs for QF: (1) Q47 (Job Stress): conditions for the past
month: Dull. (2) Q63 (Job Stress): conditions for the past month: I feel my
heart pounding or I get out of breath.
Guidance for recovery (from QF to GN): Similarly to QD, QF relevant

persons appear mental un-balance (high tense in particular). Therefore, relaxes
such as Yoga, well sleep, vacations, entertainments, even deep-breath are sug-
gested.

5.2.6 For special diathesis

Seven common PFs for SD: (1) Q59 (Job Stress): conditions for the past
month: I feel heavy in the head or have a headache. (2) Q60 (Job Stress):
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conditions for the past month: I have bad stiff neck and shoulders. (3) Q62
(Job Stress): conditions for the past month: I have eyestrain. (4) Q66 (Job
Stress): conditions for the past month: I suffer from diarrhea or constipation. (5)
Q187_16 (Disease): Allergic rhinitis. (6) Q187_24 (Disease): Atopic dermatitis.
(7) Q218 (Dietary Habits): Do you feel dry in your mouth?
Guidance for recovery (from SD to GN): (1) avoid long-time sitting,

adjust proper posture for desk-works, and warm bath; (2) increase intakes of
multivitamin (A, C, and E especially); (3) avoid the stimulus diet since the per-
sons related to SD appear irritable bowel syndrome (IBS); (4) try to identify
some allergic origin on foods since they appear allergic inflammation somehow;
(6) hydration.

5.2.7 For Wet-heat

Six common PFs for WH: (1) Q43 (Job Stress): conditions for the past month:
Irritated. (2) Q44 (Job Stress): conditions for the past month: Annoyed. (3) Q63
(Job Stress): conditions for the past month: I feel my heart pounding or I get
out of breath. (4) Q141 (Personality): self-assessment: I see myself as critical,
quarrelsome. (5) Q142 (Personality): self-assessment: I see myself as anxious,
easily upset. (6) Q218 (Dietary Habits): Do you feel dry in your mouth?
Guidance for recovery (from WH to GN): relaxes such as Yoga, well

sleep, vacations, entertainments, even deep-breath are suggested. (2) hydration
without increment of sugar intakes (namely, drink more pure water instead of
juice).

5.2.8 For Yang-deficiency

Nine common PFs for YA: (1) Q57 (Job Stress): conditions for the past
month: I feel dizzy. (2) Q59 (Job Stress): conditions for the past month: I
feel heavy in the head or have a headache. (3) Q60 (Job Stress): conditions
for the past month: I have bad stiff neck and shoulders. (4) Q62 (Job Stress):
conditions for the past month: I have eyestrain. (5) Q64 (Job Stress): conditions
for the past month: My stomach is not in good shape. (6) Q142 (Personality):
self-assessment: I see myself as anxious, easily upset. (7) Q156 (Body Index):
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Weight. (8) Q201 (Sleep State): you had trouble sleep in because you feel too
cold. (9) Q218 (Dietary Habits): Do you feel dry in your mouth?
Guidance for recovery (from YA to GN): the PFs of YA are complicated

in contrast to other BCs. It is suggested to improve the mental and diet sta-
tus similarly to all above. Moreover, the hydration along with sugar intakes is
suggested.

5.2.9 For Yin-deficiency

Four common PFs for YI: (1) Q59 (Job Stress): conditions for the past month:
I feel heavy in the head or have a headache. (2) Q62 (Job Stress): conditions for
the past month: I have eyestrain. (3) Q66 (Job Stress): conditions for the past
month: I suffer from diarrhea or constipation. (4) Q201 (Sleep State): you had
trouble sleep in because you feel too cold.
Guidance for recovery (from YI to GN): (1) mental management; (2)

intakes of multivitamin; (3) avoid the stimulus diet since the persons related to
SD appear irritable bowel syndrome (IBS).

5.3 Individual Recovery Perspective

The sections above offer the general health-care guidance for each BC. Namely,
the specific situation of each individual is not distinguished but the overview-
based summary is made. From the pair-wise LASSO results, it is also possible
to offer the recovery guideline for specific individuals. In this case, only the
identified PFs of each pair are concerned. The biased BCs are not fair for each
individual. The bias levels and properties vary among all of tested persons. In
other words, it is necessary to analyze “how bias he/she is” and “which life-styles
should be efficiently changed” in detail. Thus, the concept of “bias-degree” is
defined in this thesis. As shown in Fig. 5.2, (for a specific pair of GN-to-bias)
all the samples of GN are projected into a highly dimensional space, where the
dimensions are referred to the identified PFs. The center of GN cluster (seen as
gravity) can be calculated by averaging GN samples in terms of Euclidean distance
for instance. Then, the Euclidean distance from a specific sample to the center is
defined as Di. The hyperspheres can be found around the gravity with the radial
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Figure 5.2: Pair-wise LASSO results are used to calculate bias-degree and mini-
mum efforts for recovering to GN.

volumes Dmax and Davg which describe the furthest and average distance to the
GN center. Considering a biased BC, each sample appears different distance to
the GN center Dbias_i seen as the bias-degree. To recover towards GN, the biased
sample is expected to shift in to the radial Davg. The difference ∆ between the
bias-degree and Davg indicates the minimum effort for this individual recovering
to GN. The minimum efforts can be given in the following equation:

∆ =
√
Dbias_i

2 −Davg
2. (5.1)

Table 5.5 illustrates one example of individual recovery guideline referring the
samples from the GN-BS pairing. In this example, eight PFs are identified by
the proposed pair-wise LASSO algorithm (Q51, Q53, Q56, Q57, Q61, Q203,
Q210, Q230); and 15 persons from our data-base are diagnosed as BS. In such an
eight-dimensional space, the center of GN is given as the referee for the recovery.
Namely, the specific individual is suggested to change his/her life-style towards
these eight indexes. The column “min recover” indicates the gap requirement for
him/her to return to GN as a total score. Obviously, how to fill this gap depends
on the case-by-case consulting. For instance, the individual with ID number of
60 is diagnosed as BS by CCMQ-J; and the gap for him/her to recover towards
GN is 3.75. This individual is expected to change the eight life-styles orienting
the referee with the total score of 3.75. It is consultable to assign this 3.75 points
to feasible items from his/her personal situation.
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Table 5.5: Example of recovering BS to GN with 8 PFs for all 15 individuals
FP ID Q51 Q53 Q56 Q57 Q61 Q203 Q210 Q230 Davg

GN-referee 1.76 1.68 1.55 1.24 1.81 1.29 1.57 4.04 1.91
ID Min recover
60 3 4 2 1 4 3 3 3 3.75
148 1 1 1 1 4 3 2 4 2.31
189 3 1 3 1 3 4 3 4 3.32
207 2 2 2 4 4 2 3 3 3.52
268 3 4 3 1 2 3 3 4 3.18
283 4 3 3 2 3 2 3 3 3.24
340 3 4 1 2 2 4 4 3 4.26
487 4 4 3 2 4 1 3 4 4.00
574 4 3 3 2 1 2 2 2 3.30
649 2 2 3 4 3 2 1 2 3.50
658 3 2 3 3 3 3 3 3 3.21
683 3 3 3 2 1 4 3 3 3.62
750 4 4 2 2 3 2 3 3 3.49
779 3 2 4 2 3 2 2 3 2.72
830 2 2 2 2 4 2 3 3 2.32

All of eight pairs of biased BCs against GN along with the corresponding
GN gravity and average distances to gravity are listed in Tab. 5.6. A specific
individual can be evaluated by the relevant PF items of his/her BC type. The
Euclidean distance between this evaluation vector and the corresponding gravity
is calculated and compared with the average distance Davg. It is expected to
compensate the gap towards the GN similarly to the above example. This table
is seen as the “Referee Table” as shown in the implementation flow. For the
personal consulting of BC treatment, the individual is only expected to answer
the questions appearing in this table according to his/her BC types. Then, the
clinic doctor will refer to the “Referee Table” and calculate the minimum efforts
for him/her to recover to GN. At last, a personal plan will be suggested to fill
the scoring gap.
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Table 5.6: Eight pairs of biased BCs against GN along with corresponding GN
gravity and average distances to gravity
gravity of principle features Davg

BS-GN Q51=1.76 , Q53=1.68 , Q56=1.55 , Q57=1.24 , Q61=1.81 , Q203=1.29 ,
Q210=1.57 , Q230=4.04 ,

1.91

PW-GN Q9=0.96 , Q10=0.97 , Q46=1.78 , Q51=1.76 , Q52=1.81 , Q53=1.68 ,
Q54=1.79 , Q55=1.42 , Q62=2.28 , Q64=1.51 , Q183=1.15 , Q187_13=0.00
, Q187_19=0.02 , Q187_22=0.04 , Q187_29=0.08 , Q187_36=0.12 ,
Q187_37=0.12 , Q190=7.20 , Q201=1.33 , Q207=2.07 , Q214=3.90 , Q215=1.47
, Q231=3.74 , Q237=2.58 , Q256=1.87 , Q304=0.72 , Q305=0.49 , Q317=3.06 ,

5.42

QD-GN Q8=0.59 , Q10=0.97 , Q47=1.97 , Q51=1.76 , Q52=1.81 , Q54=1.79 , 1.72

QF-GN Q8=0.59 , Q10=0.97 , Q47=1.97 , Q54=1.79 , Q63=1.25 , Q210=1.57 , 1.68

SD-GN Q9=0.96 , Q11=1.14 , Q12=0.84 , Q40=2.38 , Q47=1.97 , Q51=1.76 , Q54=1.79
, Q55=1.42 , Q59=1.59 , Q60=2.19 , Q62=2.28 , Q66=1.71 , Q74=2.81 ,
Q149=4.25 , Q187_5=0.11 , Q187_16=0.20 , Q187_18=0.06 , Q187_24=0.08 ,
Q187_28=0.02 , Q195=2.03 , Q207=2.07 , Q218=1.83 , Q270=3.27 , Q324=1.83
,

4.47

WH-GN Q5=0.00 , Q7=0.81 , Q8=0.59 , Q9=0.96 , Q11=1.14 , Q43=1.89 , Q44=1.98
, Q51=1.76 , Q52=1.81 , Q53=1.68 , Q57=1.24 , Q60=2.19 , Q63=1.25 ,
Q67=1.59 , Q140=3.40 , Q141=2.73 , Q142=4.03 , Q149=4.25 , Q187_30=0.12
, Q210=1.57 , Q218=1.83 , Q262=1.67 , Q273=1.31 , Q275=0.74 , Q279=1.23 ,
Q295=1.43 , Q299=0.97 , Q311=0.95 , Q317=3.06 , Q333=1.56 ,

5.29

YA-GN Q11=1.14 , Q47=1.97 , Q51=1.76 , Q54=1.79 , Q57=1.24 , Q59=1.59 , Q60=2.19
, Q62=2.28 , Q64=1.51 , Q68=2.61 , Q74=2.81 , Q77=2.31 , Q142=4.03 ,
Q156=60.65 , Q182=2.05 , Q183=1.15 , Q201=1.33 , Q210=1.57 , Q218=1.83 ,

11.37

YI-GN Q10=0.97 , Q12=0.84 , Q45=2.11 , Q47=1.97 , Q54=1.79 , Q59=1.59 , Q62=2.28
, Q64=1.51 , Q66=1.71 , Q159_3=0.05 , Q187_34=0.00 , Q201=1.33 ,

2.02

5.4 Discussion

In this thesis, multiple ML algorithms are applied to predict the BCs from the
very highly dimensional samples. For some of other engineering applications such
as computer vision or audio, a specific but powerful algorithm may fit the specific
task well. However, the prediction accuracy is not only one of (even out of ) scopes
of consideration. As shown in Fig. 5.3, our strategy is to identify the common
characteristics from various ML efforts. In this sense, a general conclusion of this
thesis is beyond the BC prediction itself but the ubiquitous philosophy of medical
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Figure 5.3: Strategy of cross-algorithm validation for PF identification

data analysis as: various algorithms cross-validation is more trustable than any
single one.
The validation of proposed (in fact, any efforts of) methods of prediction and

analysis should be based on the well-developed, highly trustable, sufficiently big,
and efficient data-base. In this project, only 851 persons are involved in our
experiment. As a start point of scientific data analysis of BC theory, our original
data-base appears well performances. However, the amount of 851 is far smaller
than other machine learning data-base even the traditional medical data-base.
Therefore, most of inaccuracy and PF defects are supposed to come from the
poor scale of our data-base. Along with our data-base becomes bigger (hopefully),
the analysis strategy to deal with “big data” will be more noticeable. Here, the
methods to “reduce dimensions” are illustrated; the appendix B illustrates the
methods to “reduce samples”, which may not be necessary in current small data-
base but will be critical if the amount of individuals increases to million.
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6 Conclusion

The body constitutions (BCs) of traditional Chinese medical theory are predicted
through machine learning algorithms in this work. On the basis of the original
questionnaire including 254 life-style features, the ML algorithms including RF,
PLS, LASSO and a new scheme of pair-wise classification are employed for pre-
dicting the BCs over the population of 851 persons. Moreover, the principle
features (PFs) of life-style are identified to recover the biased BCs into the gentle
constitutions as the health guidance.
From the prediction results, a maximum correction rate of 88.7%, 40.9% ,

69.9%, 94.6% are achieved by RF, PLS, LASSO, and our proposed pair-wise clas-
sification algorithm, which indicates the developed life-style questionnaire is effec-
tive. Meanwhile, the principle features identified by above algorithm are extracted
with an average number of 17. The total appearance of PFs of PLS, LASSO and
pair-wise LASS are 126, 84, and 77, respectively. By a cross-algorithm validation,
most commonly identified principle life-styles are illustrated for each biased BC.
Furthermore, the health care guidance is suggested for the bias recovery to the
gentle constitution. As the conclusion, the ML algorithms are trustable and fair
for explicit applications, but sensitive to implicit applications such as life-style or
body constitutions. Differed algorithms do not lead to incorrect clinical explana-
tions but the quality of application might be quite different. Then, it is necessary
to carefully choose algorithms (even multiple validations) for analyzing implicit
medical data; and the pre-process before any MLs is suggested.
The statistical results from our proposed method are correctly explainable for

the nine types of body constitutions in multifaceted viewpoints of health condi-
tions and understandable through existing medical theory; moreover, new medical
hints, which have not been explicitly indicated by traditional medical researches,
have been extracted from our data analysis. Crowdsourcing makes it possible to
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accumulate data from the large network of potential participants and bring peo-
ple together to harness their collective information. Therefore, it is an efficient
methodology to verify an important scientific assumption.
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Appendix A: Abbreviations

TCM: traditional Chinese medicine;
BC: body constitution;
ML: machine learning;
GN: gentleness;
QF: Qi-deficiency;
YA: Yang-deficiency;
YI: Yin-deficiency;
PW: Phlegm-wetness;
WH: Wet heat;
BS: Blood-stasis;
QD: Qi-depression;
SD: Special diathesis;
RF: random forest;
PLS: partial least squares;
LASSO: least absolute shrinkage and selection operator;
PF: principle feature;
AUC: area under curve.
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Appendix B: Sample Reduction
of Medical Database

As mentioned in the main context, both of dimension reduction and sample reduc-
tion are important for medical data analysis. Our original BC-relevant database
is very initial trial of this research field. So far, only 851 samples are available for
both of CCMQ-J and life-style questionnaire. Along with the project going on,
the number of samples will increase to large. Till then, the machine learning al-
gorithms for reducing the sample space and identifying the principle samples are
necessary. The following contents demonstrate how the support vector machine
(SVM) algorithm effects medical data analysis by reducing the samples.

SVM in Medical Science

This appendix shows the efficient and practical scheme of medical data analy-
sis through machine learning algorithms. The support vector machine (SVM)
mechanism is specifically employed for building an artificial intelligence (AI) as-
sistant diagnosis systems. Considering the practical demands on clinical diag-
nosis, the naive SVM algorithm is hardly used since the poor number of classes
(typically, two classes) and explosion of samples. Therefore, a sample domain
description technology is developed to realize a one-class SVM for flexibly ex-
pending the number of classes. Furthermore, an on-line learning strategy is
proposed to implement high-performance classification/diagnosis with greatly re-
duced database. For proof-of-concept, several medical databases are employed
for diagnosis test. From the test results, the diagnosis correct-rate is improved
with compact database; and the scale of database is reduced while the similar
correct-rate is achieved by naive SVM algorit
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Since most of diagnosis systems are built through data classification or so-called
pattern recognition networks, this thesis focuses on an advanced classification al-
gorithm support vector machine (SVM) in particular. From some laboratory
works in medical science, SVM performs very high correct rate in categorizing
medical cases which is described by the high-dimensional feature vectors. Em-
ploying a sufficiently large database of disease cases with correct labels, SVM
classifiers are built by training process. Then, the well-trained classifier accepts
new cases of which the category labels are unknown (“ill" or “healthy" for in-
stances). The classifier, known as diagnosis system, gives the predicted labels
instead of clinical doctors’ judge.
Several real-world medical databases are employed for proof-of-concept. After

constructing the SVM classifier, the most significant disease cases (known as
support vectors (SVs)) are identified and offered to clinical doctors. The proposed
system can diagnose the new case with very high accuracy. More importantly, the
SVs are offered and referenced by doctors for assisting the judgment. Obviously,
the scale of database and the number of SVs are usually very large through the
conventional SVM implementations. Thus, the essence of this appendix is
making the most efficient use of the database and minimize the number
of SVs for practical applications. For this purpose, a novel on-line learning
SVM scheme is proposed and verified by medical database tests. Furthermore,
the novel data domain description algorithm is developed for flexible number of
classes, which is usually two-class classification by conventional SVM. From the
database test results (including breast-cancer, heart disease and liver disorder),
the number of SVs is greatly reduced with a high accuracy on diagnosis; and a
single class SVM is achieved with very few SVs.
Similarly to many reported works, the SVM algorithm can be applied to classify

a highly dimensional vector Xs with the form of X = (x1, x2, . . . , xn). When this
vector represents the feature of a medical case, the classification label can be
considered as an AI diagnosis result. The process to obtain a suitable math-model
for the classification is called “SVM training process”, which is out of this thesis
summary. The principle of SVM training and classification is shown in Fig. 7.1
along with an example of breast-cancer database. In this example, the 689 cases
of real breast-cancer features are introduced with ten dimensions, and labeled
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Figure 7.1: Medical data is classified by SVM along with an example of breast-
cancer dataset.

by “2” as begin and “4” as malignant. The conventional SVM algorithm with
Gaussian kernels is employed to pursue the prediction model from the database.
The prediction function is given by:

f(X) = sign[
N∑

i=1
αiyiK(X,Xi) + b], (7.1)

where the Xi is the support vectors, which are selected from the database through
SVM training:

αi ← 1− yi(
∑

j(6=i)
αjyjK(Xi,Xj) + b). (7.2)

The conventional SVM is applied to diagnose the breast-cancer (see Fig. 7.2).
When the number of support vectors (SVs) is close to entire database, the ac-
curacy is perfect; however, when the number of SVs is smaller, the accuracy is
going very poor. As mentioned above, the goal of AI diagnosis assistant system
is not AI diagnosing but offering SVs (known as important reference cases) to
doctors. A large number of SVs is impossible for doctors to review on site for any
specific patient. Thus, conventional SVM can not be directly applied in clinic
even though many works claimed that very high accuracy can be achieved by a
huge database and complex math-model.
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Figure 7.2: Conventional SVM is applied for breast-cancer diagnosis. When num-
ber support vectors is reduced, accuracy is going poor.

On-line Learning SVM for Diagnosis Assistant
System

In the real-world applications SVMs, the number of learning samples is usually
very large and unpredictable. As a result, large database or traditional on-line
incrementally learning strategies can be hardly implemented in the clinical diag-
nosis assistant systems. Fortunately, in SVM theory some of the learning samples
(non-support vectors) are ineffective, which can be removed from sample space.
A “doctor-friendly” on-line learning strategy with constant number of learning
samples is proposed in this work. In order to reduce the loss of accuracy, the
effectiveness of each sample is evaluated and only the most ineffective sample is
replaced by an on-line pattern. In this manner, the learning sample space can be
expanded within compact SV space (see Fig. 7.3). The process of this on-line
learning strategy is shown as follows:

1. Initial SVM learning according to a small set of samples;
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2. Classifying the new-received on-line pattern;

3. Evaluating the effectiveness of previous samples and replacing the most
inefficient one by new-received pattern;

4. SVM learning according to the updated samples;

5. Receiving new on-line pattern and repeating 2, 3, and 4.

After sufficient on-line learning operations, all the inefficient samples are replaced
by significant on-line patterns. Then, the small scale of SVs are offered to the
doctor for reviewing and referencing. This SV space is dynamically updated along
with the career of specific doctors.
From the right part of Fig. 7.3, it is obviously found the proposed decre-

mental on-line SVM achieves higher correct rate when the same (reduced) scale
of database is applied by conventional SVM. Namely, the minimum necessary
number of SVs is reduced with the same consideration of correct rate. Making
breast-cancer as example: the proposed on-line SVM achieves perfect correct rate
when the number of SVs is about 80; for the same correct rate, the conventional
SVM needs at least 360 SVs. Other experiments reflect similar property of the
proposed on-line learning process.

75



Figure 7.3: Principle of proposed on-line learning SVM strategy along with three
examples: breast-cancer, heart disease, and liver disorder database
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