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Akishige Yuguchi

Abstract

This dissertation clarifies how eye behaviors using an android robot (here-

inafter referred to an android) with a human-like appearance affect the human

impression on Human-Robot Interaction. In particular, this work focuses on

eye behaviors of a humanoid robot toward a human (i.e., face-to-face situation),

which are important elements in nonverbal communication.

Since precise control of android’s eye behaviors is fundamental for the clarifica-

tion of eye behaviors’ effects, it is necessary to calibrate its eye-direction controller

for establishing human-android eye contact. First, this dissertation proposes a

gaze calibration method for an android by using only orientation relationships

between the coordinate systems of a camera, a robot, an external sensor system,

which relates an eye direction with an input control command in order to accu-

rately adjust the android’s gaze. Moreover, a method to evaluate the effectiveness

of the gaze calibration is proposed. In the evaluation, the subjects’ perception of

the calibrated android’s gaze with a human gaze was compared.

Next, this dissertation investigates which eye behaviors make what impres-

sions on humans and clarifies which are the important factors for attractive eye

behaviors. Hence, I evaluate the human impression of eye behaviors displayed

by an android while talking to a human by comparing the motions generated by

the imitation-based, the rule-based, and the combined approaches. Through a

subjective evaluation, four findings were reached: 1) the imitation and rule-based
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behaviors showed no difference in terms of human-likeness, 2) the 3-second eye

contact obtained better scores regardless of the imitation or rule-based eye be-

havior, 3) the subjects might regard the long eyeblinks as voluntary eyeblinks,

with the intention to break eye contact, and 4) female subjects preferred short

eyeblinks rather than long ones and considered that short eyeblinks might be one

of the keys to make eye contact more suitable, in contrast to male subjects who

preferred long eyeblinks.

Finally, this dissertation clarifies how to generate eyeblinks and nodding to

make an android’s listening behaviors be perceived as attentive listening. The

hypothesis is that if an android acting as a listener imitates eyeblinks and nod-

ding of a human speaker in face-to-face communication, the android can make

a human speaker perceive its listening behavior as attentive listening. First,

I develop a real-time method to imitate human eyeblinks and nodding using an

android. Next, I evaluate the subjective impression of the imitation by comparing

to 1) rule-based eyeblink and nodding, which are simple duration-based motions,

2) eyeblink or nodding generated at breakpoints, and 3) combined eyeblink and

nodding generated at breakpoints and/or in simple duration. Through a subjec-

tive evaluation, two findings were reached: a) eyeblink was effective as a cue of

attentive listening behaviors, b) the imitation of both eyeblinks and nodding did

not improve the perception of attentive listening.

Keywords:

Human-Robot Interaction, Nonverbal Behaviors, Gaze, Eyeblink, and Android

Robots

ii



Contents

1. Introduction 1

1.1 Background and Objective . . . . . . . . . . . . . . . . . . . . . . 1

1.2 Definition and Approach . . . . . . . . . . . . . . . . . . . . . . . 2

1.3 Contributions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4

1.4 Dissertation Layout . . . . . . . . . . . . . . . . . . . . . . . . . . 5

2. Related Works 8

2.1 Eye Movement Control . . . . . . . . . . . . . . . . . . . . . . . . 8

2.2 Eye Behaviors . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9

3. Gaze Calibration for Eye Contact 11

3.1 Calibration Method . . . . . . . . . . . . . . . . . . . . . . . . . . 11

3.1.1 Estimation of the Android’s Gaze Direction . . . . . . . . 14

3.1.2 Calibration Procedure . . . . . . . . . . . . . . . . . . . . 15

3.1.3 Calibration from Datasets . . . . . . . . . . . . . . . . . . 16

3.2 Implementation . . . . . . . . . . . . . . . . . . . . . . . . . . . . 16

3.2.1 Parameter Estimation . . . . . . . . . . . . . . . . . . . . 16

3.2.2 Gaze Behavior Generation . . . . . . . . . . . . . . . . . . 21

3.3 Calibration Evaluation . . . . . . . . . . . . . . . . . . . . . . . . 24

3.3.1 Comparison of Gaze Perception . . . . . . . . . . . . . . . 24

3.3.2 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . 26

4. Eye Behaviors for Naturalistic Talking 28

4.1 Imitation-based Eye Behavior . . . . . . . . . . . . . . . . . . . . 28

4.1.1 Observation . . . . . . . . . . . . . . . . . . . . . . . . . . 28

4.1.2 Extraction of Speaker’s Eye Behavior . . . . . . . . . . . . 30

4.1.3 Mouth Movement . . . . . . . . . . . . . . . . . . . . . . . 31

4.2 Rule-based Eye Behavior . . . . . . . . . . . . . . . . . . . . . . . 33

4.3 Implementation . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33

4.3.1 Setup . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33

4.3.2 Eye Behavior Generation . . . . . . . . . . . . . . . . . . . 35

4.4 Subjective Evaluation . . . . . . . . . . . . . . . . . . . . . . . . . 38

4.4.1 Policy for Evaluation . . . . . . . . . . . . . . . . . . . . . 38

iii



4.4.2 Compared Behaviors . . . . . . . . . . . . . . . . . . . . . 38

4.4.3 Evaluation Method . . . . . . . . . . . . . . . . . . . . . . 39

4.5 Result . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 42

4.5.1 Male Subjects . . . . . . . . . . . . . . . . . . . . . . . . . 42

4.5.2 Female Subjects . . . . . . . . . . . . . . . . . . . . . . . . 46

4.6 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 47

4.6.1 Effect of Imitation . . . . . . . . . . . . . . . . . . . . . . 47

4.6.2 Feeling and Duration of Eye Contact . . . . . . . . . . . . 47

4.6.3 Effect of Eyeblinks . . . . . . . . . . . . . . . . . . . . . . 48

4.6.4 Effect of Gender Difference of Subjects . . . . . . . . . . . 48

5. Eye Behaviors for Attentive Listening 50

5.1 Imitation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 50

5.1.1 Eyeblink Imitation . . . . . . . . . . . . . . . . . . . . . . 50

5.1.2 Nodding Imitation . . . . . . . . . . . . . . . . . . . . . . 51

5.2 Implementation . . . . . . . . . . . . . . . . . . . . . . . . . . . . 51

5.2.1 Eyeblink Motion Generation . . . . . . . . . . . . . . . . . 51

5.2.2 Nodding Motion Generation . . . . . . . . . . . . . . . . . 52

5.2.3 Combined Motion Generation . . . . . . . . . . . . . . . . 54

5.3 Subjective Evaluation . . . . . . . . . . . . . . . . . . . . . . . . . 57

5.3.1 Hypotheses . . . . . . . . . . . . . . . . . . . . . . . . . . 57

5.3.2 Experimental Setup . . . . . . . . . . . . . . . . . . . . . . 57

5.3.3 Patterns . . . . . . . . . . . . . . . . . . . . . . . . . . . . 59

5.3.4 Evaluation Method . . . . . . . . . . . . . . . . . . . . . . 60

5.4 Result . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 60

5.4.1 Eyeblinks . . . . . . . . . . . . . . . . . . . . . . . . . . . 60

5.4.2 Combined Eyeblinks and Nodding . . . . . . . . . . . . . . 61

5.5 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 61

5.5.1 Eyeblinks . . . . . . . . . . . . . . . . . . . . . . . . . . . 61

5.5.2 Imitation of Both Eyeblinks and Nodding . . . . . . . . . 61

6. Conclusion 63

6.1 Gaze Calibration for Eye Contact . . . . . . . . . . . . . . . . . . 63

6.2 Eye Behaviors for Natural Talking . . . . . . . . . . . . . . . . . . 63

iv



6.3 Eye Behaviors for Attentive Listening . . . . . . . . . . . . . . . . 64

6.4 Future Work . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 65

6.4.1 Gaze Calibration . . . . . . . . . . . . . . . . . . . . . . . 65

6.4.2 Eye Behaviors for Natural Talking . . . . . . . . . . . . . . 65

6.4.3 Eye Behaviors for Attentive Listening . . . . . . . . . . . . 65

6.4.4 Perception of a Human’s Gazed Object . . . . . . . . . . . 66

Acknowledgments 68

References 74

Appendix 80

A. Neck Kinematics of Actroid-SIT for Head Movements 80

B. Primary Experiment Regarding Eye Behaviors for Attentive Lis-

tening 81

B.1 Protocol . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 81

B.1.1 Experimental Design . . . . . . . . . . . . . . . . . . . . . 81

B.1.2 Patterns . . . . . . . . . . . . . . . . . . . . . . . . . . . . 82

B.1.3 Evaluation Method . . . . . . . . . . . . . . . . . . . . . . 82

B.2 Result . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 83

B.2.1 Impression of Eyeblink . . . . . . . . . . . . . . . . . . . . 84

B.2.2 Impression of Combined Patterns . . . . . . . . . . . . . . 84

B.3 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 85

B.3.1 Eyeblink Effect . . . . . . . . . . . . . . . . . . . . . . . . 85

B.3.2 Effect of Combination of Eyeblink and Nodding . . . . . . 85

v



List of Figures

1 Android robot Actroid-SIT by Kokoro Company Ltd. . . . . . . . 3

2 Android robot Actroid-SIT changed its clothes . . . . . . . . . . . 7

3 Relationships between the coordinate systems of the camera, the

android’s eyes, head, and base, and the motion capture system.

The optical axis of the camera is aligned with the gaze direction

of the android looking at the camera. . . . . . . . . . . . . . . . . 12

4 Overview of the proposed gaze calibration method. . . . . . . . . 13

5 Calibration environment. . . . . . . . . . . . . . . . . . . . . . . . 17

6 A camera with reflective markers as the gaze direction target. . . 17

7 The android is looking directly into the camera. . . . . . . . . . . 18

8 Calibration results of eyes’ pitch. The points are the datasets. The

line is the regression line. . . . . . . . . . . . . . . . . . . . . . . . 19

9 Calibration results of eyes’ yaw. The points are the datasets. The

line is the regression line. . . . . . . . . . . . . . . . . . . . . . . . 20

10 Results of gaze behavior generation in eyes’ pitch. . . . . . . . . . 22

11 Results of gaze behavior generation in eyes’ yaw. . . . . . . . . . . 23

12 Experimental environment to compare the perception of an an-

droid’s gaze to a human gaze. . . . . . . . . . . . . . . . . . . . . 25

13 Comparison of the average accuracy of subjects’ answers between

android and human, t-test p < 0.001. . . . . . . . . . . . . . . . . 27

14 Examples of the gaze control in the case of −10◦ (left) and −5◦

(right). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27

15 Image obtained from the eye tracker overlaid with a gaze point and

the results of facial detection. . . . . . . . . . . . . . . . . . . . . 29

16 Capturing the pupil using an IR camera. . . . . . . . . . . . . . . 30

17 Face area and eight areas for representing eye movements. . . . . 31

18 Zoom-in of the listener’s image of the speaker’s mouth overlaid

with facial landmarks. . . . . . . . . . . . . . . . . . . . . . . . . 32

19 Experimental scene. We fix the subject’s face using a chin rest. . . 34

20 Nine eye directions. . . . . . . . . . . . . . . . . . . . . . . . . . . 36

21 Mask for hiding mouth. . . . . . . . . . . . . . . . . . . . . . . . . 37

vi



22 Experimental results of male subjects about the impression on the

eye behaviors of the android from the 5-item questionnaire. . . . . 40

23 Experimental results of female subjects about the impression of

the eye behaviors on the android from the 5-item questionnaire. . 41

24 Histogram of eye-direction patterns obtained by observation. Pat-

tern 1 is generated from this result. . . . . . . . . . . . . . . . . . 43

25 Histogram of eye-contact duration obtained by observation. Pat-

terns 1, 2, and 3 are generated from this result. . . . . . . . . . . 44

26 Histogram of the duration of closed eyes in eyeblinks obtained by

observation. Patterns 1 and 2 are generated from this result. . . . 45

27 Example of the human eyeblinks imitation achieved by the devel-

oped method. The eyes close (left) and open (right). . . . . . . . 52

28 Example of the human nodding imitation. The head directs the

front before starting to move down (left). The head finishes moving

down (right). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 53

29 Example of the imitation of the combination of eyeblink and nod-

ding. First, the android nods. Second, the android blinks. Third,

the android nods again. . . . . . . . . . . . . . . . . . . . . . . . . 55

30 Actuator value of the example of the combined motion generation. 56

31 Experimental setup. A subject is sitting in front of the android

which wears a mask, keeping the height of mutual gaze, i.e., estab-

lishing eye contact. . . . . . . . . . . . . . . . . . . . . . . . . . . 58

32 Overview of a gazed object identification by searching for an object

along the estimated face direction. . . . . . . . . . . . . . . . . . . 67

33 Experimental result of the subjective evaluation. . . . . . . . . . . 83

List of Tables

1 T-test results of linear regression. . . . . . . . . . . . . . . . . . . 21

2 Coefficient of determination results. . . . . . . . . . . . . . . . . . 21

3 Significance of differences in true/false numbers for android and

human of subjects’ answers, using McNemar’s test. . . . . . . . . 26

4 Eye behaviors for the comparative experiment. . . . . . . . . . . . 38

vii



5 Patterns for the experiment. . . . . . . . . . . . . . . . . . . . . . 59

6 Result of Godspeed Questionnaire. . . . . . . . . . . . . . . . . . 60

7 Patterns for the primary experiment. . . . . . . . . . . . . . . . . 82

viii



1. Introduction

1.1 Background and Objective

Up to the present, many kinds of robots have been developed and researched.

Although industrial robots which work in well-controlled environment (e.g., a

factory isolated from working spaces for humans) are more effective for executing

tasks nowadays, there are still many challenges in human-centered environments.

Looking back on the history of robotics, Gakutensoku as the first robot in

Japan was developed in 1928. It has a face and two arms, and can move its facial

area and arms, to explore to design human-likeness and animacy on robots [1].

Since this robot had fascinated people in some exhibitions, it indicates that people

have a desire to interact with robots.

When attempting to interact with robots, communication situations occur.

Communication consists of both verbal and nonverbal communication. It is said

that nonverbal communication occupies 60-70% of human communication [2].

Among cues of nonverbal communication, gaze plays an important role, as con-

cluded by Kleinke [3]. Eye contact, which is one of the functions of gaze, has a

role in daily-life communication of coordination, e.g., to seek information, to reg-

ulate interaction with others, and to signal when someones turn to speak [4, 5, 6].

McCarthy et al. [7] investigated the eye movements during thinking. The direc-

tion of the eye movement for breaking eye contact is related to the mental state.

Nakano and Kitazawa [8] showed that eyeblinks of a listener are synchronized

with eyeblinks of a speaker at breakpoints in a conversation.

On the other hand, as a robot platform for the research on human-robot inter-

active communication, android robots (hereinafter referred to as androids) have

been developed [9]. The appearance of androids is very similar to that of human

beings, as exemplified in Figure 1. Compared to more machine-like robots, peo-

ple expect androids to exhibit sophisticated communication traits [10] because of

their human-like appearance. However, after we recognize that the actual com-

munication of the androids is poor, people usually get very disappointed since

the androids do not meet their expectations [11]. To demonstrate all the interac-

tion abilities of androids, realizing the emulation of human-like communication

is essential.
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The main question of this dissertation is what kinds of eye behaviors let us

sense a naturalistic impression. We assume that, if androids can realize natu-

ralistic motions for communication, the impression of androids will be improved.

Hence, this dissertation clarifies how to generate eye behaviors using an android

with a human-like appearance to make humans perceive naturalistic impressions

on Human-Robot Interaction through subjective experiments.

Since precise control of android’s eye behaviors is fundamental for the clarifica-

tion of eye behaviors’ effects, it is necessary to calibrate its eye-direction controller

for establishing human-android eye contact. First, this dissertation proposes a

gaze calibration method for an android robot, which relates an eye direction with

an input control command in order to accurately adjust the android robot’s gaze.

Next, this dissertation investigates which eye behaviors makes what impres-

sions on humans and clarify which are the important factors for attractive eye

behaviors.

Finally, this dissertation clarifies how to generate eyeblinks and nodding to

make an android’s listening behaviors be perceived as attentive listening.

1.2 Definition and Approach

• Eye Behavior

Eye behavior is defined as 1) the attempt to establish eye contact (referred

to as eye-contact bids [12]), 2) the eye movement to break eye contact, and

3) the eyeblink including their frequency and duration.

• Accurate Gaze Control

To generate eye behaviors, especially eye contact, it is necessary to shift

an android’s gaze to look at a human face. To do this, it is required for

controlling the android’s gaze to follow the planned trajectory. Hence, we

need to estimate the relationship between an eye direction and an input

control command. We call this estimation gaze calibration.

• Human-like Motion Generation

We assume that, if androids can realize naturalistic motions for communi-

cation, the impression of androids will be improved. One of the approaches

to realize human-like eye behaviors is the imitation of human motions. This

2



Figure 1. Android robot Actroid-SIT by Kokoro Company Ltd.
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means to imitate the trajectories and timing of actions obtained from ob-

servation. The approach to realize designed eye behaviors is a rule-based

motion generation. This means to generate motions with rules in which the

motion primitives and timing are described. To describe the rules, we use

the knowledge from psychology and cognitive science. These two approaches

may be in a trade-off relationship; the imitation-based method may rely on

the imitated person and the rule-based approach may lead to one of two dif-

ferent results: negatively affect the impression due to non-human-likeness

or positively affect the impression due to the human-likeness.

• Robot Platform

As a common robot platform in this dissertation, we employ the android Act

roid-SIT produced by Kokoro Company, Ltd., shown in Figure 1 and 2.

The surface of this android is covered by skin colored silicone This android

has 42 degrees-of-freedom (DOFs) and is actuated by pneumatic actuators.

Out of all DOFs, 13 DOFs are used for facial area movements. Especially,

two DOFs (pitch and yaw axes) are used for eyeballs. The resolution of

the actuator controller is 8 bits. The input value for each actuator con-

troller is related to the actuator displacement, which covers a range of 256

steps. Thus, the appearance of this android can give humans a human-like

impression.

1.3 Contributions

The contributions of this dissertation are threefold:

1. Gaze Calibration for Human-Android Eye Contact

We proposed a gaze calibration method for human-android eye contact by

using only orientation relationships between the coordinate systems of a

camera, a robot, an external sensor system, which relates an eye direction

with an input control command in order to shift an android’s gaze accurately

to gaze at a human, i.e., make eye contact. (Chapter 3).

2. Eye Behaviors for Naturalistic Talking

We investigated which eye behaviors make what impressions on humans

4



and clarified which are the important factors for attractive eye behaviors.

Through a subjective evaluation, we reached four findings: 1) the imitation

and rule-based behaviors showed no difference in terms of human-likeness, 2)

the 3-second eye contact obtained better scores regardless of the imitation or

rule-based eye behavior, 3) the subjects might regard the long eyeblinks as

voluntary eyeblinks, with the intention to break eye contact, and 4) female

subjects preferred short eyeblinks rather than long ones and considered that

short eyeblinks might be one of the keys to make eye contact more suitable,

in contrast to male subjects who preferred long eyeblinks. (Chapter 4).

3. Eye Behaviors for Attentive Listening

We clarified how to generate eyeblinks and nodding to make an android’s

listening behaviors be perceived as attentive listening. Through a subjective

evaluation, we reached two findings: 1) eyeblink was effective as a cue of

attentive listening behaviors, 2) the imitation of both eyeblinks and nodding

did not improve the perception of attentive listening. (Chapter 5).

1.4 Dissertation Layout

The rest of this dissertation is organized as follows:

Chapter 2:

This chapter summarizes the related works on eye movements and eye be-

haviors for human-robot communication using humanoid robots and an-

droid robots.

Chapter 3:

This chapter proposes a gaze calibration method for human-android eye

contact, which relates an eye direction with an input control command in

order to accurately adjust the android robot’s gaze and also proposes and

describes a method to evaluate the effectiveness of the calibration method.

Chapter 4:

This chapter describes eye behaviors for natural talking to a human. First,

the imitation method of eye movements and eyeblink is developed. Second,

the rule-based method of the generation of eye movements and eyeblink is

5



developed from existing knowledge of the psychology and cognitive research.

Finally, the subjective experiment for the evaluation of the impression of

the eye behaviors is conducted by comparing the imitation-based, the rule-

based, and the combined approaches.

Chapter 5:

This chapter describes eye behaviors for attentive listening to a human.

First, to clarify how to generate eyeblinks and nodding to make an android’s

listening behaviors be perceived as attentive listening, a real-time method to

imitate human eyeblinks and nodding using an android is developed. Next,

the subjective experiment for the evaluation of the impression of imitation

is conducted by comparing the imitation to 1) the rule-based eyeblinks and

nodding, which are simple duration-based motions, 2) eyeblink or nodding

generated at breakpoints, and 3) combined eyeblink and nodding generated

at breakpoints and/or in simple duration.

Chapter 6:

This chapter summarizes and concludes the dissertation. Additionally, some

possible future work is presented.

6



Figure 2. Android robot Actroid-SIT changed its clothes
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2. Related Works

2.1 Eye Movement Control

There are two problems to consider when generating the gaze behaviors for an-

droids. The first problem is the planning of motions including the gaze. Kondo et

al. [13] proposed a gaze motion planning method based on the convergence of the

eyes and the ratio between the angle of the android’s gaze and the angle of the

android’s head angle. Yamamori et al. [14] investigated the conditions for es-

tablishing eye contact when the eyes of an android present saccades around a

stationary position.

The second problem is controlling the android’s gaze to follow the planned

trajectory. To solve this problem, we need to estimate the relationship between

the gaze in the coordinate system of the android’s head and the input values of

the actuator controller in the android’s eyes.

If cameras are built into the android’s eyes, the calibration can be performed

by moving markers to several fixed positions in displayed images, similarly to

the method of calibration of human gaze tracking devices, e.g., Tobii Pro eye

tracking1. However, in the actual case of androids with built-in cameras [15, 16],

these cameras cannot be used for controlling the android’s gaze. Palinko et al. [15]

have reported that it is impossible to track human gaze using these cameras

because the cameras are located behind the plastic covers of the eyes, which

blurs the image. Even in the latest androids such as ERICA[16], the cameras can

be used only for human face tracking, and it is difficult to track small objects

such as calibration markers.

As most androids do not have built-in cameras, we need to use different meth-

ods to add constraints between the orientation of the android’s eyes and the gaze

direction. Even et al. [17] proposed a gaze control method for an android to

make eye contact with humans using a network of external sensors such as laser

range finders and microphone arrays. They reported that calibration is required

to achieve eye contact. They performed calibration between the human-perceived

gaze angle around the yaw axis and the android’s target gaze angle obtained by

using the sensor network. However, they assumed that the relationship between

1Tobii Pro, https://www.tobiipro.com/
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the target angle and the input values of the actuator controller was known a

priori.

2.2 Eye Behaviors

Previous research has shown the effectiveness of an android displaying eye be-

havior. Minato et al. [18] evaluated human-likeness of an android by comparing

gaze behaviors in human-android interaction to that in human-human interac-

tion. Shimada et al. [19] evaluated the effect of eye contact between a human and

an android. Tatsukawa et al. [20] investigated the synchronization of eyeblinks

between an android and a human. Lala et al. [21] used the eye movement of an

android to let a speaker know that the android is listening to a participant and to

take turns in the conversation. Kondo et al. [22] used the gaze of a receptionist

android to increase the number of people who voluntarily talk to the android.

Luo et al. [23] attempted to express personality with an android by controlling

the eye movements. Iwamoto et al. [24] found out the combination between the

eye directions and the timing of eyeblinks as one of the subconscious behaviors

that can become a deception cue when an android tells a lie in a simple game.

Other studies have shown the effectiveness of the robots’ eye behaviors even

without using androids, e.g., using social humanoid robots with human-like eye

mechanisms. Yoshikawa et al. [25] investigated the effect of the responsive eye

movement and blinking behavior using a humanoid robot called Robovie-R2.

Lehmann et al. [26] investigated the influence of eyeblinking behavior based on

human physiological data using a humanoid robot called iCub. Disney Research

developed an architecture that seeks not only to create gaze interactions from a

technological standpoint, but also through the lens of character animation where

the fidelity and believability of motion is paramount, using a humanoid bust [27].

Hardjasa et al. [28] found that cultural experience could have some significant ef-

fects on gaze behavior, particularly in averted gaze direction and frequency of gaze

shifts or changes in gaze direction, using a small humanoid robot called CommU.

In addition, to improve humanlikeness of humanoid robots’ eye behaviors, Todo,

an artist who focuses on gaze, especially eye contact, developed the animatronic

humanoid robot SEER [29]. SEER, as an art piece, has fascinated people in
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various exhibitions2.

To realize a human-like behavior, various approaches to imitate human behav-

ior have been attempted. One of the methods is to model the relationship between

stimuli from the outside and human reactions. Zaraki et al. [30] modeled the gaze

movements using the observation of subjects and predict gaze movements from

the visual stimuli. They also modeled the relationship between the frequency of

eye movements and eyeblinks [31]. Some research methods proposed to construct

gaze models with a probabilistic approach for robot heads to socially interact

with humans. Hoffman et al. [32] proposed a probabilistic model of gaze direc-

tions during joint attention; the directions are achieved by a pan-tilt movement

of a robot head. Duque-Domingo et al. [33] proposed a probabilistic model of

head-eye movement ratio to control gaze directions for social interaction with

multiple people. On the other hand, methods to imitate behaviors by playing

back the observation with small editing are often used [22, 34, 35]. These im-

itation methods limit the applicable situations to those that are similar to the

situations in the observation. However, the difficulty in explicitly modeling the

human behaviors can be skipped.

2http://www.takayukitodo.com/#seer
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3. Gaze Calibration for Eye Contact

In this chapter, we propose a gaze calibration method which relates an eye direc-

tion with an input control command, using a single camera as the gaze direction

target with the android staring at the camera in various locations. The pro-

posed method consists of two steps. First, as shown in Figure 3, we estimate

the android’s gaze direction from the android’s head orientation and the camera

orientation, only using the relationships between each coordinate system. Next,

we model the relationship between the gaze direction and the input values of the

actuator controller to create datasets to estimate the parameters of the modeled

relationship.

We also propose a method for evaluating the effectiveness of the gaze cali-

bration method. To do this, we compared subjects’ perception of the calibrated

android’s gaze with a human gaze.

3.1 Calibration Method

Figure 4 shows an overview of our proposed calibration method. For gaze cali-

bration, it is necessary to estimate the android’s gaze directions using external

sensors. We then perform gaze calibration by collecting the datasets of the rela-

tionships between an input value of the actuator controller and the corresponding

gaze direction.
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Figure 3. Relationships between the coordinate systems of the camera, the an-

droid’s eyes, head, and base, and the motion capture system. The optical axis

of the camera is aligned with the gaze direction of the android looking at the

camera.
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Figure 4. Overview of the proposed gaze calibration method.
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3.1.1 Estimation of the Android’s Gaze Direction

As shown in Figure 3, we assume the optical axis of the camera is aligned with

the gaze direction. The coordinate systems of the android are defined as the body

ΣR, the eyes ΣE, and the head ΣH , while the coordinate systems of the camera

is ΣC , and the motion capture system is ΣM . The gaze direction has only two

DOFs along the pitch axis (up/down) and the yaw axis (right/left) as we assume

there are no roll movements of the eyes. With respect to the head orientation,

then, the rotation matrix ERH of the android’s gaze direction is defined as

ERH = Ry(θβ)Rz(θγ). (1)

The matrix Ry(θβ) is the rotation matrix of the pitch axis. The matrix Rz(θγ)

is the rotation matrix of the yaw axis.

The rotation matrix ERH from the coordinate system of the eyes to that of

the head is expressed by

ERH = ERC
CRM

MRR
RRH . (2)

There are four rotation matrices from one coordinate system to another that we

must define:

1. ERC from the coordinate system of the eyes to that of the camera,

2. CRM from the coordinate system of the camera to that of the motion cap-

ture system,

3. MRR from the coordinate system of the motion capture system to that of

the android,

4. RRH from the coordinate system of the android to that of the head.
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The matrix RRH is calculated from the android’s forward kinematics. The

matrix CRM is measured by the motion capture system and the matrix MRR is

already known after we set up the measurement environment.

As mentioned, we assume that the camera optical axis is aligned with the

gaze direction. When we set the coordinate system of the camera ΣC so that the

optical axis is a roll axis, the matrix ERC is expressed by

ERC = Rx(θα), (3)

where the matrix Rx(θα) is the rotation matrix around the roll axis.

Then, according to (2), the following relation can be obtained:

CRE
ERH = Rx(−θα)Ry(θβ)Rz(θγ)

= CRM
MRR

RRH . (4)

We can solve the three values, θα, θβ, and θγ in (4) analytically because the right

side of the equation in the second line is already known. Therefore, we can obtain

the parameters, θβ and θγ about the gaze direction.

3.1.2 Calibration Procedure

To estimate the gaze direction, we have to align the camera optical axis and

the gaze. To achieve this, we first align the eye positions with the center of the

camera lens as the camera optical axis goes through the center of the eye ball.

Next, we control the gaze direction to look at the camera so that the gaze goes

through the camera optical center. As a result we can align the gaze and the

camera optical center.

The procedure for the calibration is as follows:

1. Setup the camera so that the android’s eyes are centered.

2. Adjust the actuator input values so that the android stares at the camera

by watching the image obtained from the camera.

3. Estimate the gaze direction using (4).

4. Record the final values of the actuators and the gaze direction into the

datasets.

5. Repeat 1 to 4 in various positions.
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3.1.3 Calibration from Datasets

The equation of a relationship between the gaze direction and the input values

of the actuator controller is modeled as

θβ = a1xcmd1 + b1, (5)

θγ = a2xcmd2 + b2, (6)

where θβ and θγ are the pitch and yaw angles of the gaze direction, and xcmd1 and

xcmd2 are the input values of the controller for the eyes’s actuators. To calculate

a1, b1, a2, b2, the parameters of the relationship, we use simple linear regression

with the datasets between θ and xcmd.

3.2 Implementation

For the implementation, we used the android Actroid-SIT as aforementioned in

Chaper 1.2.

3.2.1 Parameter Estimation

As shown in Figure 5, we set up the measurement environment to estimate the

android’s gaze direction and make datasets for calibration. A camera with re-

flective markers as the gaze direction targets, shown in Figure 6 was placed in

front of the android inside the range of a motion capture system. We measured

the camera’s orientation with the motion capture system OptiTrack 3 when the

android was looking directly into the camera, as shown in Figure 7.

We generated datasets for eighteen different positions by adjusting the actu-

ator input values for the eyes so that the android stared at the camera. The

estimated regression lines expressed by

θβ = 0.104 xcmd1 − 8.95, (7)

θγ = 0.465 xcmd2 − 63.97. (8)

Figure 8 and 9 are plots of the datasets and the regression lines of the eyes’ pitch

and yaw.

3OptiTrack, http://www.optitrack.com
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Figure 5. Calibration environment.

Figure 6. A camera with reflective markers as the gaze direction target.
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Figure 7. The android is looking directly into the camera.
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Figure 8. Calibration results of eyes’ pitch. The points are the datasets. The line

is the regression line.
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Figure 9. Calibration results of eyes’ yaw. The points are the datasets. The line

is the regression line.
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Table 1. T-test results of linear regression.

Eyes’ pitch Eyes’ yaw

slope intercept slope intercept

p-value 7.81e-08 *** 9.10e-06 *** 5.23e-11 *** 4.48e-11 ***

***: p < 0.001

Table 2. Coefficient of determination results.

Eyes’ pitch Eyes’ yaw

0.84 0.94

To analyze the confidence of the regressions, we used the t-test and calculated

coefficients of determination. Table 1 shows the t-test results. The results indicate

a significant difference in the pitch and yaw of the eyes. Table 2 shows the

coefficients of determination. These results indicate high scores for the coefficients

of determination of both the pitch and yaw of the eyes. Therefore, we conclude

that we have high confidence in the estimated regressions.

3.2.2 Gaze Behavior Generation

Gaze behavior can be generated using (7), (8) to determine the eye’s pitch and

yaw for any gaze direction. We tested the effectiveness of the proposed method by

examining the differences between images from a fixed camera and images from

the camera as the gaze direction target. Figure 10 and 11 show examples of the

changes in the gaze when the eyes’ pitch and yaw are changed in each direction.

The upper row shows the images obtained from a camera fixed in front of the

android. In this case, eye contact is achieved with the center image. The lower

row shows images obtained from a camera in the direction of the gaze. In all of

these images, eye contact is achieved. We conclude from this that the calibrated

gaze can be directed in various directions.
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3.3 Calibration Evaluation

3.3.1 Comparison of Gaze Perception

We can assume that a human has the ability to achieve and recognize eye contact.

If the calibration succeeds, the android should be able to achieve eye contact

like a humans. Therefore, we hypothesize that if the calibration succeeds, if

the proposed method works well, then the accuracy of the android’s gaze will

approach the accuracy of a human’s gaze as perceived by human subjects.

We conduct an experiment with 20 subjects of the perception of the android

gaze compared to a human gaze. The subjects’ task was to indicate whether or

not the gaze in a facial picture of an android or a human is directed at where the

subject was sitting, i.e., the android/human looking at the subject. Figure 12

shows the experimental environment. The pictures were simultaneously taken

with five cameras fixed in the directions of yaw angles (−10◦, −5◦, 0◦, 5◦, and

10◦) at a distance of 1.5m from the android or human (one adult male). The

android or human looked at one of the five cameras and repeated this five times.

One of five pictures provided the android gaze or the human gaze. For this task,

25 pictures of the android or the human were obtained. These pictures were then

shown to the subject one by one in random order. Due to the limitations of the

cameras’ size and space, we did not conduct a comparison experiment for the

pitch angles.

Figure 13 shows the averages for accurately determining whether or not the

android or human was looking at the camera in this experiment. The results of

this experiment indicate no significant difference between the android and human

averages as assessed by the t-test for the cases of 0◦, ±5◦ and 10◦ in the yaw angle

of the camera. However, the −10◦ yaw angle of the camera did have a significant

difference (p < 0.001).

To check these results, we used McNemar’s test [36]. Table 3 shows the results

of comparison between the android and human responses in true/false numbers

of subject’s answers in the experiment. Again, the results indicate no significant

differences for the case of ±5◦, and 10◦ in the yaw angle of the camera. However,

both the 0◦ (p < 0.05) and −10◦ (p < 0.001) did have the significant differences

according to this test.
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Figure 12. Experimental environment to compare the perception of an android’s

gaze to a human gaze.
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Table 3. Significance of differences in true/false numbers for android and human

of subjects’ answers, using McNemar’s test.

Yaw angle of camera [deg] −10 −5 0 5 10

p-value 0.0001012 *** 0.4669 0.02905 * 0.0707 0.1317

*: p < 0.05, ***: p < 0.001

3.3.2 Discussion

The experimental results indicate that compared to human gaze control, the

calibrated android’s gaze control is equivalent in most cases. However, there

were significant differences in the cases of 0◦ and −10◦. Here we analyze the

factors causing these differences.

In the case of 0◦ as can be seen in Figure 13, the perception for the human gaze

was lower than for other angles. This may be due to the influence of individuality,

such as the balance of a human face and eyes, unlike an android’s artificial face

and eyes, or the influence of sex, such as impressions of the facial contour or

hairstyle.

In the case of −10◦, however, we found that the android’s gaze was not con-

trolled accurately. Figure 14 shows pictures of the −10◦ and −5◦ android gazes’.

Examining these pictures, we can see that there is a possibility that the gaze is

not controlled within the range of −10◦ to −5◦ since eye contact was not achieved.

Therefore, to evaluate the hypothesis more thoroughly that if the calibration

method succeeds, then human subjects will perceive android and human gazes at

equivalent accuracy, we believe it is necessary to have a human facial picture that

is the same sex as that of the android, to use more than one individual for the

human facial pictures to have various faces for the human facial pictures, and to

expand the diversity of subjects in the experiment. We should also expand the

range of angles of the gaze in the pictures.
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Figure 13. Comparison of the average accuracy of subjects’ answers between

android and human, t-test p < 0.001.

Figure 14. Examples of the gaze control in the case of −10◦ (left) and −5◦ (right).
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4. Eye Behaviors for Naturalistic Talking

In this chapter, we clarify which eye behaviors make what impressions on humans

when an android speaks. Thus, we evaluate the human impression of eye behav-

iors displayed by an android while talking to a human by comparing the motions

generated by the two approaches. Concretely, in the imitation-based approach,

the android imitates human eye behavior while explaining some research topics

to a subject who acts as the listener. We develop a method to imitate the eye

behavior observed using eye trackers worn by the human subject. In the rule-

based approach, to generate the eye behavior of the android, we manipulate the

eye direction, eye-contact duration, and eyeblinks based on the preference and

regularity of human eye behavior found in psychology and cognitive research.

For the evaluation, we conducted two experiments with male and female sub-

jects following the same protocol. We prepare seven patterns of android’s eye

behaviors: three for imitation-based and four for rule-based behaviors. We show

subjects the eye behaviors in the random order and ask them to do a subjective

evaluation.

4.1 Imitation-based Eye Behavior

To realize the imitation of human eye behavior by an android, we need to develop

1) a data acquisition method to collect human eye behaviors, and 2) an imitation-

based method which uses the acquired data. In our scenario, the android imitates

the eye behavior and mouth movements of a female speaker who explains her

research topic in Japanese. Since the eye behavior is related to the context [8],

the android replays the eye behavior with the recorded voice. Here, we control

the eyes, eyelids, and mouth of the android.

4.1.1 Observation

We used two subjects to collect the behavior to be imitated: a female speaker and

a female listener. The two subjects were sitting on opposite sides. The distance

between the subjects was 80 cm. We only asked the female speaker to explain her

research topic for one minute while the listener listened to her. Before starting,

we explained what the eye tracker is to both of them and asked them not to pay

28



Figure 15. Image obtained from the eye tracker overlaid with a gaze point and

the results of facial detection.

attention to the eye tracker. We also explained that it is necessary to calibrate

the tracker before the observation. We did not ask the subjects to do anything

else.

The speaker did not have much time to practice her explanation. Thus, while

she talked, she needed to consider what she was about to say. We expect that

the speaker subconsciously performs eye behaviors representing various mental

states, such as thinking and making decisions about the contents of talking.

We used two Pupil Labs [37] eye trackers: the speaker and listener wore one

each. Simultaneously, we recorded the voice of the speaker. From the speaker’s

tracker, we extract the speaker’s eye behavior. From the listener’s tracker, we

estimate the mouth movements of the speaker.

Figure 15 shows an observation from the speaker’s tracker. The tracker obtains

an image from the speaker’s view and records the gaze point (red point) on the

image. As shown in Figure 16, the tracker observes the pupils using an IR camera

that records the eye close-up in order to estimate gaze directions. The tracker

also extracts the boundary of the pupil.
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Figure 16. Capturing the pupil using an IR camera.

4.1.2 Extraction of Speaker’s Eye Behavior

When the speaker looks at the listener’s face, we regard that as the speaker

establishing eye-contact bids. Thus, to detect eye-contact bids, we calculate the

gaze positions of the speaker relative to the listener’s face. We detect the face on

the image using OpenFace [38]. Figure 15 also shows the results of detecting the

face (the blue dots). We calculate the axis-aligned bounding box that covers the

blue dots. If the gaze point is inside this bounding box, we determine that there

is an eye-contact bid. As shown in Figure 17, to determine how an eye-contact

bid is broken, we divide the areas outside the facial bounding box into eight areas.

We denote the eye movement behavior to break the eye-contact bids using the

names of the eight areas.

As shown in Figure 16, we use the extracted boundary of a pupil to estimate

eyeblinks. From the boundary, we can calculate the size of a pupil on the image
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Figure 17. Face area and eight areas for representing eye movements.

coordinates. Since the size changes continuously, we obtain the maximum size

from the whole video and consider as eyeblinks whenever the size is less than half

of the maximum size.

4.1.3 Mouth Movement

To extract the mouth movements, we also apply OpenFace [38] to the listener’s

images and extract facial landmarks. From the landmarks, we can estimate the

contour of the mouth. Figure 18 shows a zoomed-in area around the mouth. We

obtain the axis-aligned bounding box of the mouth and then calculate the size of

the box.
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Figure 18. Zoom-in of the listener’s image of the speaker’s mouth overlaid with

facial landmarks.
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4.2 Rule-based Eye Behavior

To describe the rules for generating human-like eye behaviors using an android,

we use knowledge from psychology and cognitive science research on humans, in

which the preference and regularity regarding human eye behavior has been in-

vestigated. Binetti et al. [39] found out that the preferred period of eye-contact

duration is around 3 seconds rather than shorter or longer by using data includ-

ing a wide range of ages, cultures and personality types. As we mentioned in

Chapter 1, the direction of the eye movement for breaking eye contact is related

to the mental state through the investigation of the eye movements during think-

ing. Stern et al. [40] points out that eyeblinks are classified into voluntary and

reflexive eyeblinks, and, in particular, that voluntary eyeblinks may represent a

certain intention.

From the findings of the research works described above, we define the rules

considering the following three aspects and then generate the behaviors of eye

movement following these rules. First, an android breaks eye contact by changing

eye direction. Second, an android repeats the 3-second eye contact. Third, an an-

droid uses two types of eyeblinks: short eyeblinks as reflexive eyeblinks, i.e., close

the eyes for 0.2 seconds, and long eyeblinks as voluntary eyeblinks, i.e., close the

eyes for 0.5 seconds.

4.3 Implementation

4.3.1 Setup

For the implementation, we used the android Actroid-SIT as aforementioned in

Chapter 1.2. We used our proposed method as mentioned in Chapter 3.1 to

relate the actuators’ input to the eye direction to imitate the eye behavior of the

speakers.

Figure 19 shows the experimental setup. To precisely establish eye-contact

bids, we use a chin rest to fix the subject’s face in front of the android’s face. The

chin rest also fixes the subject’s face direction to the android’s face and at 80 cm

from the android, which are the same conditions as in the observation part. We

can regard eye-contact bids as eye contact in this situation.

Since the android is actuated by pneumatic actuators, the air compressor
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Figure 19. Experimental scene. We fix the subject’s face using a chin rest.

that drives the actuators makes noise. To avoid that this affects the subjects’

evaluation, we asked them to wear earphones and played the sound of the female

speaker through them.
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4.3.2 Eye Behavior Generation

With this android, eye directions, eyeblinks, and mouth movements are all in-

dependently controlled. As shown in Figure 20, to control the eye direction, we

define nine eye directions and choose one of them. In the imitation case, we

switch between the eye contact direction and the other eight directions. We also

control the eyelids of the android following the timing of eyeblinks.

Since the android only has one DOF in the mouth to control the amount of

opening, we can control the mouth using the estimated mouth sizes. However, due

to the limitation of this DOF, it is difficult to open the mouth horizontally, such

as the mouth shape used to pronounce i in Japanese. This may make subjects feel

that the mouth movement is unnatural. Therefore, we decided that the android

would wear a mask to avoid this, as shown in Figure 21. As the subject can

perceive the mouth movement under the mask, the subject feels that the android

is talking. Finally, the voice is replayed as it is, since the observed speaker is

female.
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Left up Center up Right up

Left center Eye contact Right center

Left under Center under Right under

Figure 20. Nine eye directions.
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Figure 21. Mask for hiding mouth.
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Table 4. Eye behaviors for the comparative experiment.

Pattern Timing of Direction of Eyeblinks

eye movements eye movements

（1） Imitation Imitation Imitation

（2） Imitation Right up or left up Imitation

（3） Imitation Right up or left up
Short eyeblinks at

breakpoints

（4） Every 3 [s] Right up or left up No

（5） No No
Short eyeblinks

every 3 [s]

（6） No No
Long eyeblinks

every 3 [s]

（7） No No No

4.4 Subjective Evaluation

4.4.1 Policy for Evaluation

We evaluated the impression of the generated eye behaviors on the android by

comparing between the imitation-based motion generation approach and the rule-

based approach. In the comparison, we only focused on eye behavior, with the

mouth movements and voices kept always the same. We setup the comparisons

considering the following four aspects. First, we evaluate the effects of the imi-

tated eye behavior: if human-like motions are realized or not, and what impression

it makes on humans. Second, we investigate the impression and duration of eye

contact using questionnaires, as mentioned in Chapter 4.2. Third, we evaluate the

effect of eyeblinks between short one and long one, as also mentioned in Chap-

ter 4.2. Finally, we also investigate the impression difference of eye behaviors

between male and female subjects.

4.4.2 Compared Behaviors

Table 4 shows the seven patterns of eye behavior including imitation, rule-based

and their combinations. Pattern 1 is a complete imitation pattern, which is

obtained from the situation introduced in Chapter 4.1. We used one set of the
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observed data in the experiment.

In Pattern 2, we edit eye movements from Pattern 1 by adding the rule-

based approach. When the eye moves away from the eye contact, we change the

original direction by randomly choosing either the left-up or right-up directions.

Eye contact and eyeblinks keep the original duration and timing of the observed

data. In Pattern 3, we edit the eye movements and timing of eyeblinks from

the Pattern 1. First, we remove all eyeblinks and then manually insert eyeblinks

at the breakpoints in the conversation. If the duration of eye contact becomes

longer than 3 seconds, we insert eye movement (left-up or right-up directions)

to break the eye contact. In other words, from Pattern 1 to 3, the amount of

editing is increased. We do this to evaluate the imitation by controlling the level

of imitation.

From Pattern 4 to 7, the behaviors are based on rules. Patterns 4, 5, and

6 repeat 3-second eye contact, and breaking it by changing eye direction, short

eyeblinks, and long eyeblinks, respectively. Pattern 7 always keeps eye contact

without eyeblinks.

4.4.3 Evaluation Method

We recruited 17 male Japanese subjects (mean age = 23.29; SD = 0.85) and eight

female Japanese subjects (mean age = 24.00; SD = 1.31), all students of Nara

Institute of Science and Technology, who were asked for their impression using a

questionnaire. In the questionnaire, we asked the subjects to score the following

five items (in Japanese) on a scale from 1 to 7 points (lower score is better):

(a): kind (1) - bad (7)

(b): adequate eye contact (1) - long eye contact (7)

(c): adequate eye contact (1) - short eye contact (7)

(d): attractive (1) - unattractive (7)

(e): humanlike (1) - non-humanlike (7)

Questions (b) and (c) directly ask the preference of eye-contact duration.

This is because we would like to distinguish between adequate, short, and long
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Figure 22. Experimental results of male subjects about the impression on the eye

behaviors of the android from the 5-item questionnaire.

eye contact preferences. We intended that question (e) evaluates the quality of

the generated android behaviors, while questions (a) and (d) evaluate the overall

impression of the android behavior. We have expected that, as the amount of

imitation decreases, the score in the human-like question becomes worse. In

addition to the aforementioned questionnaire, we included a free-description type

of question and asked the subjects to write about their impression of the android

behaviors.
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Figure 23. Experimental results of female subjects about the impression of the

eye behaviors on the android from the 5-item questionnaire.
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4.5 Result

4.5.1 Male Subjects

Figure 22 shows the average scores of 17 male Japanese subjects. The different

colored lines show the results of the seven different patterns. In all items, except

for short eye contact, Pattern 7 obtained the worst scores. In all patterns, the

scores in the kind-bad item showed a similar tendency to those in the attractive

item.

To analyze these results statistically, we performed a one-way ANOVA test

and then performed false discovery rate (FDR) [41] to solve multiple testing

problems after significant difference was revealed by the ANOVA test. In the

humanlike item, the statistical analysis revealed significant differences (p < 0.05)

between Pattern 7 and the rest of the patterns. We also found that there were no

significant differences (p > 0.1) between the imitation and rule-based eye behavior

patterns in the humanlike item.

In the adequate-long eye contact item, the statistical analysis revealed i) sig-

nificant differences (p < 0.05) between Pattern 5 and Patterns 1, 2 and 3; ii)

significant differences (p < 0.01) between Pattern 7 and the rest of the patterns;

and, iii) significant difference tendency (p < 0.1) between Pattern 2 and the rest

of the patterns except for Pattern 3. In the adequate-short eye contact item, the

statistical analysis revealed iv) significant differences (p < 0.05) between Pattern

1 and the rest of the patterns except for Patterns 2 and 3, and v) significant

differences (p < 0.05) between Pattern 2 and the rest of the patterns. Therefore,

Pattern 5 gave the feeling of longer eye contact than Patterns 1, 2 and 3 to the

male subjects. Moreover, the male subjects regarded Patterns 1 and 2 as having

short eye-contact duration.

Compared to Pattern 6, the male subjects regarded Pattern 5 as having long

eye-contact duration (p < 0.1) in the adequate-long eye contact item even though

the duration was the same.
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Figure 24. Histogram of eye-direction patterns obtained by observation. Pattern 1

is generated from this result.
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Figure 25. Histogram of eye-contact duration obtained by observation. Pat-

terns 1, 2, and 3 are generated from this result.
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Figure 26. Histogram of the duration of closed eyes in eyeblinks obtained by

observation. Patterns 1 and 2 are generated from this result.
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4.5.2 Female Subjects

Figure 23 shows the average scores of eight female Japanese subjects. The dif-

ferent colored lines show the results of the seven different patterns. In all items

except for the adequate-short eye contact item, Pattern 7 obtained the worst

scores. In all patterns, the scores in the kind-bad item showed a similar tendency

to those in the attractive item.

To analyze these results statistically, we performed a one-way ANOVA test

and then performed false discovery rate (FDR) [41] to solve multiple testing prob-

lems after significant difference was revealed by the ANOVA tests as in Chap-

ter 4.5.1.

In the humanlike item, the statistical analysis revealed significant difference

tendency (p < 0.1) between Pattern 7 and the rest of patterns. We also found

that there were no significant differences (p > 0.1) between the imitation and

rule-based eye behavior patterns in the humanlike item.

In the adequate-long eye contact item, the statistical analysis revealed signif-

icant difference tendency (p < 0.1) between Pattern 7 and the rest of patterns,

Pattern 6 and the rest of patterns except for Pattern 5, and Pattern 5 and the

rest of patterns. In the adequate-shorter eye contact item, the statistical analysis

revealed significant difference tendency (p < 0.1) between Pattern 1 and the rest

of the patterns except for Pattern 3 and 6, and also revealed significant difference

tendency (p < 0.1) between Pattern 2 and the rest of the patterns. Therefore,

Pattern 5 and 6 gave the feeling of longer eye contact to the female subjects.

Moreover, the female subjects regarded Pattern 5 and 6 as having longer eye-

contact duration and Patterns 2 as having shorter eye-contact duration.

While not statistically significant (p > 0.1), compared to Pattern 5, the female

subjects regarded Pattern 6 as having long eye-contact duration even though the

duration was the same.
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4.6 Discussion

4.6.1 Effect of Imitation

Comparing between the imitation and rule-based eye behavior, there were few

differences in the humanlike item (p > 0.1). Compared to whole-body motion,

eye movement is simple and has small numbers of DOFs. We think that is why

the rule-based eye behavior is perceived as humanlike over the imitation eye

behavior. Considering the results of Patterns 4 and 7, subjects did not perceive

the behaviors as kindness in the patterns where there is neither movement nor

eyeblinks.

While not statistically significant (p > 0.1) in most of items, there were fewer

differences between Patterns 1 and 2. Figure 24 shows the histogram of eye-

direction patterns obtained by observation. Pattern 1 (i.e., the imitation of the

eye directions) is generated from this result. The speaker that the android im-

itates explains her research topic while considering the contents. This leads to

many left-up eye movements when breaking eye contacts. Changing left-up eye

movement to right-up eye movement may not cause significant changes in the

feeling of the subjects.

4.6.2 Feeling and Duration of Eye Contact

From the results, keeping 3-second eye contact obtained better overall scores. Es-

pecially, Pattern 5 obtained the best scores. In the imitation aspect, compared to

Patterns 1 and 2, Pattern 3 tried to keep eye contact longer. In the adequate-short

eye contact item, the statistical analysis revealed (p < 0.05) between Patterns 2

and 3.

Figure 25 shows the histogram of eye-contact duration obtained by observa-

tion. Patterns 1, 2, and 3 (i.e., the imitation of eye contact) are generated from

this result. We assume that both eye movements and eyeblinks break eye contact.

In most cases, the speaker established eye contact for two seconds or less. We

think that is the reason why subjects tend to regard Patterns 1 and 2 as having

shorter eye contact. As a result, Pattern 3 obtained better scores than Patterns

1 and 2.
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4.6.3 Effect of Eyeblinks

From the results, compared to Patterns 4 and 7, Patterns 5 and 6 obtained

better scores in the kind-bad, attractive and humanlike items. In most cases, the

statistical analysis revealed significant difference tendency (p < 0.1) except for

the humanlike item. Hence, compared to the eye behaviors without eyeblinks,

using eyeblinks brings positive impressions.

While not statistically significant (p > 0.1) in most of items, Figure 22 and 23

show slight differences in the scores between Patterns 5 and 6. The difference

between the condition of the two patterns is only the duration of eyes closing in

eyeblinks. Even though the eye-contact duration is the same in both patterns,

the subjects tended to feel that the eye-contact duration is different with the two

types of eyeblinks. The duration of eye closing might affect the impression of the

eye-contact duration.

Figure 26 shows the histogram of the duration of closed eyes in eyeblinks

obtained by observation. Patterns 1 and 2 (i.e., the imitation of eyeblinks) are

generated from this result. From Figure 26, in most eyeblinks, the eyes are

closed for 0.3 seconds or less, i.e., short eyeblinks. We think reflexive eyeblinks

are represented by short eyeblinks and voluntary eyeblinks are considered much

more as attempts to break eye contact.

4.6.4 Effect of Gender Difference of Subjects

From the results, we found that there was a difference between the male and

female subjects. Concretely, regarding eyeblinks, compared to Pattern 6 (i.e.,

the long eyeblinks), the female subjects answered that the scores of Patterns

3 and 5 (i.e., the short eyeblinks) in all items except for the adequate-short

eye contact item are better. By contrast, compared to Patterns 3 and 5 (i.e.,

the short eyeblinks), the male subjects answered that the score of Pattern 6

(i.e., the long eyeblinks) in all items except for the adequate-long and adequate-

short eye contact items was better. Additionally, through the free-description

type questionnaires, most of the female subjects mentioned that they noticed

differences between all seven patterns regarding the frequency and/or duration

or/and timing of the eyeblinks. In contrast, only some male subjects mentioned

the eyeblinks, which means that they might have not given much importance to
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the differences in the eyeblinks.

Therefore, by comparing to the male subjects, the female subjects preferred

short eyeblinks over long eyeblinks and regarded that short eyeblinks might be

one of the keys to make eye contact more suitable than long eyeblinks, even

though the eye-contact duration is the same in both eyeblinks.
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5. Eye Behaviors for Attentive Listening

The hypothesis of this chapter is that if an android acting as a listener imitates

eyeblinks and nodding of a human speaker in face-to-face communication, the

android can make a human speaker perceive its listening behavior as attentive

listening. Here, we clarify how to generate eyeblinks and nodding to make an

android’s listening behaviors be perceived as attentive listening. First, we develop

a real-time method to imitate human eyeblinks and nodding using an android.

Next, we evaluate the subjective impression of the imitation by comparing to 1)

rule-based eyeblink and nodding, which are simple duration-based motions, 2)

motions generated at breakpoints, and 3) combined motions.

5.1 Imitation

For an android to imitate humans’ eyeblink and nodding, it is necessary to obtain

the information of eyeblink and nodding from the movement on humans’ facial

area. To do this, there is a method in which a human speaker wears an eye

tracker or a wearable device [42]. However, we would like to avoid to employ it in

order to realize a natural face-to-face communication situation with an android.

Therefore, we decided to use a camera placed outside an android to obtain in-

formation on a human’s facial area. Hence, we employ OpenFace 2.0 [43], which

can get facial landmarks in real time to obtain the information.

5.1.1 Eyeblink Imitation

By manipulating open/close the eyelid of an android (i.e., only one DOF in this

case), we realize the generation of eyeblink motions. To obtain human eyeblink

information, we use the number 45 of Action Units (AU45) which is an index

of Facial Action Coding System [44] calculated from OpenFace 2.0. Setting a

threshold as half the value of AU45, we can decide whether to open or close the

eyelid. Finally, by converting the binarized output with the threshold to the input

value of the controller for the eyelid’s actuator, we achieve the eyeblink imitation

motion.
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5.1.2 Nodding Imitation

By moving up/down the neck of an android, we realize the generation of nodding

motion. We manipulate only the pitch of the neck. To obtain human nodding

information, we use the orientation of the head calculated by OpenFace 2.0. Con-

cretely, we use the pitch angle of the head (i.e., move up/down) in the camera

coordinate system from the calculated head orientation. Then, we convert it to

the input value of the controller for the neck’s actuators with the method de-

scribed in Appendix A. Here, we define the nodding motion as the motion where

the neck moves in the range from the frontal pose to a looking-down pose because

the neck does not move backward when nodding. Finally, by limiting the range of

the input value of the controller for the neck’s actuators to the range that makes

the neck move between the frontal pose and the looking-down, we achieve the

nodding imitation motion.

5.2 Implementation

For the implementation, we used the android Actroid-SIT as aforementioned in

Chapter 1.2. To construct the software system, we employ the Robot Operating

System (ROS)4 as a software middleware and then use the ROS package of Open-

Face2.0 5 and a USB web camera for OpenFace2.0.

5.2.1 Eyeblink Motion Generation

Figure 27 shows an example of the result of eyeblink motion generation. The

human, as the imitation target, started with the eyes closed, and then opened

them. The upper row of Figure 27 shows that the information of the eyes area can

be obtained from the detected facial landmarks using OpenFace 2.0. The bottom

row of Figure 27 shows that the android could start with the eyes closed, and

then open them. Thus, we confirmed that the android can imitate the human’s

eyeblinks.

4ROS, http://wiki.ros.org/
5openface2 ros, https://github.com/ditoec/openface2_ros
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Figure 27. Example of the human eyeblinks imitation achieved by the developed

method. The eyes close (left) and open (right).

5.2.2 Nodding Motion Generation

Figure 28 shows the example result of the nodding motion generation. First, the

human as an imitation target started looking at the front, and then moved the

head down. The upper row of Figure 28 shows that the head orientation can be

obtained from the visualized 3D bounding box of the head area by OpenFace 2.0.

First, the bottom row of Figure 28 shows that the android could start looking at

the front, and then move the head down. Thus, we confirmed that the android

can imitate the human’s nodding.
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Figure 28. Example of the human nodding imitation. The head directs the front

before starting to move down (left). The head finishes moving down (right).
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5.2.3 Combined Motion Generation

Figure 29 shows the example result of the combined motion generation (i.e.,

eyeblinks and nodding). Moreover, Figure 30 shows the plot on the actuator value

of the same example result. First, the human as the imitation target started facing

down (i.e., nodding). Next, the human faced up and then blinked. Finally, the

human stopped blinking and then faced down. The upper row of Figure 29 shows

that the facial information can be obtained using OpenFace 2.0. The bottom row

of Figure 29 shows that the android first could start facing down, next could face

up and then blink, and finally, could stop blinking and then face down. Thus, we

confirmed that the android can imitate the human’s eyeblinks and nodding.
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Outputs of controllers

Blinking

Figure 30. Actuator value of the example of the combined motion generation.
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5.3 Subjective Evaluation

5.3.1 Hypotheses

For the evaluation, we hypothesize the following things:

1. Eyeblink is a necessary cue of attentive listening behaviors for a human’s

speaker.

2. Imitation of eyeblink and nodding makes a human speaker perceive the

listening behavior as attentive listening.

We focus on the two cues (i.e., eyeblink and nodding) of the nonverbal behav-

iors for attentive listening from the existing findings in the previous works of

HRI research. Tatsukawa et al. found that the eyeblink of a human listener syn-

chronizes to the eyeblink of an android speaker in a face-to-face situation [20].

Hence, we think that if the android in a listener role imitates the eyeblink of a

human’s speaker, it can give humans better impressions for attentive listening.

Yoshikawa et al. [45] verified that the nodding motion when an android synchro-

nizes it to the human’s nodding by playing in a listener role is effective.

5.3.2 Experimental Setup

We asked a subject in a speaker role to sit at 1.0 m from the android as shown

in Figure 31. The height of the subject’s eyes was adjusted to the height of the

android’s eyes to establish the eye contact. Then, we asked the subject to speak

in about one minute with the android and evaluate the impression on each motion

pattern with a questionnaire.

For speaking to the android, we asked the subject to introduce him/herself

because we think that it can be easy to speak the same topic repeatedly to all

motion patterns. Before starting the experiment, we asked the subject to practice

the talk a few times to fit it within one minute.

Furthermore, as we manipulate only the eyelids and neck of the android,

we made the android wear a mask on its face in order to avoid the effect of

the appearance of mouth movement and facial expression as the same case in

Chapter 4.
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Camera

Android

Subject

Figure 31. Experimental setup. A subject is sitting in front of the android which

wears a mask, keeping the height of mutual gaze, i.e., establishing eye contact.
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Table 5. Patterns for the experiment.

Eyeblink

Imitation Simple Nothing At Breakpoint

Nodding Imitation Pattern 1 Pattern 2 Pattern 3 Pattern 4

At Breakpoint Pattern 5 Pattern 6 Pattern 7 -

5.3.3 Patterns

Our research focus is the two important cues, i.e., eyeblinks and noddingh of the

nonverbal behaviors for attentive listening.

For the competitors in the evaluation, in the first cue, i.e., eyeblinks, we pre-

pared three types of the motion patterns. First, the eyeblinks occured by the

developed imitation method. Second, the eyeblink was generated every 3 sec-

onds from the findings that 3-second eye contact is preferred by humans [39] and

3-second eye contact obtained better impressions when an android speaks to a

human in face-to-face communication from Chapter 4, i.e., the eyeblinks break

eye contact. We call this motion type simple duration-based eyeblinks. Third, we

used no motion whatsoever because it is necessary for the verfication of the first

hypothesis (i.e., the effect of eyeblinks). We call this motion type no eyeblinks.

Fourth, the motion was generated at breakpoints of the speech from the finding

that eyeblinks of a human occur at the end and during pauses in speech [8]. This

motion was generated by the Wizard-of-Oz method [46] because the implementa-

tion of this competitive pattern to be easier to avoid employing automatic voice

recognition tools. We called this motion type eyeblinks at breakpoints.

In the second cue, i.e., nodding, we prepared two types of motion patterns.

First, the motion was generated by the developed imitation method. Second,

the motion was generated at breakpoints of the speech from the finding that the

nodding of a human often occurs during pauses in speech [47]. This motion was

generated by the Wizard-of-Oz method [46] because the same reason of the case

of eyeblinks at breakpoints. We called this motion type nodding at breakpoints.

Thus, there were seven patterns in total for the evaluation, as shown in Ta-

ble 5.
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Table 6. Result of Godspeed Questionnaire.

Patterns

#1 #2 #3 #4 #5 #6 #7

Anthropomorphism 3.12 3.12 2.68 2.92 3.17 2.92 2.62

Animacy 2.68 2.94 2.35 2.94 2.99 3.21 2.75

Likeability 2.75 3.00 2.73 3.12 3.00 3.18 3.02

Perceived Intelligence 2.78 2.92 2.65 3.12 2.87 3.07 2.87

Perceived Safety 2.91 3.25 3.22 3.12 3.36 3.33 3.33

5.3.4 Evaluation Method

To evaluate the human impression for each pattern, we asked the subjects to

score with the Godspeed Questionnaire [48]. The Godspeed Questionnaire can

have subjects score quickly the impression of artificial agents. This evaluates

five impression items including a total of 24 paired adjectives on a scale from

1 to 5 points (higher score is better). In this evaluation, the first item Anthro-

pomorphism and the second item Animacy are related to the effectiveness of

the imitation. The third item Likeability, the fourth item Perceived Intelligence,

and the fifth item Perceived Safety are related to the perception of the attentive

listening.

5.4 Result

Twelve Japanese subjects (mean age = 24.25; SD = 2.38) who were recruited

at Nara Institute of Science and Technology under the approval of its ethics

committee. Table 6 shows the average scores of the results with the Godspeed

Questionnaire.

5.4.1 Eyeblinks

From Table 6, compared to the patterns of no eyeblinks (i.e., Patterns 3 and 7),

the rest of patterns, i.e., the motions include eyeblinks, obtained better overall

scores in all items.

Specifically, compared to the imitation (i.e., Patterns 1 and 5), simple duration-
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based eyeblinks (i.e., Patterns 2 and 6) and eyeblinks at breakpoints (i.e., Pattern

4) obtained slightly better scores in the items Likeability and Perceived Intelli-

gence.

5.4.2 Combined Eyeblinks and Nodding

From Table 6, the imitation motion of both eyeblinks and nodding (i.e., Pattern

1) did not obtain better scores than the rest of patterns in all items except for

the item Anthropomorphism.

On the other hand, the combination of simple eyeblinks and nodding at break-

points (i.e., Pattern 5) obtained better scores than the rest of patterns in all items

except for the item Anthropomorphism.

Specifically, compared to the type of the nodding imitation (i.e., Patterns 1,

2, and 3), the type of nodding at breakpoints (i.e., Patterns 5, 6, and 7) obtained

better scores in the items Animacy, Likeability, and Perceived Intelligence.

5.5 Discussion

5.5.1 Eyeblinks

From the result of Chapter 5.4.1, we found the eyeblink is more necessary than

no eyeblinks for attentive listening because all types of eyeblinks except for the

type of no eyeblinks gave better impression than the type of no eyeblinks.

In addition, the result indicated that simple duration-based eyeblinks and eye-

blinks at breakpoints may improve the perception of attentive listening than the

imitation of eyeblinks because these types obtained slightly better scores than the

imitation in the items Likeability and Perceived Intelligence that being related to

the perception of attentive listening.

Therefore, we conclude that the result proves the first hypothesis, i.e., eyeblink

is a necessary cue of attentive listening behaviors for a human’s speaker.

5.5.2 Imitation of Both Eyeblinks and Nodding

From the result of Chapter 5.4.2, first, we found that the imitation of both eye-

blinks and nodding gave lower impression for attentive listening. The cause might

be that the android might imitate small head movements and then the generated
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nodding that subjects cannot recognize affected the human impression because

the head moves down the bottom in the simple one, whereas the head follows a

trajectory regardless the range in the imitation.

Second, we noted that the appropriate timing of reaction is possibly very im-

portant for attentive listening because the types of motions generated at break-

points tended to obtain better scores.

Finally, we noted that the difference between the types of nodding patterns

affected the impression because we think that the appearance of the nodding is

more dynamic than the appearance of the eyeblinks.

Therefore, we conclude that the result does not prove the second hypothe-

sis i.e., imitation of eyeblinks and nodding makes a human speaker perceive the

listening behavior as attentive listening.
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6. Conclusion

6.1 Gaze Calibration for Eye Contact

This dissertation proposed a gaze calibration method to accurately control the

direction of an android’s gaze. First, we estimated the gaze direction using the

constraint that the camera optical axis is aligned with the gaze direction. We

also showed a method for this alignment. Second, we modeled the relationship

between the gaze direction and the input values of the actuator controller using

linear regression. Finally, we proposed a method to verify the effectiveness of

the gaze calibration method. To do this, we compared the accuracy of subjects’

perception of the gaze direction between pictures of an android’s gaze and those

of a human gaze.

The evaluation result indicated that the comparison between human gaze

control and the calibrated android’s gaze control is competitive in most cases.

This verifies that the proposed calibration works well.

6.2 Eye Behaviors for Natural Talking

This dissertation investigated which eye behaviors using an android make what

impressions on humans and clarify which are the important factors for attrac-

tive eye behaviors. Hence, we evaluated the human impression of eye behaviors

displayed by an android while talking to a human by comparing motion gen-

erated following two approaches. The first approach is the imitation of human

motions to realize human-like eye behaviors. To imitate human eye behavior, we

develop a method to generate the eye behavior observed using eye trackers worn

by human subjects. The other approach is a rule-based motion generation to

realize designed eye behaviors. In the latter, we describe rules to manipulate the

eye direction, eye-contact duration, and eyeblinks based on the preference and

regularity of these features of human eye behavior revealed in psychology and

cognitive research [7, 39, 40].

This dissertation conducted two experiments with male and female subjects to

evaluate the subjective impression by comparing seven patterns of eye behaviors

with an android, generated by editing the imitation parameters or the rule-based
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behavior. From the results, we concluded the following four findings. First, the

imitation and rule-based behaviors show no difference in human-likeness, since

eye movement is significantly simpler than the whole-body motion. Second, 3-

second eye contact obtained better scores regardless of the imitation-based or

rule-based eye behavior. Third, subjects might regard long eyeblink as voluntary

eyeblink, with the intention to break eye contact much more noticeable than short

eyeblink. Finally, the impression of eyeblink between male and female subjects

is different. Compared to male subjects, female subjects preferred short eyeblink

over long eyeblinks and regarded that short eyeblink might be one of the keys to

make eye contact more suitable than long eyeblink, even though the eye-contact

duration was the same in both eyeblinks.

6.3 Eye Behaviors for Attentive Listening

This dissertation clarified how to generate eyeblinks and nodding to make an

android’s listening behaviors be perceived as attentive listening. The hypothe-

sis is that if an android acting as a listener imitates eyeblinks and nodding of a

human speaker in face-to-face communication, the android can make a human

speaker perceive its listening behavior as attentive listening. First, we developed

a real-time method to imitate human’s eyeblinks and nodding using an android

by following the trajectory of each motion and tracking the human’s facial area

in real time. Second, we conducted the subject experiment to clarify if eyeblink

is a necessary cue of attentive listening behaviors for a human’s speaker and if

imitation of eyeblinks and nodding makes a human speaker perceive attentive

listening, by comparing the imitation to simple duration-based motions, the mo-

tions generated at breakpoints, and the motions generated in simple-duration

and/or at breakpoints.

Through a subjective evaluation, we reached two findings: 1) eyeblink was ef-

fective as a cue of attentive listening behaviors, 2) the imitation of both eyeblinks

and nodding did not improve the perception of attentive listening.
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6.4 Future Work

6.4.1 Gaze Calibration

In the evaluation, we could not conduct a subjective experiment because it is dif-

ficult to take facial pictures from various views for stimuli due to the limitation of

the size of cameras we used and space where the cameras were placed. Hence, we

will consider how to evaluate the accuracy of the proposed calibration method for

an android’s eyes’ pitch. Furthermore, we will try to combine our gaze calibration

method with planning of head and body motions to establish good eye contact

between an android and a human.

6.4.2 Eye Behaviors for Natural Talking

In the current implementation, an android only moved the eyes and mouth. To

emulate natural conversation, it is better to also move the rest of the face, head

and shoulders. To move the whole face, we are considering two main approaches.

The first approach is that by imitating human facial movements with the ex-

tracted facial features, we can generate the face movements [49]. The second

approach is that with the emotion recognition model from facial features, we can

generate the facial movements [50]. To move the head, for example, we will have

to combine gaze motion planning based on the head-eye combination such as [13]

with the current implementation.

6.4.3 Eye Behaviors for Attentive Listening

We would like to conduct the same evaluation with elderly people as subjects to

elucidate how to make them perceive the listening behavior as attentive listening

because our research has a possibility to prevent lonely death which is a social

problem in Japan [51]. Moreover, we would like to adopt automatic recognition

of breakpoints of speech as exemplified in [52] by using voice recognition tools

to realize full autonomous android that can generate nonverbal behaviors for

attentive listening.
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6.4.4 Perception of a Human’s Gazed Object

It is necessary to handle with situation for turn taking (i.e., switching a role of

a speaker or a listener) to realize a naturalistic communication. In particular,

it is important to estimate and understand a human’s intentions. Hence, with a

focus on gazed objects (i.e., the objects humans are looking at), we also proposed

a real-time gazed object identification method from a service robot’s view by

searching for an object along the estimated face direction, as shown in Figure 32.

As future work, we would like to combine this method with the know to realize

a naturalistic communication between a human and a humanoid robot.
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Figure 32. Overview of a gazed object identification by searching for an object

along the estimated face direction.
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Appendix

A. Neck Kinematics of Actroid-SIT for Head Move-

ments

The neck of the Actroid-SIT has four actuators. Two actuators of all them are

aligned with the roll axis (i.e., right/left down). Hence, we can assume that the

neck has a total of three DOFs and then calculate the orientation of the head

with the model expressed by

θα =


(xcmd1 − δ1) θlim,α1/δ1 (0 < xcmd < δ1),

θlim,α1 (otherwise),

(δ2 − xcmd2) θlim,α2/δ2 (0 < xcmd < δ2),

θlim,α2 (otherwise),

(9)

θβ =

(ycmd − yneutral) θlim,β/δ (0 < ycmd < δ),

θlim,β (otherwise),
(10)

θγ =

(zcmd − zneutral) θlim,γ/δ (0 < zcmd < δ),

θlim,γ (otherwise).
(11)

where θα, θβ, and θγ are the roll, pitch, and yaw angles of the head, xcmd, ycmd,

and zcmd are the input values of the controller for the neck’s actuators, yneutral

and zneutral are the neutral input values of the controller for the actuators, θlim,α,

θlim,β, and θlim,γ are the maximum angles of the actuators, and δ is the resolution

of the controller.
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B. Primary Experiment Regarding Eye Behav-

iors for Attentive Listening

B.1 Protocol

B.1.1 Experimental Design

From the existing findings from psychology and cognitive science, we focus on two

cues of the nonverbal behaviors for attentive listening. The first cue is eyeblink.

As described in Chapter 2, the eyeblink of a human in a listener role synchronizes

the eyeblink of an android in a speaker role [20]. Hence, we think that if the

android in a listener role imitates the eyeblink of a human in a speaker, it can

give humans better impressions for attentive listening. The second cue is nodding.

Yoshikawa et al. [45] verified that nodding motion when an android in a listener

role is effective.

Therefore, in this experiment, we hypothesize as follows:

• Eyeblink is a cue of attentive listening behaviors for a human’s talker

• Imitation of eyeblink and nodding makes a human’s talker feel attentive

listening

We ask a subject in a talker role to sit at 1.0 m from the android as shown in

Figure 31 by fixing the height is the same as the android’s gaze to establish the eye

contact situation. Then, we ask the subject to talk in about one minute with the

android and evaluate the impression on each competitor with a questionnaire. For

talking with the android, we ask the subject to introduce himself/herself because

we seem that it can be easy to talk to each competitor repeatedly. Before starting

the experiment, we ask the subject to practice the talk a few times to fit it within

one minute.

Furthermore, as we manipulate only the eyelids and neck of the android, it

wears a mask on its face to avoid the effect of the impression on mouth movement

and facial expression, as the same in Chapter 4.4.
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Table 7. Patterns for the primary experiment.

Eyeblink

Imitation Simple No

Nodding Imitation Pattern 1 Pattern 3 Pattern 5

Simple Pattern 2 Pattern 4 Pattern 6

B.1.2 Patterns

As aforementioned, we assume that there are two important cues (i.e., eyeblink

and nodding) of the nonverbal behaviors for attentive listening. For the eval-

uation, we consider the two types of conditions. The first type of condition is

eyeblink. We decide to prepare for three types of eyeblinks as the imitation, the

simple duration-based, and nothing. In the simple duration-based eyeblink, we

decide that the eyeblink occurs every 3 seconds because 3-second eye contact is

prefer to humans [39], as described in Chapter 4.

The second type of condition is nodding. We decide to prepare for three types

of nodding as the imitation and the simple duration-based because nodding mo-

tions look more dynamic than eye behaviors, we decide to generate the conditions

by combining with nodding motions. In the simple duration-based nodding, we

decide that the nodding occurs every 3 seconds in a similar way to the eyeblink

case. Thus, we combine with these types to generate the conditions, then the

total conditions are six conditions, as shown in Table 7.

B.1.3 Evaluation Method

To evaluate the human impression for each condition, we asked the subjects to

score the following five items (in Japanese) on a scale from 1 to 7 points (lower

score is better):

(a): Kind (1) - Unkind (7)

(b): Attractive (1) - Unattractive (7)

(c): Humanlike (1) - Unhumanlike (7)

(d): Feel easy to talk (1) - Feel uneasy to talk (7)
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1 2 3 4 5 6 7

Pattern 1 Pattern 2 Pattern 3 Pattern 4 Pattern 5 Pattern 6

Kind

Attractive

Humanlike

Unkind

Feel being paid
attention

Unatttactive

Not humanlike

Not feel being paid
attention

Feel easy to talk Not feel easy to talk

Figure 33. Experimental result of the subjective evaluation.

(e): Feel being paid attention (1) - Feel not being paid attention (7)

Items (a), (b), and (c) ask the impression of whole nonverbal behaviors. Items

(d) and (e) directly ask the impression of the listener role.

B.2 Result

We recruited five male subjects (mean age: 23.0), all students of Nara Institute

of Science and Technology under the approval from the ethics committee of the

same institute. Figure 33 shows the graph plotting with the average scores of the

subjects.
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B.2.1 Impression of Eyeblink

From the result, compared to the imitation nodding conditions, in order of Pat-

terns 3 (i.e., the simple duration-based eyeblink), 5 (i.e., no eyeblink), and 1 (i.e.,

the imitation of eyeblink), the scores obtained better in the items (c) and (e).

Compared to the simple duration-based nodding conditions, the score in Pat-

tern 4 obtained the best in items (b) and (e), and the score in Pattern 2 obtained

the best in items (c) and (d).

Moreover, the score in Pattern 4 obtained the worse in all items except for

item (a).

B.2.2 Impression of Combined Patterns

From the result, the score of Pattern 1 (i.e., the imitation of eyeblink and nodding)

did not obtain better in all items, especially it obtained the worst in items (d)

and (e). However, the score of Pattern 2 (i.e., the imitation of eyeblink with the

simple duration based nodding) obtained better than Pattern 1’s one in items

(a), (d), and (e).

Compared Pattern 3 (i.e., the imitation of nodding with the simple duration-

based eyeblink) to Pattern 4 (i.e., the simple duration-based nodding with the

simple duration-based eyeblink), the similar tendency occurred in items (a), (b),

and (e). However, the score of Pattern 4 obtained worse than Pattern 3’s one in

item (c).

Compared Pattern 5 (i.e., the imitation of nodding with no eyeblink) to Pat-

tern 6 (i.e., the simple duration-based nodding with no eyeblink), the similar

tendency occurred in items (a) and (e). Compared Pattern 6 to other Patterns,

the score was the worst in item (c).

Moreover, compared the type of the simple duration-based nodding to the

type of the imitation, the simple type obtained better in items (a) and (d).
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B.3 Discussion

B.3.1 Eyeblink Effect

From the result, it was suggested that eyeblink gives better impressions than no

eyeblink in almost all items. However, it was suggested that the simple duration-

based eyeblink may make the human impression better than imitation of eyeblink

in especially item (e) i.e., feeling of being paid attention because the imitation

of eyeblink did not affect better impressions. This cause might be that it is not

easy technically to emulate to imitate short eyeblinks in the current system of

the imitation motion generation.

Moreover, it was suggested that even Patterns in the same imitation of eye-

blink, Patterns of nodding affect the human impression because the tendency

between the scores of Patterns 1 and 2 is different significantly in items (d) and

(e).

B.3.2 Effect of Combination of Eyeblink and Nodding

From the results, the both imitation of eyeblink and nodding did not affect better

impressions. As aforementioned, Patterns of nodding affect the human impression

of the eyeblink.

Hence, compared the simple duration-based nodding to the imitation of nod-

ding, as described in Chapter B.2, the simple one affected the better impression

in the aspect of the kindness and feeling of being paid attention. This cause might

be that the android might imitate small head movements and then the generated

nodding that subjects cannot recognize affected the human impression because

the head moves down the bottom in the simple one, whereas the head follows a

trajectory regardless the range in the imitation.
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