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Decoding the representation of source code

categories in the brain of expert programmers∗

Yoshiharu Ikutani

Abstract

Expertise enables humans to achieve outstanding performance on domain-

specific tasks, and programming is no exception. Many studies have shown that

expert programmers exhibit remarkable differences from novices in behavioral

performance, knowledge structure, and selective attention. However, the under-

lying differences in the brain of expert and novice programmers are still unclear.

This thesis addresses the issue by associating the cortical representation of source

code with individual programming expertise using a data-driven decoding ap-

proach. The approach identified multiple distributed brain regions, located in

the frontal, parietal, and temporal cortices, that have a tight relationship with

programming expertise. In these brain regions, functional categories of source

code could be decoded from brain activity and the decoding accuracies were

significantly correlated with individual behavioral performances on a source-code

categorization task. The results suggest that programming expertise is built upon

fine-tuned cortical representations specialized for the domain of programming.
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Programming expertise, program comprehension, brain decoding, functional mag-

netic resonance imaging, the neuroscience of programming
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1. Introduction

Programming expertise is one of the most notable capabilities in the current com-

puterized world. Since human software developers keep playing a central role in

software projects and directly impact their success, this relatively new type of

expertise is attracting increasing attention from modern industries [1,2] and edu-

cational institutes [3, 4]. Moreover, huge productivity variations were repeatedly

found even between programmers with the same level of experience [5,6]. Previ-

ous studies have shown the psychological characteristics of expert programmers

in their behaviors [7,8], knowledge structures [9,10], and eye movements [11–13].

Although these studies clearly illustrate the behavioral specificity of expert pro-

grammers, it remains unclear what neural bases differentiate expert programmers

from novices.

Recent studies have investigated the brain activity of programmers using func-

tional magnetic resonance imaging (fMRI). Siegmund et al. contrasted brain

activity during program output estimations against syntax error searches and

showed that the processes of program output estimations activated left-lateralized

brain regions; including the middle frontal gyrus, inferior frontal gyrus, inferior

parietal lobule, middle temporal gyrus [14,15]. Their results suggested that pro-

gram comprehension is associated with natural language processing, division of

attention, and verbal/numerical working memory. Peitek et al. reanalyzed the

same data as [14] to investigate the correlation between the BOLD activation

strength and individual programming experience, which was determined by sub-

ject’s self-estimation, but did not find any significant trend [16]. An exploratory

study argued that a correlation exists between activity pattern discriminability

and subjects’ grade point average (GPA) scores counting only courses from the

Computer Science department as a proxy for programming expertise [17]. How-

ever, the GPA scores would reflect a mixture of diverse factors (IQ, memory

ability, calculation skills, etc.) and the assumed relationship of the score to pro-

gramming expertise was difficult to be empirically validated. Further, the main

limitation of these prior studies is the use of a homogeneous subject group that

only covered a small range of programming expertise. Recruitment of more di-

verse subjects in terms of their programming expertise may enable the elucidation

of the potential differences of brain functions related to the expertise.
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This thesis presents an fMRI study to identify the neural bases of program-

ming expertise that contribute to the outstanding performances of expert pro-

grammers. To begin the study, two fundamental factors were defined: an objec-

tively determined reference of programming expertise and a laboratory task that

exhibits experts’ superior performances under the general constraints of fMRI

experiments. First, the study adopted the programmers’ ratings in competitive

programming contests (AtCoder, https://atcoder.jp/), which are objectively

determined by the relative positions of their actual performances among thou-

sands of programmers. Top- and middle-rated programmers as well as novice

controls were recruited to cover a wide range of programming expertise in the

fMRI experiment. Second, the program categorization task was designed for the

study and was confirmed that behavioral performances of this task were signif-

icantly correlated with the adopted reference of programming expertise. This

confirmation allows us to expect an association between the outstanding per-

formances of expert programmers and brain activity patterns recorded by fMRI

while they performed this laboratory task.

The core hypothesis of the study is that higher programming expertise and

experts’ outstanding performances relate to specific multi-voxel pattern repre-

sentations, potentially influenced by their domain-specific knowledge and train-

ing experiences. This hypothesis is motivated by prior studies that contrasted

multi-voxel activity patterns of experts against novices and demonstrated that

domain-specific expertise generally associates with representational changes in

the brain [18–20]. For example, Bilalić et al. showed that the multi-voxel pat-

terns in expert radiologists’ fusiform face area are more sensitive in differentiating

X-ray images from control stimuli than novices [21]. Similarly, identifying the

multi-voxel pattern representations specific to expert programmers offers a good

starting point for understanding the cognitive mechanisms behind programming

expertise. From the previous studies on non-expert programmers and expertise

in other domains, the high-level visual and left fronto-parietal regions might be

inferred as potential neural correlates of programming expertise [14,22]. However,

to the best of our knowledge, there is no prior evidence that directly associates

programming expertise with specific brain regions. Thus, this thesis employs a

whole-brain searchlight analysis [23] to identify the regions related to program-
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ming expertise.

This thesis demonstrates that the functional categories of source code can

be decoded from programmers’ brain activity and decoding accuracies in multi-

ple distributed brain regions are significantly correlated with individual behav-

ioral performances. In addition, the thesis shows that decoding accuracies of

subordinate-level categories on two brain regions are significantly correlated with

individual behavioral performance, even though such discriminations are not ex-

plicitly required by the tasks. These results suggest that expert programmers’

outstanding performances depend on fine-tuned cortical representations of source

code categories and such cortical representation refinements might be related to

the acquisition of advanced-level programming expertise.
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1.1 Contributions

This thesis makes the following contributions.

• It presents a novel fMRI experiment to uncover the association between a

programmer’s brain activity and individual programming expertise.

• It confirms that individual programming expertise is significantly correlated

with behavioral performances of source code categorization task.

• It demonstrates that functional categories of source code can be decoded

from brain activity and the decoding accuracies on multiple distributed

brain regions are significantly correlated with individual behavioral perfor-

mances.

• It demonstrates that decoding accuracies of subordinate-level categories

on two brain regions are significantly correlated with individual behavioral

performance.

• It makes available the source code and de-identified fMRI dataset for future

study and replication.

1.2 Outline

The rest of the thesis is organized as follows: Section 2 views related studies

on expert programmers and programming expertise. Section 3 gives a detailed

description of materials and methods used in the fMRI experiment. Section 4 de-

scribes the results of the experiment and shows an association between experts’

outstanding performances and their domain-specific cortical representations. Sec-

tion 5 provides the interpretation and implication of the findings as well as the

potential limitations of the study. Section 6 presents the conclusion of this thesis

and promising future work.
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2. Related work

2.1 Expert programmers and programming expertise

K. Anders Ericsson defines experts as “people who produce clearly above aver-

age performances on a regular basis” and expertise as “the characteristics, skills,

and knowledge that distinguish experts from novices and less experienced peo-

ple” [24]. In the domain of software engineering, many expertise studies have

been performed with different terminologies, such as programming skills [25],

programming experience [26], developer fluency [27]. For example, Baltes and

Diehl conducted an online survey on 355 professional software developers and

illustrated the cognitive and behavioral characteristics in expert programmers

toward building the theory of software development expertise [2]. In addition,

multiple experiments have investigated expert programmers and observed their

performances clearly higher than novices or non-expert programmers. The pio-

neering study conducted by Sackman et al. found huge variations in individual

programming productivity: Their experiment, in particular, showed the ratio of

initial coding time between best and worst subjects was 20:1 and debugging time

was 25:1 [28]. Later studies have also demonstrated that there is a significant pro-

ductivity variation between programmers, which can not be explained by simple

years of experience [5, 6]. This line of studies confirmed the general finding that

there are order-of-magnitude differences among programmers and drove many

researchers to investigate how expert programmers differ from novices and what

cognitive characteristics make experts as experts [29].

From the 1980s to the 1990s, researchers conducted several observational stud-

ies and investigated behavioral differences between expert and novice program-

mers. For example, Vessey et al. collected episodic data from 16 programmers

using a think-aloud protocol, which required subjects to say whatever comes into

their mind while they were performing the given task, and suggested several hy-

potheses on experts’ debugging processes [7]. Fix et al. recruited 20 novices and

20 expert programmers and asked them to answer a series of questions designed to

show cognitive characteristics in their program comprehension processes [9]. The

results obtained in these observational studies contributed to building classical

mental models of program comprehension processes (see [10], for a review). How-
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ever, the results were often inconsistent across the studies and many researchers

suspected the validity and replicability of self-reports [30, 31].

In the early 2000s, several researchers have begun to employ eye-tracking

tools for quantifying experts’ program comprehension processes more objectively

(for review, see [32], [33]). Uwano et al. measured the eye movement of five

programmers while they reviewed six source code written in C language and

identified an eye movement pattern associated with high performance in code

reviews [12]. Busjahn et al. focused on the linearity of eye movement during

program comprehension processes and demonstrated that expert programmers

read source code less linearly than novices [13]. Eye-tracking methods provide

an objective measure of program comprehension processes and strengthen the

replicability of observed results. For example, the results obtained by Uwano

et al. [12] and Busjahn et al. [13] were replicated in later studies conducted by

different researchers [34,35]. Although eye-tracking methods successfully quantify

where the attention of an expert programmer is focused on, it has difficulty to

explain the cognitive characteristics underlying experts’ superior performances

because eye movement data ignores lots of cognitive computations in the brain.

From the early 2010s, many researchers have started to measure a program-

mer’s brain activity using an electroencephalogram [36, 37], near-infrared spec-

troscopy [38, 39], and fMRI [14, 15, 40, 41]. The original and replication studies

conducted by Siegmund et al. measured brain activity using fMRI while subjects

performed Java program output estimations and demonstrated that the processes

activated a set of left-lateralized brain regions [14, 15]. The studies have con-

firmed that brain activity measurements can be used as an objective indicator of

program comprehension processes with valid replicability. A recent fMRI study

has measured brain activity of programmers understanding Python programs,

suggesting the association between program comprehension and fronto-parietal

network that is functionally related to formal logical inference [40]. However, the

underlying differences in the brain between expert and novice programmers are

still unclear. Peitek et al. reanalyzed the same data as [14] to investigate the

correlation between the BOLD activation strength and individual programming

experience but did not find any significant trend [16]. Floyd et al. argued an as-

sociation between the pattern discriminability in fMRI signals and subjects’ GPA
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scores [17] but the assumed relationship of the score to programming expertise

was not empirically validated. This thesis, therefore, aims to identify the neural

bases of programming expertise and provide evidence that associates individual

programming expertise with specific brain regions.
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2.2 Neuroscience of expertise

Expertise enables humans to achieve outstanding performance on domain-specific

tasks. Many neuroscientists have been investigating how experts accommodate

such expertise in the brain [22]. Guida et al. reviewed neuroimaging studies on ex-

perts and suggested the association between expertise acquisition and functional

cortical reorganization, which is seen as the recruitment of new activation areas

and a shift in cognitive process underlying expert’s superior performance [42].

For example, Wan et al. scanned the brain activity of professional and amateur

players in a board game named shogi and found two professional-specific activa-

tions in the precuneus and caudate nucleus during quick generation of the best

next move [43]. Amalric and Dehaene demonstrated that reading mathematical

statements activated a reproducible set of bilateral frontal, intra-parietal, and

ventrolateral temporal regions only in professional mathematicians [44]. These

previous studies imply that expertise acquisition might be accompanied by the

recruitment of new activation areas. The evidence additionally suggests that

programming expertise might be associated with the recruitment of additional

activation areas observed only in the brain of expert programmers.

More recently, several studies demonstrated that expertise can alter the corti-

cal representations of domain-specific information. Bilalić et al. showed that the

multi-voxel patterns in expert radiologists’ Fusiform Face Area were more sensi-

tive in differentiating X-ray images from control stimuli than novices [21]. Brants

et al. scanned the brain activity of twelve human subjects using fMRI before

and after training of object categorization and differentiation [45]. Their results

showed that training to categorize or individuate specific objects strengthens pre-

existing cortical representations in the human object-selective cortex. Another

study applied multi-voxel pattern analysis on the brain activity of professional

cinematographers and sound designers [18]. As a result, they found the distinct

multi-voxel patterns specific to the modality of subjects’ expertise, suggesting

that modality-specific expertise can alter the representation of domain-specific

information. This thesis follows the line of expertise studies and hypothesize

that higher programming expertise and experts’ outstanding performances are

associated with specific multi-voxel pattern representations in the brain.
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3. Materials and Methods

3.1 Subjects

For this study, three recruiting criteria were defined: Expert, top 20% rankers in

AtCoder who had an AtCoder rate equal to or higher than 1,200; Middle, 21-50%

rankers who had an AtCoder rate between 500 and 1,199; Novice, subjects who

had four years or less programming experience and no experience in competitive

programming. The recruiting messages were sent via mailing lists and messag-

ing applications with diverse graduate or undergraduate student communities in

Japan. Through this procedure, 95 programmers from 28 universities and three

companies completed the entry questionnaire to be registered as candidate sub-

jects. The list of candidate subjects consisted of 19 experts (all male), 43 middles

(one female), and 33 novices (nine females). Nine left-handed subjects and 20

subjects with less than half a year experience in Java programming were excluded

from the list. Five subjects aged under 20 years old were also excluded to avoid

additional bureaucratic processes. The remaining candidate subjects were asked

to participate the experiment basically on first-in-first-out strategy. Note that

setting Novice as programmers who had an AtCoder rate under 500 was another

potential recruiting criterion; but this study did not adopt the criterion because

low values in the rate reflects two indistinguishable factors: low programming

expertise or not enough contest participation. In addition, possession of AtCoder

rate itself could imply possession of moderate programming expertise. Thus,

the recruiting criteria set Novice as a programmer with shorter experience in

programming and no experience in competitive programming.

Thirty healthy subjects (two females, aged between 20 and 24 years) with

normal or corrected-to-normal vision participated in the experiment; see Table.1

for the demographic information of recruited subjects. All were right-handed

(assessed by the Edinburgh Handedness Inventory [46], laterality quotient = 83.6

± 24.0, ranged between +5.9 and +100) and understood basic Java grammars

with at least half a year experience in Java programming. The averaged At-

Coder rates (1,967 in Expert and 894 in Middle) were equivalent to the top

6.5% and 34.1% positions among 7,671 registered players based on the ranking

on July 1 2017, respectively. Higher AtCoder rate indicates higher expertise
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Table 1. Demographic information of recruited subjects. The popula-

tion of middle and novice classes included one female subject each. Numerics

from 3rd (Age) to last columns denote ’MEAN ± SD’. Abbreviations: PE, pro-

gramming experience; JE, Java experience; CPE, competitive programming ex-

perience. Age, PE, JE, CPE are written in a year unit. Significant differences

were observed between PE of Expert - Novice, Middle - Novice; CPE of Expert

- Middle (two-sample t-test, p < 0.05 FDR-corrected).

Class N Age AtCoder rate PE (year) JE (year) CPE (year)

Expert 10 22.6 ± 1.1 1969 ± 467 6.9 ± 2.8 2.8 ± 2.4 4.1 ± 2.6

Middle 10 22.5 ± 0.8 894 ± 175 4.8 ± 1.7 1.1 ± 0.8 1.3 ± 0.8

Novice 10 21.7 ± 1.2 NA 2.8 ± 0.6 1.4 ± 1.0 NA

to win high scores in competitive programming contests and implies that high-

rated programmers possess greater skills in writing/reading source code and richer

domain-specific knowledge of efficient computer algorithms and data structures.

Seven additional subjects were scanned but not included in the analysis because

one (novice) showed neurological abnormality in MRI images, three (one expert

and two middles) retired from the experiment without full completion, three (one

expert and two novices) showed strongly-biased behavioral responses judged when

the behavioral performance of one or more choices did not reach chance-level in

the training experiments, signaling a strong response bias of sticking to a spe-

cific choice. This study was approved by the Ethics Committees of NAIST and

CiNet and subjects gave written informed consent for participation. The sample

size was chosen to match previous fMRI studies on human expertise with similar

behavioral protocols [18,21,44].
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3.2 Stimuli

For this study 72 code snippets written in Java were collected from an open

codeset provided by AIZU ONLINE JUDGE (http://judge.u-aizu.ac.jp/

onlinejudge/); an online judge system where many programming problems are

listed and everyone can submit their own source code to answer those problems

online. Four functional categories (category) and eleven subordinate concrete al-

gorithms (subcategory) were selected based on two popular textbooks about com-

puter algorithms [47,48]; see Fig.1a for all category and subcategory classes. By

searching in the open codeset, 1251 candidates were found as Java code snippets

implementing one of the selected algorithms. To meet the screen size constraint

in the MRI scanner, code snippets with a number of lines of more than 30 and a

max number of characters per line of more than 120 were excluded. From all re-

maining snippets, a set of 72 code snippets was created with minimum deviations

of these numbers of lines and characters to minimize visual variation as experi-

mental stimuli; the mean and standard deviation of the number of lines and max

characters per line were 26.4± 2.4 and 59.3± 17.1, respectively (see Table 2 and

Table 3 for detailed statistics on each category and subcategory class). In the

codeset, 18 snippets each belonged to one of the category classes and six snippets

each belonged to one of the subcategory classes except for the linear search class

with twelve snippets. The indentation styles of code snippets were normalized

by replacing a tab-space with two white-spaces and user-defined functions were

renamed to neutral such as “function1” because some of the functions indicated

their algorithms explicitly (see Fig.2 for example snippets with normalized in-

dentation styles and function names). All code snippets were verified to have

no syntax error and run correctly without run-time error. The reasons why this

study focused on Java were because the language has been one of the most famous

programming languages and prior fMRI studies on programmers also used Java

code snippets as experimental stimuli [14–16].
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3.3 Experimental design

The fMRI experiment consisted of six separate runs (9 min 52 sec for each run).

Each run contained 36 trials of the program categorization task (Fig.1b) plus one

dummy trial to avoid the undesirable effects of MRI signal instability. Seventy-

two code snippets were used as stimuli and each snippet was presented three

times through the whole experiment (216 trials in total), but the same snippet

appeared only once in a run. The experiment employed PsychoPy [49] (version

1.85.1) to display the code snippets in white text and a gray background without

syntax highlighting to minimize visual variations. In each trial of the program

categorization tasks, a Java code snippet was displayed for ten seconds after

a fixation-cross presentation for two seconds. Subjects then responded within

four seconds by pressing buttons placed under the right hand to indicate which

category class was most plausible for the code snippet and all response data were

automatically collected for the calculation of individual behavioral performance.

To clarify classification criteria, a brief explanation about each category class

was provided before the experiment started (see Table 4 for the provided descrip-

tion). The presentation order of the code snippets was pseudo-randomized under

balancing the number of exemplars for each category class across runs. The cor-

responding buttons for each answer choice were also randomized across trials to

avoid linking a specific answer choice with a specific finger movement. Subjects

were allowed to take a break between runs and to quit the fMRI experiment at

any time.

All subjects took two additional sessions, named “Training” and “Post-MRI”,

outside of the MRI scanner using a laptop computer and PsychoPy to display

source code stimuli. The training session was performed within ten days before

the fMRI experiment to mitigate potential confounds caused by task unfamiliar-

ity. The session consisted of three separate runs with the same program catego-

rization task as the fMRI experiment. A different set of 72 Java code snippets

from those used in the MRI experiment, which covered the same algorithms, was

used as stimuli in the training session; each snippet was presented once or twice

in the entire session but the same snippet did not appear twice in a run. The

post-MRI session was performed within ten days after the fMRI experiment for

assessment of individual ability in subcategory categorizations and was consisted

12



of two separate runs using the same codeset as the fMRI experiment. Before

the post-MRI session started, the existence of subcategory was explained to the

subjects (see Table 5 for the provided description) and assessed whether they rec-

ognized subcategory classes during the fMRI experiment using a questionnaire.

Program categorization tasks in the post-MRI session followed the same proce-

dure as the fMRI session. In each trial, a Java code snippet was displayed for

ten seconds after a fixation-cross presentation for two seconds. Then, within four

seconds, the subjects were asked to classify the given code snippet from two or

three choices of subcategory classes according to its superordinate category, e.g.,

“bubble sort”, “insertion sort”, and “selection sort” were displayed when the

snippet in “sort” category was presented.

Behavioral performance was calculated as the ratio of correct-answer-trials to

all-trials; unanswered trials, i.e. no button input within the response phase, were

regarded as “incorrect” for this calculation. Chance-level behavioral performance

was 25% in the training sessions and fMRI experiments and 37.25% in the post-

MRI sessions adjusted for imbalanced numbers of answer choices. Note that the

program categorization task was designed to quantify the ability to semantically

categorize source code snippets. Although the ability to understand a word, line,

and chunk (a set of multiple lines) in the given code snippet was required to

perform the task, these abilities were out of the experiment’s scope and were not

directly evaluated in this study.
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public static void main(String[] args) {
long m = scan.nextLong();

long n = scan.nextLong();
System.out.println(function1(m, n, 100));

}
private static long function1(long m) {

long result = 1;

for (long i = 1; i <= n; i++) {
result *= m;

if (result >= M) {
result = result % M;
result = function1(result, (long) n / i, 100);

i = n - (n % i);
}

}
return result;

}

Sort

(3)
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Math
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Figure 1. Experimental design. (a) Hierarchy of categories used in this study.

Category and Subcategory represent abstract functionality and concrete algo-

rithms, respectively, based on two popular textbooks of programming [47, 48].

(b) Program categorization task. (c) Overview of the decoding framework.
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Greatest common divisor 

public static void main(String[] arg) {

  if (a >= b) {

    function1(a, b);

  } else {

    function1(b, a);

  }

}

static void function1(int n, int m) {

  if ((n % m) == 0) {

    System.out.println(m);

  } else if (m == 1) {

    System.out.println(1);

  } else {

    int m1 = (n % m);

    function1(m, m1);

  }

}

Power

public static void main(String[] args) {

  long m = scan.nextLong();

  long n = scan.nextLong();

  System.out.println(function1(m, n, 100));

}

private static long function1(long m) {

  long result = 1;

  for (long i = 1; i <= n; i++) {

    result *= m;

    if (result >= M) {

      result = result % M;

      result = function1(result, (long) n / i, 100);

      i = n - (n % i);

    }

  }

  return result;

}

Primality test

public static void main(String[] args) {

  int n = input.nextInt();

  int res = 0;

  for (int i = 0; i < n; ++i) {

    int x = input.nextInt();

    if (function1(x))

      ++res;

  }

}

static boolean function1(int x) {

  if (x < 2)

    return false;

  for (int i = 2; i <= Math.sqrt(x); ++i) {

    if (x % i == 0)

      return false;

  }

  return true;

}

Binary search

public static void main(String[] args){

    Scanner input = new Scanner(System.in);

    int n, q;

    n = input.nextInt();

    ArrayList s = new ArrayList();

    for (int i = 0; i < n; ++i) {

      int x = input.nextInt();

      if (s.size() > 0)

        continue;

      s.add(x);

    }

    s.retainAll(t);

    System.out.println(s.size());

}

Linear search

public static void main(String args[]) {

  int n, q, T, cnt, ans = 0;

  int[] S = new int[10001];

  for (int i = 0; i < n; i++) {

    S[i] = sc.nextInt();

  }

  for (int i = 0; i < q; i++) {

    T = sc.nextInt();

    S[n] = T;

    cnt = 0;

    while (S[cnt] != T) {

      cnt++;

    }

    if (cnt < n) {

      ans++;

    }

  }

}

Bubble sort

public static void main(String args[]) {

  Scanner sc = new Scanner(System.in);

  ArrayList A = new ArrayList();

  n = sc.nextInt();

  for (int i = 0; i < n; i++) {

    A.add(sc.nextInt());

  }

  for (int i = 0; i < n - 1; i++) {

    for (int j = n - 1; j > i; j--) {

      if (A.get(j - 1) > A.get(j)) {

        temp = A.get(j - 1);

        A.set(j - 1, A.get(j));

        A.set(j, temp);

        cnt++;

      }

    }

  }

Insertion sort

public static void main(String[] args) {

  int[] A = new int[N];

  for (int i = 1; i < N; i++) {

    int key = A[i];

    int j = i - 1;

    while (j >= 0 && A[j] > key) {

      A[j + 1] = A[j];

      j--;

    }

    A[j + 1] = key;

    System.out.print(A[0]);

    for (int k = 1; k < N; k++) {

      System.out.print(" " + A[k]);

    }

    System.out.println();

  }

}

Selection sort

public static void main(String[] args) {

  for (int i = 0; i < n; i++)

    a[i] = In.nextInt();

  int count = 0;

  for (int i = 0; i < n - 1; i++) {

    int minj = i;

    for (int j = i; j < n; j++) {

      if (a[j] < a[minj]) {

        minj = j;

      }

    }

    if (minj != i) {

      int tmp = a[i];

      a[i] = a[minj];

      a[minj] = tmp;

    }

  }

}

Run length encode

public static void main(String[] args) {

  while (stdIn.hasNext()) {

for (int i = 0; i < t.length;) {

      if (t[i] != '@') {

i++;

      } else {

i += 2;

        int f = t[i - 1] - '0';

for (int j = 0; j < f; j++) {

          System.out.print(t[i]);

}

        i++;

}

    }

}

}

String sort

public static void main(String[] args) {

  int x, i;

String stock;

  if (x != 0) {

String[] data = new String[x];

    for (i = 0; i < x; i++) {

data[i] = scan.next();

    }

for (i = 1; i < x; i++) {

      if (data[0].compareTo(data[i]) > 0) {

stock = data[0];

        data[0] = data[i];

data[i] = stock;

      }

}

  }

}

Substring search

public static void main(String[] args){

  String w, t;

String[] strArray;

  int n = 0;

w = br.readLine().toLowerCase();

  while (!(t = br.readLine()).equals("EOF")) {

strArray = t.split(" ");

    for (int i = 0; i < strArray.length; i++) {

if (strArray[i].toLowerCase().equals(w)) {

        n++;

}

    }

}

  System.out.println(n);

}

Figure 2. Example Java code snippets. Each belonged to one subcategory

and its corresponding category shown in Figure.1a.
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Table 2. Statistics of Java code snippets for each category class. Numerics

from 3rd (LOC) to last columns denote ’MEAN±SD’. Abbreviations: LOC: Lines

of code, CPL: Max number of characters per line. One-way ANOVA revealed

significant differences in mean values of LOC ( F(3,68) = 10.33, p = 0.00004 )

and number of total characters ( F(3,68) = 8.14, p = 0.0002 ) across the categories;

but no significant difference in CPL ( F(3,68) = 0.26, p = 0.85 ).

Category N LOC CPL Total characters

Math 18 25.5 ± 2.5 60.5 ± 16.0 373 ± 58.6

Search 18 26.1 ± 1.8 59.8 ± 20.9 446 ± 109.2

Sort 18 28.3 ± 1.5 60.6 ± 15.4 479 ± 76.0

String 18 25.6 ± 2.5 56.4 ± 16.6 386 ± 84.0

All 72 26.4 ± 2.4 59.3 ± 17.1 421 ± 93.0

3.4 MRI data acquisition

MRI data were collected using a 3-Tesla Siemens MAGNETOM Prisma scanner

with a 64-channel head coil located at CiNet. T2?-weighted multiband gradient

echo-EPI sequences were performed to acquire functional images covering the

entire brain (repetition time (TR) = 2000 ms, echo time (TE) = 30 ms, flip angle

= 75◦, field of view (FOV) = 192 × 192 mm2, slice thickness = 2 mm, slice gap

= 0 mm, voxel size = 2× 2× 2.01 mm3, multi-band factor = 3). A T1-weighted

magnetization-prepared rapid acquisition with a gradient-echo sequence was also

performed to acquire fine-structural images of the entire head (TR = 2530 ms,

TE = 3.26 ms, flip angle = 9◦, FOV = 256 × 256 mm2, slice thickness = 1 mm,

slice gap = 0 mm, voxel size = 1× 1× 1 mm3).
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Table 3. Statistics of Java code snippets for each subcategory class.

Numerics from 3rd (LOC) to last columns denote ’MEAN±SD’. Abbreviations:

GCD: Greatest common divisor. One-way ANOVA revealed significant differ-

ences in mean values of LOC ( F(10,61) = 5.44, p = 0.0004 ) and number of

total characters ( F(10,61) = 2.99, p = 0.014 ) across the subcategories; but no

significant difference in CPL ( F(10,61) = 0.44, p = 0.91 ).

Subcategory N LOC CPL Total characters

GCD 6 24.8 ± 2.2 59.7 ± 19.7 339 ± 51.7

Power 6 25.2 ± 3.4 57.2 ± 13.9 391 ± 73.4

Primality test 6 26.5 ± 1.5 64.8 ± 15.8 391 ± 37.9

Binary search 6 27.2 ± 2.4 63.5 ± 18.6 509 ± 102.7

Linear search 12 25.6 ± 1.2 57.9 ± 22.5 414 ± 101.5

Bubble sort 6 28.7 ± 1.8 62.0 ± 17.8 503 ± 89.9

Insertion sort 6 27.2 ± 0.8 65.8 ± 15.0 471 ± 66.9

Selection sort 6 29.2 ± 1.0 54.0 ± 13.0 463 ± 77.3

Run length encode 6 26.5 ± 3.2 55.0 ± 12.8 393 ± 74.5

String sort 6 25.0 ± 2.2 52.2 ± 14.4 344 ± 77.6

Substring search 6 25.2 ± 1.9 62.0 ± 22.4 422 ± 93.2

3.5 MRI data preprocessing

The Statistical Parametric Mapping toolbox (SPM12, http://www.fil.ion.

ucl.ac.uk/spm/) was used for preprocessing. The first eight scans in dummy

trials for each run were discarded to avoid MRI signal instability. The functional

scans were aligned to the first volume in the fourth run to remove movement

artifacts. They were then slice-time corrected and co-registered to the whole-

head T1 structural image. Both anatomical and functional images were spatially

normalized into the standard Montreal Neurological Institute 152-brain average

template space and resampled to a voxel size of 2 × 2 × 2 mm3. MRI signals at

each voxel were high-pass–filtered with a cutoff period of 128 seconds to remove

low-frequency drifts. A thick gray matter mask was obtained from the normal-

ized anatomical images of all subjects to select the voxels within neuronal tissue
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Table 4. Description of category classes provided to subjects.

Category Description

Math Applying number theory processing on given inputs.

Search Identifying a specific item in a list of given inputs.

Sort Arranging given inputs into a certain order.

String Applying a specific operation on string inputs.

using the SPM Masking Toolbox [50]. For each subject independently, a general

linear model (GLM) was then fitted to estimate voxel-level parameters (β) linking

recorded MRI signals and conditions of source code presentations in each trial.

The fixation and response phases in each trial were not explicitly modeled. The

model also included motion realignment parameters to regress-out signal varia-

tions due to head motion. Finally, 216 beta estimate maps (36 trials × 6 runs)

per subject were yielded and used as input for the following multivariate pattern

analysis.
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Table 5. Description of subcategory classes provided to subjects.

Subcategory Description

GCD Finding the greatest common divisor of two given natural

numbers.

Power Calculating the powers of two given integers m and n, i.e.

n-th power of m.

Primality test Judging whether the given natural number is a prime num-

ber or not.

Binary search A process to search for a value from the given input se-

quence that is equal to the target value. This process first

compares the target value with the middle value of the

given sequence and specify the half of the sequence that

potentially contains the target value. This process iterates

the comparison and sequence division until the target value

is found.

Linear search A process to search for a value from the given input se-

quence that is equal to the target value. This process ex-

amines in order from the first element of the given series.

Bubble sort Arranging given inputs in a certain order by exchanging

adjacent elements if they are in wrong order.

Insertion sort Arranging given inputs in a certain order by iteratively

picking up an element from the given input sequence and

insert it to the correct location.

Selection sort A process to arrange given inputs in a certain order. This

process first identify the smallest value of the given inputs

and exchange it with the value in the first order. Then,

identify the second smallest value and exchange it with

the value in the second order. This process iterates this

operation until the given inputs are correctly sorted.

Run length encode A process to compress the given string sequence by replac-

ing a sequence of the same character with the character and

the number of repetition. For example, the string sequence

‘AAAABBBAABBBB’ will be compressed as ‘4A3B2A4B’.

String sort Sorting the given words in lexicographic order.

Substring search Detecting where the given pattern appears in the given

string sequence.
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3.6 Multi-voxel pattern analysis

This study used whole-brain searchlight analysis [23] to examine where significant

decoding accuracies exist using the Decoding Toolbox [51] (version 3.99) and

LIBSVM [52] (version 3.17). A four-voxel-radius sphered searchlight, covering

251 voxels at once, was systematically shifted throughout the brain and decoding

accuracy was quantified on each searchlight location (see Fig.1c for overview of the

entire framework). A linear-kernel support vector machine (SVM) classifier was

trained and evaluated using a leave-one-run-out cross-validation procedure, which

iteratively treated data in a single run for testing and the others for training.

In each fold, training data was first scaled to zero-mean and unit variance by

z-transform and test data was scaled using the estimated scaling parameters.

Outlier reduction using [-3, +3] as cut-off values was then applied and all scaled

signals larger than the upper cut-off or smaller than the lower cut-off were set

to the closest value of these limits. The SVM classifier was trained with three

cost parameter candidates [0.1, 1, 10], which control the tradeoff between margin

maximization and the tolerance of misclassification rate in the training step,

and the best parameter was chosen by a grid search in nested cross-validations.

The outlier boundary and cost parameter candidates were selected based on the

estimated computational load and the documents of tools employed. Specifically,

this study adopted a relatively small set of parameter candidates due to the

constraint of the high computational load of searchlight analysis. Finally, the

trained classifier predicted category or subcategory of seen source code from the

leave-out test data and decoding accuracy was calculated as a ratio of correct-

classifications out of all-classifications. Note that corrected misclassification cost

weights were used in subcategory decoding to compensate for the imbalanced

number of exemplars across subcategory classes.cite

The training and evaluation procedures were performed independently for

each subject and a whole-brain decoding accuracy map was obtained per subject.

Second-level analyses was then conducted to examine the significance of decod-

ing accuracies and the correlations between individual decoding accuracies and

behavioral performances. For this purpose, the decoding accuracy maps were

spatially smoothed using a Gaussian kernel of 6 mm full-width at half maximum

(FWHM) and submitted to random effects analysis as implemented in SPM12.
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The analysis tested the significance of group-level decoding accuracy and Pear-

son’s correlation coefficient between individual decoding accuracies and behav-

ioral performances. A relatively strict statistical threshold of voxel-level p < 0.05

FWE-corrected was used for decoding accuracy tests and a standard threshold of

voxel-level p < 0.001 uncorrected and cluster-level p < 0.05 FWE-corrected was

used for correlation tests. The chance-level accuracy (25% in category decoding

and 9.72% in subcategory decoding; adjusted for imbalanced numbers of exem-

plar) and zero correlation were adopted as null hypotheses. Finally, the resultant

significant searchlight maps, i.e. decoding accuracy map and correlation map to

behavioral performance, were superimposed on a single cortical surface of the

ICBM152 template brain using BrainNet viewer [53]. This overlapping analysis

was performed to identify the searchlight centers that had both sufficient informa-

tion to represent functional categories of source code and significant correlation

to individual behavioral performance.
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3.7 Balancing visual confounding in decoding analysis

A fundamental limitation of decoding analyses is the lack of direct measure for

interpreting which source of information drives decoding accuracy and it becomes

problematic when the target variable is confounded by variables that are not of

primary interest [54]. In the experiment, the primitive visual features in code

stimuli showed systematic difference: the mean values of LOC ( F(3,68) = 10.33,

p = 0.00004 ) and number of total characters ( F(3,68) = 8.14, p = 0.0002 )

across category classes (see Table 2). From the view of subcategory, the similar

tendency of significant differences was found in mean values of LOC ( F(10,61) =

5.44, p = 0.0004 ) and number of total characters ( F(10,61) = 2.99, p = 0.014 )

shown in Table 3. The observed systematic difference is problematic because the

target variables (i.e. category and subcategory) in the decoding framework are

confounded by the visual features that are not of our primary interest.

To isolate the potential effect of the visual confounding, this study created

another codeset in which the samples of each category class were balanced to

eliminate the systematic difference in the visual features. Specifically, nine snip-

pets in Sort category and one in Search category were excluded from the orig-

inal codeset. Table 6 shows the detailed statistics of the balanced codeset and

one-way ANOVA revealed that the dataset had no significant difference in the

visual features: the mean values of LOC ( F(3,58) = 1.92, p = 0.137 ), CPL (

F(3,58) = 0.27, p = 0.850 ) and number of total characters ( F(3,58) = 2.64, p

= 0.058 ) across category classes. For the difference across subcategory classes,

the balanced codeset showed no significant difference: the mean values of LOC (

F(10,51) = 1.20, p = 0.31 ), CPL ( F(10,51) = 0.47, p = 0.90 ) and number of

total characters ( F(10,51) = 1.66, p = 0.116 ).

This study built a balanced MRI dataset for each subject by collecting only

MRI data associated with the snippets in the balanced codeset. The balanced

dataset consisted of 186 samples (62 snippets × 3 trials) and searchlight analyses

were performed using the dataset on the same procedure as the original dataset.

The chance-level decoding accuracy on the balanced dataset was 26.48% adjusted

for imbalanced numbers of exemplar. If the visual confounding has little or limited

effect on decoding accuracies, similar results (i.e. decoding accuracy maps) will be

obtained from the searchlight analyses regardless of using the original or balanced
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dataset.

3.8 Data and code availability

The experimental data and code used in the study are available from the reposi-

tory: https://github.com/Yoshiharu-Ikutani/DecodingCodeFromTheBrain.

Table 6. Statistics of the balanced dataset for visual confounding con-

trol. Numerics from 3rd (LOC) to last columns denote ’MEAN±SD’. No signif-

icant difference was observed in mean values of LOC ( F(3,58) = 1.92, p = 0.137

), CPL ( F(3,58) = 0.27, p = 0.850 ) and number of total characters ( F(3,58) =

2.64, p = 0.058 ) across category classes. Numbers differed from original dataset

shown in Table 2 are written in bold.

Category N LOC CPL Total characters

Math 18 25.5 ± 2.5 60.5 ± 16.0 373 ± 58.6

Search 17 26.1 ± 1.9 58.3 ± 20.6 433 ± 100.1

Sort 9 27.4 ± 1.1 56.1 ± 14.7 437 ± 34.3

String 18 25.6 ± 2.5 56.4 ± 16.6 386 ± 84.0

All 62 26.4 ± 2.4 59.3 ± 17.1 421 ± 93.0
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4. Results

4.1 Behavioral data

The relationship between the adopted reference of programming expertise and

behavioral performance on the program categorization task was first evaluated.

A significant correlation was observed between AtCoder rate (M = 954.3, SD =

864.6) and behavioral performance in the fMRI experiments (M = 76.0, SD = 13.5

[%]), r = 0.593, p = 0.0059, n = 20 (Fig.3a). The correlation remained significant

if the behavioral performances of non-rate-holders (i.e. novices) were included as

zero-rated subjects; r = 0.722, p = 0.000007, n = 30. A positive correlation was

found between AtCoder rate and behavioral performance on subcategory catego-

rization in the post-MRI experiments (M = 65.9, SD = 17.0 [%]), r = 0.688, p =

0.0008, n = 20 (Fig.3b). The significant correlation also remained significant if

non-rate-holder subjects were included; r = 0.735, p = 0.000004, n = 30. From

all behavioral data, this study concluded that behavioral performances on the

program categorization task significantly correlated with expertise of competitive

programming. The behavioral evidence allowed us to study the potential asso-

ciation between experts’ outstanding performances and brain activity patterns

measured using fMRI while subjects performed this task.

Difference in cognitive demands induced by code snippets of different category

classes was potential confounding variable for the decoding framework. Although

this study did not have a direct indicator of cognitive demands across category

classes, the difference in behavioral performances for each category can be a

clue to assess the extent of cognitive demand. Table.7 shows the group-wise

behavioral performances for each individual category class. One-way ANOVA

found no significant difference in behavioral performances between individual

classes of category for any potential grouping (Expert, F(3,36) = 1.38, p = 0.27;

Middle, F(3,36) = 2.99, p = 0.06; Novice, F(3,36) = 2.81, p = 0.07; All, F(3,116)

= 2.02, p = 0.12). Thus, this study considered that the difference in cognitive

demands induced by code snippets of different category classes did not have a

significant effect on the resulted decoding accuracies.

24



AtCoder rate

0 1000 2000 3000

100

90

80

70

60

50

B
e
h
a
v
io

ra
l 
p
e
rf

o
rm

a
n
c
e

o
f 
c
a
te

g
o
ry

 c
la

s
s
if
ic

a
ti
o
n
 [

%
]

Middle Novice

All subjects: r = 0.722 **

Rate holders: r = 0.593 *

a

100

80

60

40

B
e
h
a
v
io

ra
l 
p
e
rf

o
rm

a
n
c
e

o
f 
s
u
b
c
a
te

g
o
ry

 c
la

s
s
if
ic

a
ti
o
n
 [

%
]

All subjects: r = 0.735 **

Rate holders: r = 0.688 **

AtCoder rate

0 1000 2000 3000

bExpert Middle NoviceExpert

Figure 3. Correlations between behavioral performance and program-

ming expertise indicator. (a) Scatter plot of behavioral performances of cate-

gory classifications against the values of adopted expertise reference (i.e. AtCoder

rate). (b) Scatter plot of behavioral performances of subcategory classifications

against the values of the same expertise reference. Each dot represents an in-

dividual subject. Significance of the correlation coefficients (r) was denoted as

*, p < 0.05 and **, p < 0.005. The solid lines indicate a fitted regression line

estimated from all subject data.

Table 7. Behavioral performance of each category in the fMRI experi-

ment. Numerics from 3rd (Math) to last columns denote ’MEAN±SD’. One-way

ANOVA found no significant difference in behavioral performances between cat-

egories for any groupings (Expert, F(3,36) = 1.38, p = 0.27; Middle, F(3,36) =

2.99, p = 0.06; Novice, F(3,36) = 2.81, p = 0.07; All, F(3,116) = 2.02, p = 0.12).

N Math Search Sort String

Expert 10 93.8 ± 11.4 89.4 ± 11.8 84.8 ± 9.2 86.3 ± 8.4

Middle 10 68.1 ± 15.0 77.8 ± 16.2 70.2 ± 15.6 83.1 ± 9.5

Novice 10 72.2 ± 15.2 53.0 ± 20.1 60.4 ± 19.1 72.2 ± 12.5

All 30 78.1 ± 17.7 73.4 ± 22.1 71.8 ± 17.9 80.6 ± 11.6
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4.2 Mutli-voxel activity patterns associated with program-

ming expertise

This study next examined where the functional categories of source code can be

decoded from programmers’ brain activity. Fig.4 visualizes the searchlight cen-

ters that showed significantly higher decoding accuracy than chance as estimated

from all subject data using a relatively strict whole-brain statistical threshold

(voxel-level p < 0.05 FWE-corrected). The figure shows that significant decoding

accuracies were observed in the broad areas of the bilateral occipital cortices,

parietal cortices, posterior and ventral temporal cortices, as well as the bilateral

frontal cortices around inferior frontal gyri. The variances of peak decoding ac-

curacies across individual subjects on six widely distributed brain regions were

depicted in Figure 5. The figure ensured that the decoding accuracies of all or

almost all subjects were higher than the chance-level accuracy with a reasonable

margin. Given these results, this study confirmed that functional categories of

source code were represented in the widely distributed brain areas and the cor-

tical representations of each category class were linearly separable by a simple

SVM classifier.

To associate the cortical representation of source code with individual pro-

gramming expertise, a linear correlation was investigated between behavioral per-

formances and decoding accuracies for each searchlight location. Fig.6a visualizes

the searchlight centers that showed significantly high correlation coefficients using

thresholds of voxel-level p < 0.001 uncorrected and cluster-level p < 0.05 FWE-

corrected. Significant correlations were observed in the areas of bilateral inferior

frontal gyri pars triangularis (IFG Tri), right superior frontal gyrus (SFG), left

inferior parietal lobule (IPL), left middle and inferior temporal gyrus (MTG /

IT); see the slice-width visualization shown as Fig.6b and Table 2 for the list of

significant clusters. In this correlation analysis, the right IFG Tri showed the

highest peak correlation coefficient. These results provided evidence that corti-

cal representations in the distinct brain areas mainly located in frontal, parietal,

and temporal cortices were significantly associated with experts’ outstanding be-

havioral performances on the program categorization task. In contrast, cortical

representations in the bilateral occipital cortices including early visual areas did

not show a significant correlation to individual behavioral performances, while
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Table 8. Clusters showing significant correlations between behavioral

performance and category decoding accuracy (voxel-level p < 0.001 and

cluster-level p < 0.05, FWE-corrected). Region names were identified using Au-

tomated anatomical labelling atlas 2 [55].

MNI coordinates

Region name X Y Z Corr. (r) T-value Extent

R IFG (p. Triangularis) 46 22 8 0.789 6.81 369

L Posterior-Medial Frontal -12 0 66 0.711 5.36 298

R Superior Medial Gyrus 6 52 42 0.699 5.17 587

L Inferior Parietal Lobule -56 -28 50 0.698 5.16 649

R Superior Frontal Gyrus 24 4 60 0.675 4.84 428

L IFG (p. Triangularis) -52 30 24 0.671 4.79 346

L Inferior Temporal Gyrus -50 -54 0 0.635 4.35 347

significant decoding accuracies were broadly observed in the cortices (see Fig.4).

The previous analyses separately showed where significant decoding accuracies

exist and whether the decoding accuracies significantly correlate with behavioral

performances. To achieve more validated evidence for the cortical representations

associated with programming expertise, these two analyses were integrated to find

the searchlight centers that had sufficient information to represent functional cat-

egories of source code and their decoding accuracies significantly correlated with

individual behavioral performance. Specifically, the two significant searchlight

maps, i.e. decoding accuracy map and correlation map to behavioral perfor-

mance, were superimposed on a single cortical surface to investigate the over-

lap between them. As a result, 1205 searchlight centers (equal to 0.79%) were

survived from both statistical thresholds of decoding accuracy and correlation

to behavioral performances; shown as red-colored dots in Fig.7a. The survived

searchlight centers were mainly observed in the bilateral IFG Tri, left IPL, left

supramarginal gyrus (SMG), left MTG/IT, and right middle frontal gyrus (MFG)

as shown in Fig.7b. These results revealed a tight association between superior

behavioral performances of expert programmers and improvement of decoding

accuracy in these distributed brain regions.
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Figure 4. Decoding accuracy for functional category of source code.

Significant searchlight locations estimated from all subject data (N = 30). Heat

colored voxels denote the centers of searchlights with significant decoding accu-

racy (voxel-level p < 0.05, FWE corrected). The brain surface visualizations were

performed using BrainNet viewer, version 1.61 [53].
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Figure 5. Box plots of the voxel-level peak category decoding accura-

cies. Each dot represents decoding accuracy of individual subject. The dashed

line indicates chance-level accuracy (25%). Abbreviations: SMG, Supramarginal

gyrus; IPL, Inferior parietal lobule; MTG, Middle temporal gyrus; IT, Inferior

temporal gyrus; IFG Tri, Inferior frontal gyrus pars triangularis.
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Figure 6. Searchlight-based correlation analysis between behavioral per-

formances and decoding accuracies. (a) Locations of searchlight showing

significant correlations. Significance was determined by a threshold of voxel-level

p < 0.001 and cluster-level p < 0.05, FWE corrected for the whole brain. (b)

Slice-wise visualizations of the significant clusters using bspmview. (c) Correla-

tion between behavioral performance and decoding accuracy. Each dot represents

an individual subject data. Abbreviations: SMG, Supramarginal gyrus; IPL, In-

ferior parietal lobule; MTG, Middle temporal gyrus; IT, Inferior temporal gyrus;

SFG, Superior frontal gyrus; MFG, middle frontal gyrus; IFG Tri, Inferior frontal

gyrus pars triangularis; IFG Orb, Inferior frontal gyrus pars orbitalis; MCC, me-

dial cingulate cortex.
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Figure 7. Identifying searchlight centers that showed both significant

decoding accuracy and significant correlation to individual behavioral

performances. (a) Scatter plot of searchlight results. The observed distri-

butions of decoding accuracies and correlations are respectively shown on top-

and right-sides of the figure accompanied with null distributions calculated by

randomized simulations. (b) Locations of searchlight centers that showed both

significant decoding accuracy and significant correlations to individual behavioral

performances.
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4.3 Cortical representations of subcategory information

This study next investigated where the subcategory of source code can be decoded

from programmers’ brain activity to examine finer-level cortical representations.

In the experiment, subjects responded ‘sort’ when they had been presented with

the code snippets implementing one of three different sorting algorithms; i.e.

bubble, insertion, and selection sorts (see Fig.1a). This cognitive process could

be considered as a generalization process that incorporates different but simi-

lar algorithms (subcategory) into a more general functionality class (category).

Additionally, several psychologists indicated that experts specifically show high

behavioral performances in subordinate-level categorizations as well as basic-level

categorizations [56]. In fact, the behavioral evidence demonstrated that the abil-

ity to differentiate subcategory classes significantly correlated to programming

expertise in competitive programming (see Fig.3b). This observation implies that

the detailed difference of source code functionalities might be represented in pro-

grammers’ brain activity patterns. The decoding accuracy of subcategory may be

correlated with programming expertise, even though they classified only category

classes, not subcategory, of given code snippets and the existence of subcategory

classes had never been revealed until the end of the fMRI experiment.

Searchlight analysis was employed with the same setting as used in the pre-

vious analysis to reveal the spatial distribution of significant subcategory de-

coding accuracies and significant correlations to behavioral performances. Fig.8

illustrates the searchlight centers that showed significantly higher subcategory

decoding accuracy than chance (9.72%; corrected for imbalanced exemplars) us-

ing a threshold of voxel-level p < 0.05 FWE-corrected. The variances of peak

subcategory decoding accuracies across individual subjects on six widely dis-

tributed brain regions were depicted in Figure 9. The linear correlation between

subcategory decoding accuracies and individual behavioral performances was then

assessed using thresholds of voxel-level p < 0.001 uncorrected and cluster-level

p < 0.05 FWE-corrected. Fig.10 visualizes the result and indicates that only a

cluster on the left SMG and superior temporal gyrus (STG) showed a significant

correlation; the peak correlation coefficient was observed in the left STG. Finally,

the results from decoding and correlation analysis of subcategory were integrated

and demonstrated that 120 searchlight centers (equal to 0.08%) on the left SMG
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and STG survived from both statistical thresholds of decoding accuracy and cor-

relation to behavioral performances; shown as red-colored dots in Fig.11a. These

results suggest that cortical representations of fine functional categories on the

left SMG and STG may play an important role in achieving advanced-level pro-

gramming expertise, even though the representations are not explicitly required

by the tasks.
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Figure 9. Box plots of the voxel-level peak subcategory decoding accu-

racies. Each dot represents decoding accuracy of individual subject. The dashed

line indicates chance-level accuracy (9.72%). Abbreviations are same as Fig.5.
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Figure 10. Searchlight-based correlation analysis between behavioral

performances and subcategory decoding accuracies. (a) Locations of

searchlight showing significant correlations. Significance was determined by a

threshold of voxel-level p < 0.001 and cluster-level p < 0.05, FWE corrected

for the whole brain. (b) Slice-wise visualizations of the significant clusters. (c)

Correlation between behavioral performance and decoding accuracy. Each dot

represents an individual subject data. Only one cluster (extent = 501 voxels)

had significant correlation in this analysis and three peak correlations in the

cluster were shown here. Abbreviations: STG, Superior temporal gyrus.
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Figure 11. Identifying searchlight centers that showed both significant

subcategory decoding accuracy and significant correlation to individ-

ual behavioral performances. (a) Scatter plot of searchlight results. The

observed distributions of subcategory decoding accuracies and correlations are

respectively shown on top- and right-sides of the figure accompanied with null

distributions calculated by randomized simulations. (b) Locations of searchlight

centers that showed both significant subcategory decoding accuracy and signifi-

cant correlations to individual behavioral performances.
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4.4 Decoding accuracy on the visual confounding controlled

data

This study additionally performed searchlight analysis using the visual confound-

ing balanced dataset to quantify the effects of primitive visual features in the

code stimuli (see Section 3.7). Figure 12a visualizes the searchlight centers that

showed significantly higher category decoding accuracy than chance (26.48%;

corrected for imbalanced exemplars) using a threshold of voxel-level p < 0.05

FWE-corrected. The result obtained from the balanced dataset seemed to be

almost the same as the result from the original dataset shown as Fig.4. The

decoding accuracies on the bilateral occipital cortices, parietal cortices, posterior

and ventral temporal cortices, as well as the bilateral frontal cortices remained

significant if the systematic differences in the primitive visual features were re-

moved. Figure 12b shows the difference in t-value maps obtained using original

and balanced datasets. The figure suggests that the operation of visual con-

founding control mainly decreased the decoding accuracies on the primary visual

areas. This observation was not surprising because the representations of primi-

tive visual features in experimental stimuli are typically reflected in the primary

visual areas [57]. These results indicate that the decoding accuracies observed in

this study were not significantly driven by the primitive visual features including

LOC, CPL, and number of total characters. Note that the visualization of dif-

ference in t-value maps (Fig.12b) was created only for visualization purpose and

was not tested in their significance because a valid statistical test was not found

to examine the difference in t-value maps obtained from whole-brain searchlight

analyses.
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5. Discussion

5.1 Summary of findings

This thesis demonstrated that functional categories of source code can be decoded

from programmers’ brain activity measured using fMRI. Decoding accuracies on

the bilateral inferior frontal gyrus pars triangularis, left inferior parietal lobule,

left supramarginal gyrus, left middle and inferior temporal gyri, and right mid-

dle frontal gyrus were significantly correlated with individual behavioral perfor-

mances on the program categorization task. Furthermore, decoding accuracies

of subcategory on the left supramarginal and superior temporal gyri were also

strongly correlated with the behavioral performances while the subordinate-level

representations were not directly induced by the performing tasks. The results

revealed an association between the outstanding performances of expert program-

mers and domain-specific cortical representations in these brain areas widely dis-

tributed in the frontal, parietal, and temporal cortices.
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5.2 Cortical representations and programming expertise

Previous fMRI studies on programmers have aimed at characterizing how pro-

gramming related activities, such as program comprehension and bug detection,

take place in the brain [14–17, 58, 59]. Exceptionally, an exploratory study re-

ported that BOLD signal discriminability between code and text comprehension

was negatively correlated with participants’ GPA scores in a university [17]. How-

ever, the relationship between GPA scores and programming expertise was am-

biguous and the observed correlation was relatively small (r = -0.44, p = 0.016,

n = 29). The aim in the present study was substantially different: This study

sought the neural bases of programming expertise that contribute to expert pro-

grammers’ outstanding performances. To address the goal, the study adopted

an objectively-determined reference of programming expertise and recruited a

population of subjects covering a wide range of programming expertise. Despite

the difference in research aims, a subset of brain regions specified in this study

was similar to those specified by prior fMRI studies on programmers [14–16]. In

particular, this study associated the left IFG, MTG, IPL, SMG with program-

ming expertise while previous studies related them with program comprehension

processes. This commonality may suggest that both program comprehension

processes and its related expertise depend on the same set of brain regions.cite

The potential roles of the specified brain regions in this study should be ad-

dressed to orient future researches on programming activity and expertise. First,

the left IFG Tri and the left posterior MTG are frequently involved in seman-

tic selecting/retrieving tasks [60–63]. Several studies indicated that these two

regions are sensitive to cognitive demands for directing semantic knowledge re-

trieval in a goal-oriented way [64–66]. The involvement of the two regions may be

induced by similar demands specialized for the retrieval of program functional cat-

egories and suggest that higher programming expertise is related to the abilities of

goal-oriented knowledge retrieval. Second, many neuroscientists have shown the

left IPL and SMG to be functionally related to visual word reading [67–69] and

episodic memory retrieval [70–72]. Both cognitive functions potentially relate to

the program categorization task used in the experiment. Visual word reading can

be naturally engaged since source code is comprised of many English-like words

and subjects may have actively recollected previously-acquired memories to com-
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pensate for insufficient clues because they had only ten seconds to categorize the

given code snippet. The involvements of the left IPL and SMG suggest that ex-

pert programmers might possess different reading strategies and/or depend more

on domain-specific memory retrieval than novices.

The set of IFG and IPL has been frequently discussed together as a fronto-

parietal network and they often show synchronous activity in a wide range of

tasks [73, 74]. Importantly, a recent fMRI study on programmers suggested an

association between program comprehension and fronto-parietal network that was

functionally related to formal logical inference [40]. The results observed in this

study are consistent with these findings, implying that the fronto-parietal network

plays a key role in experts’ program comprehension processes. In addition, this

thesis showed the involvement of the left MTG in programming expertise. Martin

et al. demonstrated that recall of action words associated with a tool activated

a region in the left MTG selectively [75] and several studies suggest that object

categories, especially for tools, are potentially represented in the left MTG [76,77].

From this point of view, the finding suggest that the region might represent

categorical knowledge that maps the given code snippet onto its corresponding

functionality, in a similar way to a mapping from a tool to its functionality.

Other novel findings in the present study included potential involvement of the

left IT, right MFG, and right IFG Tri with programming expertise. Importantly,

these regions were not specified by previous studies focusing on the relation-

ship between brain activity and program comprehension processes of non-expert

subjects [14–17], suggesting that the regions might be more related to expert pro-

grammers’ program comprehension processes. Because the left IT is well known

for the function in high-level visual processing including word recognition and cat-

egorical object representations [78–80], the results may suggest that the high-level

visual cortex in expert programmers could be fine-tuned by their training experi-

ence to realize faster program comprehension process. From another perspective,

the observed map involving the left IFG Tri, IPL, and MTG/IT (Fig.6a) could be

associated with a semantic system in the brain [81,82]. The results might suggest

that an expert programmer’s brain recruits a similar language-related network

for both natural language processing and program comprehension.

In contrast, the primary visual area showed significant decoding accuracy but
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no correlation to programming expertise. Multiple studies demonstrated that

visual perceptual learning can occur for task-irrelevant stimulus features and can

unconsciously modulate the activity patterns in primary visual area [83,84]. Such

visual perceptual learning might have occurred in our study and made us find

significantly high decoding accuracies on the primary visual area regardless of in-

dividual levels of programming expertise. From another perspective, the primary

visual area mainly reflects primitive visual features such as color, contrast, spatial

frequency [57] while computations in the high-level visual cortex are character-

ized by both bottom-up (i.e. how stimuli are visually represented) and top-down

(how the representation is used for a cognitive task) effects [85]. Previous studies

indicated that fine-tuned representations in the high-level visual cortex, rather

than in the primary visual area, could be associated with visual expertise [21] and

reading skill [86]. In the experiment, the primary visual area represented a large

amount of visual information regardless of programming expertise levels because

all subjects were presented with the same set of code snippets inducing similar

visual patterns on their retinas. Therefore, the information in the primary visual

area was sufficient to decode category and subcategory classes but the decod-

ing accuracies were not necessarily to be correlated with individual behavioral

performances. Meanwhile, the amount of information represented in the high-

level visual cortex might be modulated by individual programming expertise. In

line with previous expertise studies, this study imply that expertise in program

comprehension could be mainly associated with high-level visual perception.

The right MFG and IFG Tri are functionally related to stimulus-driven at-

tention control [87, 88]. The involvement of these two regions suggests that pro-

grammers with high-level programming expertise may employ different attention

strategies than less-skilled ones. Moreover, additional engagements of right hemi-

sphere regions in experts are common across expertise studies. For example, chess

experts [89] and abacus experts [90, 91] showed additional right hemisphere re-

gion involvements when performing their domain-specific tasks. Several fMRI

studies further suggest that such activation shifts from left to right hemisphere

may be related to experts’ cognitive strategy changes [89, 92]. Cognitive strat-

egy changes have been observed repeatedly in comparisons between expert and

novice programmers: A major characteristic is a transition from bottom-up (or
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textual-driven) to top-down (or goal-driven) program comprehension, which be-

comes feasible by experts’ domain-specific knowledge [8–10]. The involvement of

the right MFG and IFG Tri observed in this study might be related to such cog-

nitive strategy differences between programmers in the program categorization

task. From another perspective, activations in the prefrontal and parietal regions

including bilateral IFG/MFG and left IPL have been associated with the extent

of cognitive demands [93]. While this study did not have a direct indicator of

cognitive demands across categories, the difference in behavioral performances

for each category can be a clue to assess the extent of cognitive demand across

the categories. This study used the one-way ANOVA to test the difference in

mean behavioral performances between categories but no significant difference

was found for any groupings (see Table 7). Although these results do not provide

a direct indication of cognitive demands across categories, there is no positive

evidence that the extent of cognitive demands had a significant effect on the

observed decoding accuracies.

The results associated programming expertise with decoding accuracies of

not only category but also subcategory, even though the subordinate-level cat-

egorizations were not explicitly required by the performing task. This study

observed that individual behavioral performances were significantly correlated

with subcategory decoding accuracies on the left STG and SMG. These two

regions are functionally related to pre-lexical and phonological processing in nat-

ural language comprehension [60, 94, 95]. Interestingly, a significant correlation

was found between behavioral performances and category decoding accuracies on

the temporal regions (left MTG and IT) associated with more semantical process-

ing [63,64,66]. If these functional interpretations could be adaptable to program

comprehension processes, it would be intuitive that subordinate concrete con-

cepts (i.e. subcategory) of source code are processed in the left STG/SMG and

more semantically abstract concepts (i.e. category) are represented in the left

MTG/IT. Further, Mkrtychian et al. have associated STG, MTG, and IFG with

the processing of abstract concepts in their review on concreteness effects [96],

implying that representations in these three regions could reflect relative differ-

ences in abstractness between the category and subcategory in this study. These

interpretations might suggest a hypothesis that an expert programmer’s brain
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has a hierarchical semantic processing system to obtain mental representations

of source code for multiple levels of abstraction.
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5.3 Limitations of the study

The results obtained via the present study were limited to a specific type of pro-

gramming expertise evaluated by the expertise reference and laboratory task used

in the experiment. The study particularly examined the ability to semantically

categorize source code that correlated with programming expertise to win high

scores in competitive programming contests. Perhaps there is a qualitative gap

between expertise in competitive programming and practical/industrial software

development. For example, the ability to write efficient SQL programs, for ex-

ample, may be an explicit indicator of another type of programming expertise;

but this study did not cover such type of programming expertise. The program

categorization task used in this study primarily evaluated the skill in recognizing

algorithms quickly and accurately, which was one aspect of a wide range of cog-

nitive skills that constitute programming expertise. The evaluated skill is related

to program comprehension and is also connected to skills in code refactoring and

debugging because these processes require a deep understanding of algorithms or

how the code works; while its relation to writing code is not assessed in this study.

Thus, the results should not be taken to imply the relationship between the neu-

ral correlates revealed here and other types of programming expertise that could

not be examined by this experiment. However, it is also a fact that nobody can

investigate the neural bases of programming expertise without a clear definition

of expertise indicator and laboratory task that well fit the general constraints

of fMRI experiments. To mitigate the potentially inevitable effects caused by

this limitation, this study adopted the objectively-determined reference of pro-

gramming expertise that directly reflects programmers’ actual performances and

recruited a population of subjects covering a wide range of programming exper-

tise. This study can be a baseline for future researches to investigate the neural

bases of programming expertise and related abilities.

The experiment described in the thesis, which was designed to fit the general

constraints of fMRI measurement, might embrace several caveats to external va-

lidity. First, this study used the relatively small code snippets with 30 lines at

maximum due to the constraint of the MRI screen size. Behavioral performances

on system-level source code were not assessed in the study. Thus, generaliz-

ing the results to the expertise in systems-level program comprehension was not
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guaranteed. Second, only Java code snippets were used as experimental stimuli

in this study. The results obtained via the experiments might be biased by the

programming language selected; for example, Python has more natural-language-

like syntax than Java and might induce more activation in language-related brain

regions. While a recent fMRI study has examined brain activities elicited by

code written in two programming languages (Python and ScratchJr) [41], it is

still unclear whether the choice of a specific programming language can alter an

expert’s brain activity pattern. The relationship between programming expertise

and types of programming languages (e.g. procedural vs. functional languages)

is expected to be examined in future work.

Another potential concern of the present study was the unavoidable gender

balance in the subject population. While 95 programmers completed the en-

try questionnaire to be registered as candidate subjects, only one middle-level

woman candidate and zero woman expert were found (see Subjects section in

Materials and Methods). From this situation, the unavoidable gender bias was

recognized in the target population. To properly cover a wide range of program-

ming expertise, this study was forced to give up on maintaining gender balance at

each expertise level. However, several fMRI studies have reported possible gen-

der differences in behavior, cognitive function, and neuroimaging data [97, 98].

The results obtained via this study might be biased by the gender imbalance of

the subject population. Future work should investigate whether behavioral and

cognitive differences would be found between man and woman programmers. In

addition, while the sample size in this study was determined in line with previous

expertise studies, ten subjects for each expertise level was not a big population

and were insufficient to show statistically significant results between different ex-

pertise classes. Therefore, making mention of comparison between novice-middle

or middle-expert must be with great caution. Larger samples would be desirable

in future replication or follow-up studies.
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6. Conclusion and Future work

6.1 Conclusion

This thesis reveals an association between programming expertise and cortical

representations of program source code in a programmer’s brain. The results

demonstrate that functional categories of source code can be decoded from pro-

grammer’s brain activity and the decoding accuracies on the multiple distributed

brain regions in the frontal, parietal, and temporal cortices were significantly cor-

related with individual behavioral performances. The results additionally sug-

gest that cortical representations of fine functional categories (subcategory) on

the left SMG and STG might be associated with advanced-level programming

expertise. Although research on the neural basis of programming expertise is still

in its infancy, the findings extends the existing human expertise literature into

the domain of programming by demonstrating that top-level programmers have

domain-specific cortical representations.

6.2 Future work

This thesis investigated the neural bases of programming expertise and found the

association between individual programming expertise and cortical representa-

tions of source code. During the work, I encountered promising future research

directions as noted below.

Extension with distributed feature vectors of source code.

The decoding framework specialized for the functional category of source code

could be extended by the recent advances of decoding/encoding approaches in

combination with distributed feature vectors [99]. Several researchers have demon-

strated frameworks to decode arbitrary objects using a set of computational visual

features representing categories of target objects [100] and to decode perceptual

experiences evoked by natural movies using word-based distributed representa-

tions [101]. Other studies have also used word-based distributed representations

to systematically map semantic selectivity across the cortex [102,103]. Meanwhile,

researchers in the program analysis domain have proposed distributed represen-
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tations of source code based on abstract syntax tree (AST) [104,105]. Alon et al.,

for instance, have presented continuous distributed vectors representing the func-

tionality of source code using AST and path-attention neural network [106]. The

combination of recent decoding/encoding approaches and distributed representa-

tions of source code may enable us to build a computational model of program

comprehension that connects semantic features of source code to programmers’

perceptual experiences.

Assessment of information flows in the brain of expert programmers.

This thesis demonstrated that individual behavioral performances were signifi-

cantly correlated with decoding accuracies on the multiple distributed brain re-

gions, located in the frontal, parietal, and temporal cortices. The finding con-

sequently offers a new question about the information flows across these brain

regions. In other words, we should ask how the cortical representation of source

code is constructed in the network of the spatially distributed brain regions.

For answering these questions, combining fMRI data with a high time resolution

modality such as magnetoencephalography could be a promising solution [107].

The methods to identify networks of regions with synchronous responses, such

as functional or informational connectivity [108,109], might be another potential

candidate. Understanding both of activation and information flow in the brain of

expert programmers will provide a comprehensive understanding of programming

expertise.

Holistic processing of source code underlying programming expertise.

A subject with the highest AtCoder rate in the fMRI experiment said that only

two seconds were enough to recognize the algorithm implemented in Java source

code. It means that the subject could recognize the implemented algorithm based

on 6-8 gaze points since a human produces 3-4 gaze fixations on average every

second during visual search [110]. Although this is just anecdotal evidence with

no valid observational data, it might suggest that top-level players in competitive

programming have superiority in visual perception of source code. This perspec-

tive is also supported by the finding that individual behavioral performances were

significantly correlated with decoding accuracies on the high-level visual cortex.
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A potential explanation could be built on holistic processing, which refers to the

ability to process complex stimuli as a semantic chunk or a whole unit [22], in a

similar way as expertise in other domains [111,112]. Future work should investi-

gate the association between programming expertise and skills in domain-specific

holistic processing.

Biases and differences in program comprehension associated with age,

gender, mother tongue.

Cognitive abilities (e.g. working memory capacity [113], number sense [114])

are different between individuals and biased by age, gender, mother tongue [97].

However, this thesis does not cover such potential biases and differences in pro-

gram comprehension associated with the biological profiles across individuals.

The fMRI study presented in this thesis only recruited the subjects who were

native Japanese speakers of similar ages ranging from 20 to 24 years old (see

Section 3.1 for more details). Future work is expected to clarify the effects of age,

gender, mother tongue on program comprehension activities.

Utilization of human programming expertise for artificial agents.

This study, together with previous studies on expert programmers, has demon-

strated that biometric data obtained from human programmers can be used as

a biomarker that indicates domain-expertise in software development tasks. A

next step will be injecting these insights into an autonomous agent to efficiently

perform software development tasks. Recent studies used human brain activity to

improve the generalization ability of feature representations in machine-learning

models [115,116]. I and colleagues also proposed a conceptual framework of neu-

ral autonomous agents based on the visual attention of an expert programmer

(see Appendix A for details). Future work should evaluate to what extent utiliza-

tion of human programming expertise improves performances of artificial agents

on software development tasks.
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Appendix

A. Toward Imitating Visual Attention of Expert

Programmers

This thesis, together with previous studies on expert programmers, has demon-

strated that biometric data obtained from human programmers can be used as

a biomarker that indicates domain-expertise in software development tasks. In

particular, we have gained a lot of insight in the last three decades by knowing

where a programmer is allocating visual attention, which can be inferred from

eye movement data [32, 33]. A next step will be injecting these insights into an

autonomous agent to efficiently perform software development tasks. As a po-

tential research idea, this appendix presents a conceptual framework of neural

autonomous agents based on imitation learning, which enables an agent to mimic

the visual attention of an expert via his/her eye movement.

A.1 Introduction

Imitation learning (IL) is an emerging paradigm where autonomous agents learn

from human demonstration to perform complex task [117]. IL views a human

demonstration as an exemplar of prior knowledge in their working system and

leverages a set of human demonstrations to work on tasks whose reward functions

are hard to be defined a priori. The paradigm has been successfully applied to

several applications such as autonomous driving [118] and an initialization for

reinforcement leaning in robotics [119]. In such applications, eye movement is a

major representation that can bridge human physical demonstrations and training

of virtual agents [120].

This appendix presents a conceptual framework of neural autonomous agents

based on imitation learning, which enables an agent to mimic the visual attention

of an expert via his/her eye movement. In this framework, the agent is repre-

sented by a context-based attention model that consists of encoder/decoder net-

work [121]. The framework regard programmers’ gaze-fixation as a state-action

sequence that represents how a programmer addressed the output that he/she
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finally made. Figure 13 shows an example of state-action sequence inferred from

gaze-fixation data. The state-action sequences are created for every task period

and used to train the autonomous agent to imitate the visual attention of an ex-

pert. Historically, several mathematical models have been proposed to describe

dynamics of eye movement behavior [122] [123]. Their main goals were to get

a biologically plausible model that can well account for real data. In compari-

son with the models, a primary goal of the IL framework is to maximize agents’

performance on a specific task using expert eye movements as a prior knowledge.

Many studies have described how to build an agent which can automatically

perform a software development task, e.g. bug fix [124], semantic parsing [125],

patch generation [126], and code generation [127]. In most cases they used only

feature representations based on textual characteristics, but a few additionally

utilized human gaze-fixation data [128]. It has already been demonstrated that

programmers use attention strategies to save time for program comprehension

and maintenance [129]. For example, expert programmers tend to automatically

concentrate their attention onto informative parts of a program [11] and skim

only the relevant keywords in source code [130]. Incorporating gaze-fixation data

allows autonomous agents to learn attention strategies that are hard to learn

solely from textual characteristics. IL-based agents can fully utilize the valu-

able information sources with less information loss and potentially improve their

performances on a variety of software development tasks.
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Figure 13. Programmers’ eye movement as a demonstration for a state-

action sequence. The state-action sequence represents how a programmer ad-

dressed the output that he/she finally made.

A.2 Proposed Framework

This study proposes IL for training an agent to mimic the visual attention of

an expert programmer toward performing several software development tasks.

The agent can be trained using the Behavioral Cloning (BC) algorithm which

is commonly used in robotics [131] and natural language processing [132]. The

code snippet or the environment for the agent can be considered as a sequence of

tokens or keywords and the agent needs to focus on a particular subset of tokens

that mimics an expert programmers’ visual attention. Using demonstration by

an expert, the agent can be adapted to perform specific tasks such as bug fixing

or algorithm detection which can be considered as an auxiliary task of the agent.

This study formulates a task in IL as a sequence of states and actions. For

a software development task, the state (st) is a feature representation of the

current token being attended to and the action (at) is a reference to the next

token. The agent performs the task using a policy function, commonly referring

to the strategy used by the agent. The policy takes as input the current state

and should output the desired action. The representations used for the state

and action are crucial to ensure good performance of the network. The policy
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can also provide task-relevant outputs on attending to the code snippet (oT ). For

example, for the task of algorithm classification, the task output can be a discrete

label indicating the correct algorithm class.

This study proposes to represent the agents’ policy using deep neural net-

works, capable of learning complex feature mappings, as shown in Fig. 14. As

source code is a text sequence, insights from natural language processing can be

used to design the agent. The study proposes an agent that consists of two com-

ponents. The first component is a recurrent neural network (RNN) that can be

used to encode the global context of the code snippet. The second component

is a task-specific decoder model using an RNN that takes as input the encoded

context vector at a particular token and outputs the next token to attend as the

action. The task decoder also provides a task-relevant output such as a discrete

label indicating algorithm class or a token index in the code snippet indicating

the bug location. Typically code snippets can be of variable lengths and requires

attention over variable length sequences. To address this problem of variable

size input, this study proposes the use of Pointer Networks [121], which is a

hard-attention mechanism capable of handling sequences of variable lengths.

In BC, the agent is trained using two loss functions. A primary loss function

is used to train the agent so as to mimic the visual attention of an expert for a

particular code snippet. Depending on the task, auxiliary loss functions can be

included to perform the specific task:

LBC(at, ât) = wattLatt(at, ât) + wauxLaux (1)

where at, ât are the predicted action and expert action respectively. The attention

loss function Latt can be a cross entropy loss with one-hot vectors representing

the true and predicted tokens for attention. For the auxiliary loss function, Laux,

cross-entropy loss can be used to match the algorithm class or a particular token in

the code snippet sequence. The weights assigned to each loss function (watt, waux)

are assigned depending on the relative importance of the attention mechanism

and task-specific output.
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Figure 14. Overview of imitation learning agent that relies on expert’s

gaze data to perform source code comprehension tasks. This study pro-

poses an agent that consists of two recurrent neural networks that one encodes

global context of the code snippet and the other decodes the context vector at a

particular token and outputs the next token to attend as the action.

A.3 Challenges

The prospective challenges to implement an IL-based autonomous agent special-

ized for software development task were discussed below.

Feature Representations

A common challenge with effective implementation of IL is the state correspon-

dence problem where the expert and agent might have different feature repre-

sentations. The feature representation should sufficiently capture the functional

meaning of the code without adding any redundant information not considered

by the expert. Several state representations can be considered for the analysis.

Source code unlike natural language is structured and so binary feature repre-
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sentations such as Bag-of-Words (BoW) and bag-of-n-grams [133] could prove

effective. Word embeddings such as code2vec [106] can be considered to handle

long term dependencies common for source code. For the action representation,

considering spatial coordinates in the image space could be ineffective as this

could vary depending on irrelevant factors such as code formatting. An effective

action could be location to a particular token index or to a group of tokens that

represent a functional unit in the code.

Data Efficiency for Imitation Learning

One of the challenges of using BC is that it requires a large number of demon-

strations to avoid covariate shift where the state space encountered by the agent

could be drastically different from expert demonstrations. However, collecting a

large dataset involving expert eye-gaze information could be prohibitive. To im-

prove the data efficiency of IL, this study considered several strategies. A typical

gaze-fixation of the human is usually on a group of tokens. This uncertainty in

gaze fixation can be exploited to perform data-augmentation where a single trial

can result in multiple state-action sequences by assigning different weights to the

group of tokens. An alternate approach is to learn a distribution over the expert

demonstrations rather than to just mimic the actions. This can be performed

by using Generative Adversarial Imitation Learning (GAIL) [134] which is based

on generative adversarial training where a generator neural network is trained to

model the distribution of expert demonstrations. This has been shown to pro-

vide superior performance over traditional IL in several application domains. The

data-efficiency can be further improved by learning from multiple experts. How-

ever, different experts could be using different strategies and it is important to

disambiguate between such latent factors. This can be performed by using tech-

niques such as InfoGAIL [135] which can learn to disambiguate between multiple

experts through a learned discrete latent representation.

Possible Software Development Tasks

The intersection of machine learning and software engineering is an emerging hot

research topic [136]. The IL-based framework will open up a new way of building

intelligent systems/agents.
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Fault localization. Fault localization is the act of identifying the locations

of faults in a program. To support this time-consuming task, many machine-

learning based approaches have been proposed [137]. By designing a token index

in the code as the task-relevant output, this study can propose new systems

incorporating the art of identifying bugs by experts. Preparing experimental

settings for collecting experts’ eye-movements is also an important challenge.

With similar approaches, this study may target identifying performance issues,

vulnerabilities, etc.

Classification. Classification is a fundamental machine learning technique and

can be applied to specific applications, such as language detection [138], algorithm

identification. Task-relevant outputs will be discrete labels indicating classes.

Description generation and code generation. Generating the description

of code or code changes based on deep neural networks is a promising active re-

search topic, such as code summarization [139], commit message generation [140],

etc. Generating (part of) code with deep neural networks [124–127] is another

hot topic. Although the current concept of using Pointer Networks does not

work for generating sequences, the idea of incorporating experts’ visual attention

is also interesting for these tasks. Designing an appropriate imitation learning

framework is a desired future challenge.

Extension with Electroencephalography as Auxiliary Input

It may be possible to complement the system above with electroencephalogra-

phy (EEG) to reflect the human cognition other than visual attention [141]. For

example, event-related potentials (ERPs) including error-related potentials re-

flect events where a human subject feels wrong or strange. It is known that

ERPs can reflect semantic incongruity grammatical violoations in language pro-

cessing [142, 143]. ERPs could be informative for programming comprehension,

especially for bug fix. To integrate gaze data and EEG data, multiple ways can

be considered. One is independent subsystem from the imitation learning, and

the other is modification of the architecture to include the EEG data as an aux-

iliary input. Especially, the latter will be a tough challenge, but it will also be an

attractive topic not only for software engineering but also for artificial intelligence

and modelling of human cognition.
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A.4 Concluding remarks

A baby learns numerous things from the demonstration by parents without any

lingual explanations because demonstrations can represent more than language

descriptions. So far, researchers investigated eye movements of programmers and

typically converted them into human-understandable numbers and descriptions,

such as fixations and saccades. However, this conversion has caused consider-

able information loss. This study proposes neural attention models trained using

expert programmers’ eye movements as a means of implicit learning without in-

formation loss. The study presented a plausible framework to achieve this goal

using IL and discussed several challenges that will need to be addressed to make

the framework practical. IL-based agents can fully utilize the valuable informa-

tion sources with less information loss and potentially improve their performances

on a variety of software development tasks.
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