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from Multi-view Inpainting to Online Pose Estimation∗
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Abstract

Point clouds based 3D reconstruction plays a critical role in many robotics and com-
puter vision applications such as robot navigation, autonomous driving and medical
image processing. As precision is always the first concern of point clouds, in this the-
sis, we specify it into two concrete issues: how to remove clutters from a point cloud
and how to construct it accurately. Consequently, a multi-view based RGB-D inpaint-
ing framework and a Bingham distribution based adaptive filter-type pose estimation
algorithm are proposed. Compared with past work, our inpainting framework is able
to deal RGB-D sequences rather than simple RGB ones and our pose estimation filter
frees the users from manual tuning as required in the prototype. And experiments show
that each of them can outperform the state-of-the-art approaches.
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1. Introduction

Nowadays people are eager to project objects and scenes in our real lives onto the
screen. And 3D reconstruction is such a technique that enables us to first shoot some
pictures and then shape them into a 3D model.

Precise 3D reconstruction algorithms are critical as they serve as the basis for many
other applications. For example, they are necessary for constructing the high accuracy
map used in autonomous driving [1], they can be used in medical imaging for health
analysis [2], and they may also play a role in heritage protection [3]. Nevertheless,
some work is yet to be done with respect to enhancing the real-world robustness and
time efficiency.

1.1. Motivation and Research Themes

Many applications would desire precise point clouds that only contain useful scenarios
and however it might be hard to configure the real environment. And therefore, recon-
struction algorithms that can only focus on the useful scenes and ignore the clutters
would be preferred. Also, since the final point cloud is usually constructed by unifying
the poses of numerous scattered small ones, its accuracy is significantly affected by the
estimated relative poses among segments.

Hereby I propose two algorithms in order to deal with the two problems as men-
tioned above. The first one is a multi-view inpainting framework which enables the
users to remove the undesired objects from a given RGB-D image and inherently fill in
the holes by leveraging information from the other frames in the same sequence. The
second proposal is a filter-type, online pose estimation algorithm which is suitable for
the cases where data amount is huge or the data is retrieved as times goes by.
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1.2. Thesis Overview

The remainder of this thesis is organized as follows: In chapter 2 the multi-view RGB-
D inpainting algorithm is introduced. In chapter 3 the filter for pose estimation problem
is presented. And in chapter 4 we conclude the thesis and desicribe the potential future
work. It is also worth to mention that both chapter 2 and chapter 3 are organized in
the: 1) brief introduction; 2) related work; 3) proposed method; 4) experiments; 5)
summary structure.
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2. Multi-view Inpainting for RGB-D
Sequence

2.1. Introduction of Multi-view Inpainting

Point cloud based 3D reconstruction algorithms usually take a group of images as
input and return the 3D point cloud model. Many of them have provided RGB-D
versions for the easily achievable distance information. However, with such classical
methods, undesired objects (i.e. moving objects) would be inevitably introduced to
the reconstructed point clouds. Some methods [4, 5] present solutions to deal with the
rigidly moving objects by clustering features into either static or dynamic classes. It
was not until the recent blossom of image semantic segmentation that demonstrates
new insight on how to remove the undesired objects in 2D image level with more
flexibility.

However, simply removing the unwanted objects would leave blanks on the images
and hence we focus on filling in these holes with inpainting techniques. Within the
off-the-shelf approaches, the single image inpainting methods [6, 7] are powerless to
handle large holes. As for the video completion algorithms [8, 9], they are specifi-
cally designed to deal with videos and hence not suitable for the RGB-D sequences.
Therefore, we propose to solve the RGB-D inpainting problem from the multi-view
inpainting perspective.

In this chapter we introduce a unified framework to inpaint a certain RGB-D frame
by taking a corresponding sequence as input. With a slight abuse of notation we inher-
ently define a pair of color and depth images as a "frame", which is the minimum unit
in our algorithm. For a certain frame with blanks to fill in, our algorithm searches cor-
respondences from the other counterparts. We consider our system as semi-automatic
since the users only need to mask out the objects to remove, which can be easily done
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with modern semantic segmentation neural networks [10].
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2.2. Related Work

Image inpainting contains broad research fields and hereby we briefly review those
closely related to our work. Our approach is a combination of multi-view image in-
painting and depth Inpainting.

2.2.1. Single Image Inpainting

Exemplar based methods are popular in single image inpainting for their ability to deal
with textured images. The beginning of them can be traced to the work of Criminisi et
al. [11], in which the mask is completed via searching for similar patches from the rest
region and inherently copying them. The PatchMatch algorithm proposed by Barnes et
al. [6] uses random search for quickly finding approximate nearest neighbor matches
between patches, which is widely employed as the basis in the follow-up work for its
several orders higher time efficiency. Kawai et al. [7] extend the energy function by
taking into account of brightness changes and spatial locality of texture to deal with
unnatural matches. Lee et al. [12] propose to take Laplacian pyramid as an error term
in patch synthesis in order to protect edges. In summary, the single image inpainting
approaches leverage information from the image itself. In contrast, we use the other
frames as additional sources.

2.2.2. Video Completion

Video completion aims at dealing with color image sequences. Some work requires
interaction: Klose et al. [9] propose to inpaint a given video by using SfM and manu-
ally drawing 3D masks. Other methods either completely copy information from other
frames or generate new textures by searching from them: Granados et al. [13] enable
free movement of camera via using multiple homographies to estimate the geomet-
ric registration between frames; whose applications are limited for being required to
satisfy the assumption that the missing pixels on the target frame can be completely
achieved from the others. On the other hand, Newson et al. [14] propose an exemplar
based method to search for similar patches on a group of aligned source frames, which
is pretty time consuming for minimizing a global energy function. Similarly, Ebdelli
et al. [8] shrink the searching range by only considering a small number of aligned
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neighboring frames of the target one. Differently with these methods that handle color
videos, our approach is designed for RGB-D sequences; also we take advantages from
both direct copying and multi-view searching and hence more suitable for highly tex-
tured scenes.

2.2.3. Multi-View based Inpainting

Multi-view inpainting techniques leverage information from multiple source frames.
Hays and Efros [15] gather photos from Internet as a huge database to help with im-
age completion. Similarly, Whyte et al. [16] cover an undesired region on the query
image with Internet photographs of the same scene, in which multi-homography and
photometric registration are used to achieve geometric registration between the query
image and the source ones. Also a Markov random field optimization [17] is employed
for selecting the optimal sources. This kind of methods are pretty unstable since the
masked objects are easy to be reintroduced as a result of lacking necessary means to
filer the source information.

Recent research begins to show interests on using the geometric connections among
different views. Baek et al. [18] present a multi-view based method to complete the
user-defined region by jointly inpaint the color and depth image, which takes advan-
tages from SfM to achieve geometric registration among different views. Similarly,
Thonat et al. [19] enable free-viewpoint image based rendering with reprojected infor-
mation from neighboring views. Also a refined method is proposed in the following
work [20] that performs inpainting on intermediate, local planes in order to preserve
perspective as well as to ensure multi-view coherence. In contrast, we use local ho-
mography for achieving pixel-wise correspondences, with which the information loss
caused by SfM could be effectively avoided. Also they assume that the input images
are of high quality, while in contrast, our approach aims at dealing with more common
scenarios, such as those taken with moving cameras and hence glutted with blurriness.

2.2.4. Depth Inpainting

Depth inpainting is similar to the propagation methods designed for the color images
to a certain degree. Result quality may however be limited if the algorithms designed
for color images are simply transplanted to the depth counterparts. Therefore pop-
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ular solutions use color images as guidance to complete the holes on the depth ones.
Miao et al. [21] introduce a texture assisted inpainting technique via dividing the target
area into smooth and edge classes and distribute different partial differential equations
(PDE) to each class. Atapour-Abarghouei et al. [22] perform semantic segmentation
on the color images to get the object edges and the depth value is coherently prop-
agated within every object. Such work targets on assigning value to each unknown
pixel. In this work, however, we take the unknown as one of the existing values and
only inpaint the mask left by the removed undesired objects.
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2.3. Proposed Method

2.3.1. Framework Overview

The proposed pipeline can be found in Fig. 2.1. A masked RGB-D sequence F and one
target frame Ft are taken as input. The RGB-D sequence serves as source frames from
where inpainting information can be gotten and the masks stand for the objects that we
would like remove, which are semantically generated by PSPNet [10] in our work. Our
goal is to fill in the masks on Ft with realistic content by using multi-view information.
In order to achieve it, we carefully select a set of source frames from F for Ft. Also we
take benefits from local homography based image warping method [23] to warp each
source Fi into the same image coordinate with Ft. Considering that the warpings are
not equally accurate, we use an MRF approach similar to those proposed in [16, 17]
to reduce bias. After this, we separately use exemplar based multi-view inpainting
algorithm to cope with the color image It and coherently inpaint the correlated depth
one under guidance.

2.3.2. Select Useful Source Frames for Inpainting

In a multi-view inpainting system, we first need to sort out a set of source frames from
the input RGB-D sequence that can fill in the blanks in Ft. This is a quite challenging
mission considering the giant quantity and variable qualities of the input frames. In
this work, we comprehensively appraise the suitability of each frame to be used as
source.

Selection Strategy

Given a potential source frame Fi, the inpainting accuracy depends on both the image
quality itself and the correlations between it and the target frame Ft. Therefore, we
respectively grade the similarity, the inter-frame distance and the image quality of each
Fi to evaluate whether it is suitable or not to inpaint Ft. It is reasonable to select these
three factors because similarity ensures texture consistency; Larger distance would
lead to lower warping accuracy by reducing the amount of matched feature points;
as well as blurred image would not only weaken the quality of the inpainted image,

8
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(a) (b) (c)

Figure 2.2.: (a) The color image of a target frame. Red color indicates completion
region and each green box is a minimum circumscribed rectangle of one
mask. (b) and (c) Every box is one sub-image and in each one of them, the
red region indicates Mt and the left part is M r

t

.

but may also trigger mismatches among feature points, which would further lead to
high-bias warping results.

A certain target frame Ft can contain several masks. Instead of inpainting them si-
multaneously, we emphasize local similarity and treat each maskMt (a tightly bounded
box around the object) on Ft separately. Specifically, we split Ft into a set of sub-
images by extracting the minimum circumscribed rectangle for every Mt, as shown in
Fig. 2.2. Each Mt independently gets its own source frames and has not influence on
the selections of the others.

We evaluate the suitability S(Fi,Mt) for inpainting Mt with potential source frame
Fi by Eq. 2.1

S(Fi,Mt) = (w1s(Fi,Mt)− w2d(Fi,Mt))q(Fi)
q(Ft)

, (2.1)

where s(Fi,Mt) stands for the similarity between Fi and Mt; d(Fi,Mt) represents the
distance between Fi and Mt; as well as q(Fi) and q(Ft) shows the image quality of Fi
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and Ft respectively. w1 and w2 are positive numbers for weight parameters. We use
linear normalization to normalize all the factors to [0, 1] range.

In practicing, it is pretty burdensome to calculate the distance term for all the Fi
in F and hence we employ a two-step selection strategy. Namely, we first select the
most similar n source frames by only using the similarity term s(Fi,Mt) and then the
S(Fi,Mt) is calculated within these n frames.

Tunable Factors for similarity measurement

We consider the similarity evaluation as a typical image retrieval problem and in this
work we use the bag of visual word (BoVW) model to solve it. In practice we use the
SIFT feature [24] and vocabulary tree [25] for description and searching. The feature
points are extracted from unmasked area of the sub-image M r

t as shown in Fig. 2.2 (b)
and Fig. 2.2 (c).

For the distance term, we take advantages from the extrinsic parameters of the cam-
era. Since the distance relation between Fi and Mt is the same as that between Fi and
Ft, we define the distance d(Fs,Mt) as follows

d(Fi,Mt) =
∥∥∥r(Fi, Ft)∥∥∥+

∥∥∥t(Fi, Ft)∥∥∥ , (2.2)

where r(Fi, Ft) and t(Fi, Ft) represent the rotation and translation distances respec-
tively between the potential source frame Fi and the target one Ft estimated by the PnP
algorithm [26]. ‖·‖ stands for the vectorized L2-norm. And we set d(Fi,Mt) = +∞
for unsolvable conditions, which are discarded when doing normalization.

We use gradient based methods [27–29] for image quality assessment, which base
their evaluation criteria on the proportion of relatively large gradients in all of them.
A higher proportion indicates a larger amount of explicit edges and hence stands for
higher image quality. This kind of methods is suitable for our case since we consider
edges consistency as one of the factors in MRF (specifically described in section 2.3.3)
and coherently use gradients in the energy function of it.

2.3.3. Register and Combine Selected Sources

So far the source frames have been retrieved, the first thing to do is warping them
into the same viewpoint with the target frame. For RGB-D sequence, the classical
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method to achieve pixel-wise correspondence is to use depth information for calculat-
ing the rigid transformation. However, a pixel with unknown depth value cannot be
transformed and the information loss triggered by such invalid transformation would
significantly depress the inpainting accuracy. Hence instead of it we propose to use
local homography based warping method in this work.

Given the registered source frames, we need to decide from which one of them the
mask pixel should get its value. A naive method is to project all the source frames into
the target one and then blending them. However it is easy to trigger blurriness. In this
thesis we propose to use MRF to make optimal choices among sources by considering
it as a multi-label problem, similar to [16, 17, 19].

We also carry out post refinements for more natural and preciser results after solving
the MRF. The entire framework of the proposed warping and combination approach is
summarized in algorithm 1.

Image Warping for Registration

A single global homography is the simplest solution to describe pixel-wise correspon-
dences between images. However it is restricted to subject to planar scene or pure rota-
tion motion assumptions. Multi-homography methods [16, 30] have been employed in
various kinds of research to deal with scenes that contain multiple planes, in which the
images are divided into several planes and for each of them, an independent homogra-
phy matrix is calculated. In this work we use the grid based local homography method
for warping images taken with freely moving cameras. Whether a local homography
can be calculated or not depends on the abundance of matched feature points, hence
we use the affine SIFT [31] for points extraction.

Combination of Multiple Sources

Each source image (for convenience, without ambiguity we hereafter use source image
to refer to the color image in the source frame) is considered as a label l . Our goal is to
assign a label lp for each pixel p in the mask area. We use the data cost term to represent
the cost of assigning lp to p and the smooth cost term to encourage avoiding explicit
boundaries among distinct sources. The energy function we would like to minimize is

12



formulated in the form of

E(l) =
∑
p∈ς

(λ1T1(p, lp) + λ2T2(p, lp))

+
∑

(p,q)∈ζ
λ3W (p, q, lp, lq),

(2.3)

where the sum of T1(p, lp) and T2(p, lp) indicate the data cost and ς represents all the
pixels in the sub-image. W (p, q, lp, lq) stands for the smooth cost; (p, q) is a pair of
neighboring pixels of which we use the 4-neighbor system and ζ is the set of all such
pairs in the sub-image region. λ1, λ2 and λ3 are weight parameters. It is important to
notice that the unmasked pixels are also taken into account as contributions of the total
energy since it can serve as constraint for the masked ones via the smooth cost term.
T1(p, lp) is set to infinity if lp(p) belongs to mask, representing waiting to be in-

painted in the hole filling section later on. For other cases, we choose T1(p, lp) to have
the form

T1(p, lp) =


∥∥∥Ilp(p)− It(p)

∥∥∥ p ∈M r
t

∥∥∥Ilp(p)− Im(p)
∥∥∥ p ∈Mt

, (2.4)

where Ilp(p) indicates the value of pixel p on the source image lp; It(p) is that on the
target image and Im(p) represents the one on the median image, which is considered
as a weighted combination of all source images with the rule

Im(p) =
∑
i∈N

wiIli(p), (2.5)

whereN is the set of source images; Ili(p) is the value of pixel p on the source image li
and wi is weight. The weight is imported basing on the fact that the warping accuracy
of all the source are not equal. Therefore we use the wi for describing the relative
accuracy and define it as

wi = 1− SSD(Ili(p), It(p))/ni∑
j∈N SSD(Ilj (p), It(p))/nj

, (2.6)

where SSD is the sum of square difference between two pixel values; and ni and nj
are the amounts of overlapped unmasked pixels between the source and target, which
is used for normalization. Also we linearly normalize the RGB value to avoid influence
caused by illumination changes.

13



As described earlier, the warping accuracy drops notably when distance is increased
between viewpoints. Therefore we choose T2(p, lp) to have the form

T2(p, lp) = exp(‖t(Ili , It)‖)− 1, (2.7)

where t(Ili , It) is the translation distance between Ili and It; different from Eq. 2.2, we
ignore rotation distance since, as mentioned above, in principle, pure rotation would
not introduce errors in homography computation. Also this function can provide ap-
proximately linear and distinguishable error term.

For the smooth cost term, we use the same gradient cost function proposed in [16],
where W (p, q, lp, lq) = 0 if lp = lq and otherwise

W (p, q, lp, lq) =
∥∥∥∇Ilp(p)−∇Ilq(p)

∥∥∥
+
∥∥∥∇Ilp(q)−∇Ilq(q)

∥∥∥ , (2.8)

where ∇Ilp(p) indicates the gradient of Ilp at pixel p and so on. We use the Sobel
operator to get it.

Finally, to minimize the energy function described in Eq. 2.3, we use the graph-cut
algorithm proposed in [32–34].

Color Adjustment

The brightness of the same scene may vary among distinct source images because
of the different illumination conditions, which will cause obvious contrasts among
the boundaries of sources. Therefore, in practice the mask is first expanded to a few
more pixels with a dilation filter before solving the MRF and then the Poisson image
editing [35] technique is used for blending the varied lighting.

Depth Transformation

Within previous procedures we have established pixel-wise correspondence between
the target frame and the source ones. Now the task is to transform the depth from
sources to the target. In principle we achieve it via following the classical "inverse
projection, SE(3) transformation and projection" steps. For those source pixels whose
depth values are unknown, we set their correspondence on the target as blank to repre-
sent waiting to be inpainted in the hole filling section later on. Namely, for each source
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Algorithm 1 Warp and combine multiple sources
for Each Mask Mt in the target frame do

for Each selected source frame Fi do
Warp Fi into the same viewpoint with the target frame Ft;

end for
for All the color images I of Fi do

Calculate the average SSD between each Ii and It;
Create the median image by weighted overlaying each Ii;

end for
Minimize the energy function of MRF by graph-cut;
for Each source frame Fi do

Compute the transformation matrix Tir between Fi and Ft;
for Each source frame Fj(j 6= i) do

Compute the transformation matrix Tij between Fi and Fj;
end for

end for
Pose graph initialization;
for Each vertexes Vi in the graph do

Assign Tir to Vi;
for Each vertexes Vj(j 6= i) in the graph do

if Tij then
Assign Tij to the edge Eij that connects Vi and Vj;

else
Disconnect the two vertexes;

end if
end for

end for
Do graph optimization;

end for
Do Poisson image editing;

frame a transformation matrix T ∈ R4×4 should be calculated. However, the estima-
tion of pairwise transformation is not such accurate. Also considering that information
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for inpainting is collected from multiple sources, it is easy to trigger inconsistencies
on the inpainted depth image.

As a solution, we implement a global optimization process to get the preciser trans-
formation matrices by modeling it into a graph optimization problem. Specifically, we
take the pose of the target frame as the origin and its camera coordinate as the world
one. Then the vertexes in the graph can be set to the transformation matrices Tsr from
each source frame to the target. Coherently, the edges connecting pairwise vertexes
are conditionally either set to the transformation matrices Tij between the two source
frames if the Tij can be computed or left as blank to represent disconnections. We
employ the g2o framework [36] for implementation.

2.3.4. Fill in the Still Existing Holes

The above step usually returns a partly inpainted frame since some pixels may not find
their correspondences from the source frames and therefore left as blank. And hereby
we fill in them with classical inpainting algorithms. Specifically, for the color image,
a multi-view exemplar based inpainting method is proposed. And then, the inpainted
color image will serve as guidance for completing the corresponding depth one.

Color Image Inpainting

Exemplar based inpainting methods basically synthesize values for the mask from the
source by minimizing an energy function describing the similarity between them. In
this work, we base our multi-view exemplar inpainting approach on the method pro-
posed in [7, 37] and define the energy function in the form of

E =
∑

pi∈φ,pj∈Φ
SSD(pi, pj), (2.9)

where, the same as the general definitions in image inpainting work, φ is the boundary
area of the mask; Φ is the source area from where the information is gotten; pi and pj
respectively indicate pixels in φ and Φ; and SSD represents the patch similarity in the
form of

SSD(pi, pj) =
∑
s∈ω

∥∥∥I(pi+s)− αpipj
I(pj+s)

∥∥∥
+ ‖∇I(pi+s)−∇I(pj+s)‖ ,

(2.10)
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where ω is the patch size; s is a shift vector used for traverse all the pixels within ω;
I(pi+s) and I(pj+s) indicate values of pixel pi+s and pj+s;∇I(pi+s) and∇I(pj+s) are
gradients used as constraints for preserving texture consistency. αpipj

is a parameter
used for dealing with brightness changes [7], which is defined as

αpipj
=

√√√√∑
s∈ω I2(pi+s)∑
s∈ω I2(pj+s)

, (2.11)

For multi-view inpainting, we expand the definition of Φ as the unmasked area in the
single image to that in both the target image and the source ones used for combining
sources. It is worth to mention that the source images used in our approaches are
the warped ones as described in section 2.3.3 to ensure texture consistency between
the inpainted area and the original unmasked one. It is reasonable to do so since the
warped images are in the same viewpoint with the target one, which means that we are
seeking information from a spatially consistent region rather than several independent
counterparts.

Guided Depth Image Inpainting

Depth images are usually low textured and propagation based methods are hence ap-
plicable. Similar to [21], we extract edges from the color image as guidance and coher-
ently divide the masked pixels of the depth image into either smooth or edge classes.
Specifically, a pixels would be classified into edge class if its color correspondence is
edge and smooth otherwise. Propagations are processed separately on each class.

A given pixel can reckon its value from propagation only if its neighbors can provide
enough information. In this work we use the 8-neighbor system and define respective
rules for smooth and edge classes to evaluate the conditions of their neighbors. For
the smooth class, a creditable neighbor should has no less than 4 available pixels that
also belong to the smooth; and for the edge one, a neighbor region is reliable if the
distribution of available edge pixels within it satisfies one of the conditions shown in
Fig. 2.3.

The mask area is iteratively inpainted until convergence. In each iteration, a pixel
is either set to the propagated value provided satisfying the rules above or skipped
otherwise. An edge pixel would be consider as mis-masked and move to the smooth
class if it still cannot be assigned value after several loops. For propagation we use the
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Figure 2.3.: Creditable distribution samples for edge class

Laplace equation in its discrete form

I(p, t+ 1) =
∑
p′∈µ8(p) κ(p′)I(p′, t)∑

p′∈µ8(p) κ(p′) , (2.12)

where I(p, t + 1) is the value of pixel p at time t + 1; µ8(p′) indicates the 8-neighbor
pixels of p; and κ(p′) is an indicator function which is set to 1 if the pixel is in the same
class with p and 0 otherwise.
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2.4. Experiments

We test our approach on different datasets from the TUM RGB-D benchmark [38]
(freiburg3-walking-rpy, freiburg3-walking-xyz and freiburg3-walking-halfsphere), in
which two persons randomly walk across the scenes and the cameras are also on mov-
ing. The "human" class is defined as undesired. The three datasets are totally different
because of the distinct camera motions although they present similar scenes. These
datasets are pretty challenging for being highly textured. For each dataset we use the
first 800 frames and one target frame within it as input. The results are shown in
Fig. 2.4.

2.4.1. Compare with Other Approaches

Since similar work designed for RGB-D inpainting barely exists, we could only com-
pare our algorithm with other color image inpainting techniques. Specifically, we first
compare our method with the classical single image inpainting ones [6, 12] and the
video completion one [14]; and the results are presented in Fig. 2.5. Note that in order
to run the video completion algorithm, we first down-sample the images and use the
neighboring 100 frames of the target as input for its extremely high time cost.

Besides the comparisons above, we also compare our method with another two state-
of-the-art multi-view inpainting approaches, as proposed in [19, 20]. The results are
shown in Fig. 2.6. As can be seen, our method can effective maintain the texture
consistency compared with [20] and will not suffer from information lost as [19] does,
which is triggered by camera undistortion.

2.4.2. An Application Example

Hereby we present an application example of our work, as shown in Fig. 2.7. For a set
of selected frames, still the fine-tuned PSPNet [10] is used to detect and draw masks
on the "human" class. Also we expand the masks to a bit more pixels by dilation in
order to cope with unmasked edges [39]. We use MeshLab [40] to present the final
results as shown in Fig. 2.7. As shown, the humans are effectively removed from the
constructed point clouds.

19



Figure 2.4.: Test results of our proposal on different datasets. The first row indicates
the original frames and the second one is the inpainted results with our
method. The first two columns come from the freiburg3-walking-xyz
dataset; middle two columns: freiburg3-walking-rpy; last two columns:
freiburg3-walking-halfsphere.
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Figure 2.5.: Compare with other methods. Each column shows one image inpainted
by different methods. The first and second rows show the origin images
and inpainting results with our method. The third and fourth rows present
the results of single image inpainting methods respectively proposed by
Barnes et al. [6] and Lee et al. [12]. The last row is the results of the video
completion algorithm proposed by Newson et al. [14].
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Figure 2.6.: Compare with other multi-view inpainting approaches [19, 20]. Our
method can effectively preserve texture consistencies (e.g. the circled
places) and won’t suffer from scene missing.
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(a) (b)

Figure 2.7.: Application example of our proposed algorithm. Above: point clouds pro-
jected from original images. Below: the counterpart after inpainting with
our method.
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2.5. Summary

In this chapter we have introduced a multi-view inapinting framework. Different from
the past ones, our proposal is designed for inpainting RGB-D frames. There are 3 steps
in the proposed framework: first, we select the sources for the inpainting task; second,
similar to other approaches, we formulate the multi-view inpainting problem into an
MRF manner to gather information; and at last, exemplar-based algorithm for RGB
images and propagation-based one for the depth in post-processing are respectively
used. And experiments shows that our proposal can out-perform the other candidates
in terms of maintaining the texture consistency and naturality.
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3. Pose Estimation

3.1. Introduction of Pose Estimation

Pose estimation (aka. SE(3) estimation) problem is directly related to the precision of
3D reconstruction tasks and similar application scenarios such as multi-camera sys-
tem calibration [41], gaze tracking [42] and medical image registration [43]. And in
this chapter, an efficient online pose estimation algorithm is introduced for enhancing
accuracy.

Within most of the classical methods the uncertainty of the pose parameters is mod-
eled by Gaussian distribution. However, since it is majorly used in vector spaces and
states that are unimodally distributed, natural unfitness would be triggered when it is
applied to rotation elements considering their unique properties that:

• The periodicity of the underlying manifold. Namely, a rotation θ and its corre-
spondence θ + 2π are actually the same.

• The antipodal symmetry of the quaternions that q and −q represent the same
rotation. Namely, the quaternions should be modeled by a bimodal distribution
instead of a unimodal one.

Although much work has tried to asymptotically fix a Gaussian distribution on the
quaternions, it is still an approximation. Therefore, in order to exactly exploit the
structure of the rotation parameter space, Bingham distribution [44] is proposed for
usage, which is a specially designed bimodal distribution for modeling the uncertainty
on the n-sphere manifold and hence more suitable to capture the properties of the
quaternions as mentioned above.

Srivatsan et al. first propose a dual-quaternion based linear model to separately
estimate SE(3) elements with Kalman filter [45]. Then the model is combined with
Bingham distribution in [46,47] to achieve higher accuracy. However, the new method
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still suffers from a common shortcoming that, similar to the traditional filter-based
approaches, the noise covariance requires manual tuning, which is especially important
to the Bingham filter due to its high sensitivity.

In this chapter we propose to solve this problem by taking advantage of the adaptive
filtering theory and develop an adaptive Bingham distribution based filter, which has
the following merits:

• Self-ruling: the proposed method can adjust the noise covariance autonomously
and consequently free users from manual tuning.

• Adaptive: the adaptive Bingham filter can converge with varied noise conditions.

• Accurate: the stated approach can outperform the other candidates in precision.
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3.2. Related Work

In this section we will go over the related pose estimation algorithms, which can be
classified into batch-based approaches and filter-based counterparts. Also the adaptive
filtering theories are reviewed.

3.2.1. Batch-based Pose Estimation

Batch-based methods estimate the SE(3) elements via formulating it as a least square
problem, whose objective function can be solved in closed form via computing ei-
ther the singular value decomposition (SVD) or the eigen-system when the correspon-
dences between the two point sets are already known [48]. Arun et al. proposed the
first method by first calculate the rotation matrix and then the translation vector [49].
However, this method uses a standard matrix for rotation representation and its orthog-
onal property is ignored. On the other hand, Horn et al. propose a superior version by
constraining the rotation matrix to be orthogonal in [50]. However, this method does
not hold if the two point sets are planar. Therefore, in their following work [51], the
orthogonal matrix representation is replaced by the unit quaternion, which is applica-
ble to all cases. While all the three methods above compute rotation and translation
separately, Walker et al. propose to represent them jointly with a dual-quaternion sys-
tem [52], which is also the basis of the filter model used in this work. Years later,
Myronenko and Song propose that degenerated problem encountered when the rota-
tion is represented in matrix form [50, 53] can be formulated into a trace-maximizing
manner [54].

If the point-wise correspondences are unknown, the iterative closest point (ICP)
algorithm and its variants are widely used [55, 56]. Such methods take advantages
from the expectation–maximization (EM) algorithm where the construction of point-
wise correspondences and pose estimation are processed recursively. Another class of
solutions is based on the Normal distribution transformation [57–59], where each point
set is modeled as a Gaussian mixture model and a divergence is used to formulate the
objective function. A detailed summary can be found in [60].

Although the batch-based methods can give closed-form solutions, the iterative way
is more preferred in some applications. Especially in the cases where the data is re-
trieved incrementally [41] or the parameters for estimation vary as time goes by [42].
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3.2.2. Filter-based Pose Estimation

The filter-based approaches are suitable alternates to solve the optimization problems
in an iterative, model-based way. The classical methods employ the Kalman filter and
its derivatives (EKF, UKF, etc.) for registration [61, 62]. Such methods however have
two main flaws. First, their models are not truly linear but approximated by the Tay-
lor expansion or unscented transformation, which may lead to diverge provided high
initialization error. To deal with it, Srivatsan et al. come up with a novel true linear
model by first estimating the rotation and then the translation with multiple measure-
ments [45].

Second, as described previously, the Gaussian distribution cannot perfectly model
the uncertainty of the SO(3) elements. Particle filter [63] is an alternative solution
but would be extremely time-consuming. Thus adopting the Bingham distribution is a
better choice considering its merits as described above. However, it has not attracted
enough attention as it deserves and most of the existing work can only deal with pure
rotation cases. For example, Glover and Kaelbling present the prototype to estimate 3D
rotation with the Bingham distribution [64]. Gilitschenski et al. combine unscented
transformation with Bingham filter to cope with non-linear models. It was not un-
til recently when Srivatsan et al. merge the Bingham distribution into their previous
work [45] that a theoretically superior filter-based pose estimation algorithm makes
its debut. This approach is however still at its childhood and one noticeable flaw is
its sensitiveness to the manually set noise covariance, which is solve in this work via
using the adaptive filtering technique.

3.2.3. Adaptive Filtering

Many adaptive filtering approaches have been developed to autonomously adjust the
noise covariances in the process and measurement models. A strategical instruction of
the classical adaptive filtering theories can be found in [65], where the algorithms
are classified into four categories: Bayesian, correlation, covariance matching and
maximum likelihood. When applied to pose estimation problem, Janabi and Marey
combine the maximum likelihood method with the iterative Kalman filter for visual
servoing [66]. Aghili and Su integrate maximum likelihood based adaptive Kalman
filter with the ICP algorithm to merge Laser and IMU data for navigation [67]. Zhou et
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al. develop a covariance matching based adaptive unscented Kalman filter for target
tracking [68]. Although most of the existing adaptive filtering algorithms are originally
developed for Kalman filter and its variants, the basic theories behind them can still be
applied to the Bingham filter.
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3.3. Proposed Method

3.3.1. Preliminaries of the Bingham Distribution

The Bingham distribution on the circle or (hyper-)sphere naturally arises when the
d-dimensional Gaussian distribution is conditioned to the d-dimensional unity sphere
Sd−1 with zero mean value [69]. The relationship between a Bingham distribution and
the corresponding Gaussian distribution can be found in Fig. 3.1.

Probability Density Function

The probability density function (PDF) of Bingham distribution is given by

f(x) = 1
N
· exp(xTMZMTx), (3.1)

where M ∈ R4×4 is an orthogonal matrix; Z = diag(0, z1, .., zd−1) ∈ R4×4 with
0 ≥ z1 ≥ ... ≥ zd−1 is named as the concentration matrix and N is the normalization
constant.

N =
∫
Sd−1

exp(xTZx)dx. (3.2)

Computation of N is shown in Eq. 3.2, which is pretty challenging and hence is often
achieved by some forms of approximation or precomputed lookup tables (details can
be found in [69, 70]). In this work the second approach is employed.

Also it is worth to point out that adding a multiple of the identity matrix Id to Z will
not change the distribution [44], which clarifies that why Z can be always set to such
a non-positive form. This property also provides foundations to derive the mode and
covariance of the distribution.

Mode of the Distribution

The mode of a Bingham distribution is the normalized eigenvector corresponding to the
largest eigenvalue. Since the columns in M are swapped to ensure the concentration
matrix Z is non-positive definite and descending, the mode is the first column in M
with 0 as the corresponding eigenvalue.
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Figure 3.1.: A 2D Bingham distribution with M = I2 and Z = diag(0,−2), which can
be achieved by conditioning the Gaussian distribution N(0, diag(1, 1

5)) to
the unit circle. Better to see in color.

Multiplication of Two PDFs

The product of two given Bingham distribution is a prerequisite of the Bingham density-
related Bayesian inference. Similar to the Gaussian counterpart, it can be written into
a rescaled form. Consider two Bingham PDF:

fi(x) = 1
Ni

· exp(xTMiZiMT
i x), i = 1, 2. (3.3)

The product can be written as

f1(x) · f2(x) = 1
N1N2

· exp(xT(M1Z1MT
1 + M2Z2MT

2︸ ︷︷ ︸
S

)x)

∝ 1
N
· exp(xTMZMTx),

(3.4)
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where N is a new normalization constant. M is orthogonal and refers to the eigen-
vectors of S; and in order to keep the non-positive definite, Z is represented as Z =
D− D11Id, where D is the descending sorted eigenvalues of S and hence D11 refers to
the maximum entry.

Covariance

The covariance of a Bingham distribution can still be calculated in Rd regardless of the
unit sphere-defined property in the form of

cov(x,y) = E[(x− E[x])(y− E[y])]

= M(diag(
∂N
∂z1

N
), ...,

∂N
∂zd

N
))MT.

(3.5)

Since the Bingham distribution can be equivalently characterized as a conditioned
zero-mean Gaussian distribution where the mean is invariant, it can be seen as pos-
sessing the same covariance as the Gaussian one N(0,−(2M(Z + cI)MT)−1), where
c is an arbitrarily selected value in order to make sure that (Z + cI) is negative defi-
nite [44]. Same as [46], we chose c = min(zi) in this work without loss of generality.

3.3.2. Model of the Linear Filter

The model of the linear filter is originally proposed in [45, 46], which can estimate
the rotation between two point clouds when a pair of corresponding points is taken
as input. Hereby we briefly review the model to support further derivation. Also as
quaternion is used to represent rotation in the model, we give a brief introduction of it
in the appendix A.1.

System Model

The static pose estimation problem is typical in 3D registration and similar robotic
vision problem. In this case multiple corresponding points can be achieved simultane-
ously and hence the process model can be treated as time-invariant. The transformation
between each pair of points can be written as

bi = q � ai � q−1 + t (i = 1, ..., n), (3.6)
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where ai,bi ∈ R3 are within the two corresponding point sets; q is the quaternion
representing the rotation and t is the translation between them.

Within every update step two pairs of points are retrieved and mutually added and
subtracted in the form of

b2 − b1 = q � (a2 − a1)� q−1, (3.7)

and

b2 + b1 = q � (a2 + a1)� q−1 + 2t

⇒ t = (b2 + b1)− q � (a2 + a1)� q−1

2 .
(3.8)

A brief introduction of quaternion is given in the appendix. Applying quaternion mul-
tiplication as shown in Eq. A.2, Eq. 3.7 can be rewritten as

z = H · q = 0, (3.9)

where z is the pseudo-measurement and equals to 0 ideally. And H is written as

H =
 0 (b− a)T

a − b (a + b)×

 ∈ R4×4, (3.10)

in which a = a2 − a1 and b = b2 − b1.
It is also worth to mention that in real applications the definite should be slightly

changed into a = a2 − ac and b = b2 − bc where ac and bc respectively denote the
centroids of ai and bi [50]. Such a modification is used to ensure that the origins of
their original bases coincide.

Update via Bayes’ Theorem

The Bingham filter is iterated to obtain the estimated roation q. And its a priori can be
represented by Bingham distribution as

P (qk) = 1
N

exp(qTk−1 Mk−1Zk−1MT
k−1︸ ︷︷ ︸

D1

qk−1), (3.11)

And once two pairs of measurement points are obtained, by assuming the measurement
uncertainty is with Gaussian distribution, the measurement probability can be written
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as

P (zk|qk) = 1
N

exp
{
−1

2

[
zk − h(qk)

]T
R−1
k

[
zk − h(qk)

]}
= 1
N

exp
[
−1

2(Hqk)TRk
−1(Hqk)

]
= 1
N

exp(qTk (−1
2HTR−1

k H︸ ︷︷ ︸
D2

)qk),
(3.12)

where zk and h(q) are the measurement value and measurement model respectively as
demonstrated in Eq. 3.9; and Rk is the measurement uncertainty.

Then the estimation can be updated via Bayesian inference and the a posteriori is

P (qk|zk) = P (qk)P (zk|qk)

∝ 1
N

exp(qTk (D1 + D2)qk)

= 1
N

exp(qTk MkZkMT
k qk).

(3.13)

Now the filter can be updated by passing on P (qk|zk) to P (qk+1) as described in
Eq. 3.11.

3.3.3. Adaptive Filtering with Covariance Matching

In this work we take advantages from the adaptive filtering theories which is originally
developed for the Kalman filter and its variants. Following the instruction given by
Mehra [65], we employ the covariance matching method, which is more suitable in our
case than the others provided known process uncertainty and easy-to-calculate actual
covariance.

Covariance Matching

The basis of covariance matching technique is to make the covariance of the actual
residual (also denoted as innovation in some literature [67, 71]) consistent with its
theoretical counterpart. The residual can be computed by

Σε = E(ε2)− E(ε)2

≈ 1
m

m∑
i=1

εiε
T
i

(3.14)
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where ε is the actual residual gotten from ε = z−h(q) and m is experientially chosen
for giving statistical smoothing.

Measurement Uncertainty

One noticeable point is that Rk in Eq. 3.12 cannot be simply treated as the covariance
of measurement noise. This is because the measurement model as denoted in Eq. 3.9 is
a pseudo-measurement and hence the important stochastic theory [45,72] as described
in Proposition 1 should be used.

Proposition 1. Denote m ∈ Rm; n ∈ Rn; x ∈ Rl and the linear matrix mapping
G(·) : Rl → Rm×n. Define m = G(x) · n; then the uncertainty of m can be written
as

Σm = G(x)ΣnG(x)T + N(Σn ⊗ Σx)NT ; (3.15)

where Σ[·] is the covariance of ·; ⊗ is the Kronecker product and N is defined as

N := [N1, ...,Nn] ∈ Rm×nl, (3.16)

where Ni is defined according to

Nix = G(x)ei, (3.17)

where ei is the unit vector with 1 at position i and 0 otherwise.

Rewrite Eq. 3.10 into the form of z = Hq = G(q)r in which

r = [aT1 , aT2 ,bT1 ,bT2 ]T ;
G(q) = [G1,−G1,G2,−G2],

(3.18)

where G1 and G2 are denoted as

G1 =
 −qv

T

−qv
× + q0I3

 , G2 =
 qv

T

−qv
× − q0I3

 . (3.19)

By applying Proposition 1 to Eq. 3.18, Eq. 3.15 can consequently be parameterized as
that Σr is the original measurement noise and Σq is the processing uncertainty obtained
from the Bingham distribution of q. Therefore, we now have derived the mapping from
the original measurement noise to the modeled one.
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Adaptive Adjustment

Applying the covariance matching technique to the Bingham distribution based filter
consequences the residual covariance in the form of

Σε = 1
m

m∑
i=1

(0−Hiqi)(0−Hiqi)T , (3.20)

where we determine the sample size m by using the Cochran sampling theory [73] by
setting the margin of error to 5% and the confidence level to 80%. Also in practice we
set m→ m− 1 to get the unbiased estimation.

Equalize the theoretical covariance of P (z|q) and Σε we can derive that

−[2M(Z + cI)MT ]−1 = Σε, (3.21)

which can be rewritten into

MZMT = −(2Σε)−1 − cI, (3.22)

where c should ensure that−(2Σε)−1− cI is non-positive definite to meet the property
of Bingham distribution and hence can be set as the maximum entry in −(2Σε)−1.
Then by importing the D2 in Eq. 3.12 to Eq. 3.22, R can be represented as

R = −1
2H[−(2Σε)−1 − cI]−1HT . (3.23)

Now we can start to calculate the raw noise covariance. And depending on how
the data is capture by the sensor system, the covariance representation may also vary.
Hereby two common cases are explored.

Single coefficient

Within general cases the original measurement noise Σr can be written in the form of
ρI, where ρ is the noise coefficient. Then by taking Eq. 3.15 into account, Eq. 3.23 can
be expanded into the form of

G(q)ρI12G(q)T + N(ρI12 ⊗Σq)NT = R,

⇒
ρ
{
G(q)G(q)T + N(I12 ⊗Σq)NT

}
= R.

(3.24)
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By importing the details of G(q) from Eq. 3.18 and computing the Kronecker product,
Eq. 3.24 can be further rewritten as

ρ · (2A + B) = R, (3.25)

where A and B are denoted as

A = [G1GT
1 + G2GT

2 ];

B = N


Σq

. . .

Σq

NT ,
(3.26)

where N, Σq, G1 and G2 are as defined in Eq. 3.16 and Eq. 3.19.

Double coefficients

In some applications such as filter-based ICP algorithms for point clouds registration
or the filter-based multi-camera system calibration, the two corresponding point sets
may be coupled with different noise amplitudes and hence the noise coefficients are
also varied. In such a condition, the measurement noise Σr can be written in the form
of diag(ρ1I6, ρ2I6), where ρ1 and ρ2 are the noise coefficients for point sets a and
b respectively. And similar to the derivation of Eq. 3.24, in double coefficients case
Eq. 3.23 can be rewritten into[

ρ1I4 ρ2I4

]
· (2A′ + B′) = R, (3.27)

where A′ and B′ are in the forms of

A′ =
G1GT

1

G2GT
2

 ;

B′ =
 N1ΣqNT

1 + · · ·+ N6ΣqNT
6

N7ΣqNT
7 + · · ·+ N12ΣqNT

12

 ,
(3.28)

where Ni (i = 1, ..., 12) are as shown in Eq. 3.17.
By solving Eq. 3.25 and Eq. 3.27 in each iteration, the covariance of measurement

noise is adaptively self-adjusted and updated. When the computed ρ is not a real
number, we set it to 0 for skipping this iteration.
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In the above the single coefficient and double ones cases are used for demonstration.
However, it is also noticeable that if more prior knowledge of the measurement noise
is given, it can be set to a more general form that Σr = diag(ρ1 . . . ρ12) where ρi is
the respective noise coefficient coupled on the 3 dimensions of a1, a2,b1,b2. Probable
applications can be found when the data set is coupled with anistropic noise.
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3.4. Experiments

The proposed method is evaluated on both the numerical simulation and the real-world
data. Both the single coefficient model (abbr. ABF) and double coefficients one (abbr.
ABFD) are tested. Without loss of generality, within all the experiments we assume
that neither the initial pose nor the measurement noise is known previously. We com-
pare our adaptive Bingham filter with its prototype (Bingham filter, BF) [46] and the
dual quaternion based Kalman filter (DQF) [45] considering that 1) the three filters
employ the same model to formulate the pose estimation problem so there is no rela-
tive modeling error; 2) the BF and DQF can present the state-of-the-art performances
within the best of our knowledge.

3.4.1. Tests on Simulation

For setup we manually create two corresponding point sets ai and bi and register them
with the proposed algorithm, which is similar to the one used in [45, 46]. In prac-
tice, the points set ai is first randomly generated in the range of [−200, 200]. Then
the noiseless bi is generated by applying a transformation on ai with a randomly set
quaternion and a randomly generated translation within [−70, 70]. Varied noises are
respectively added to bi in different experiments for testing and comparisons. All the
filters are initialized to q0 = (1, 0, 0, 0), which subscribes to the Bingham distribution
with M0 = I4 and Z0 = diag(0, 0, 0, 0) for representing high uncertainty 1.

Randomly set ρ

One of the main advantages of the adaptive Bingham filter is the robustness on deter-
mining the coefficient ρ of the measurement noise. Hence hereby we first simulate the
manual tuning procedure by assigning randomly selected value from [0, 200] to ρ for
all the filters.

In Expt. 1, no noise is added; in Expt. 2 and Expt. 3, the noises uniformly drawn
from [−3, 3] and [−10, 10] are respectively added; and in Expt. 4 and Expt. 5, the
Gaussian noises N(0, 3I3) and N(0, 10I3) are used. Within each noise condition the

1All the algorithms are tested with C++ implementation on a Thinkpad X240 laptop with 8GB RAM and
an Intel i5-4200U CPU.
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Figure 3.2.: Convergence curves in [−10, 10] uniform noise condition (Expt. 3), where
randomly set ρ is used. The result after the first iteration is omitted for
better visualization.

Table 3.1.: RMS error in simulation with randomly set ρ

Expt. 1
RMSE

Expt. 2
RMSE

Expt. 3
RMSE

Expt. 4
RMSE

Expt. 5
RMSE

Time
(ms)

BF 0.00 3.59 12.57 5.67 20.73 19.32
DQF 0.00 3.21 10.26 5.65 29.05 9.38
ABF 0.00 2.98 9.97 5.27 17.34 31.04

ABFD 0.00 2.98 9.94 5.25 17.25 40.32

tests are repeated 100 times on varied ai and bi; and the final root-mean-square error
(RMSE) of the apart distances and time elapse shown in Table 3.1 are computed as the
average values of them.

Another index to evaluate the performance is the rate of successful convergences
(the estimated q converges to a reasonable error) as shown in Table 3.2. With Expt. 3
and Expt. 5 it is clear that the Kalman filter is more easy to suffer from divergence than
the Bingham ones in large noise conditions.
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Figure 3.3.: Convergence curves in [−10, 10] uniform noise condition (Expt. 3), where
exhausted-searched ρ is used. The result after the first iteration is omitted
for better visualization.

Table 3.2.: Success rate in silulation with randomly set ρ

Expt. 1 Expt. 2 Expt. 3 Expt. 4 Expt. 5
SR SR SR SR SR

BF 100% 100% 100% 100% 100%
DQF 100% 99% 94% 99% 76%
ABF 100% 100% 100% 100% 100%

ABFD 100% 100% 100% 100% 100%

Optimal ρ

In this section we would like to give the BF and DQF the largest chances to win and
hence we first process an exhausted searching to find the optimal ρ for them. Then the
experiments described above are re-processed and the results are shown in Table 3.3.
With the optimal ρ all the three filters reach 100% success rate.
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Table 3.3.: RMS error in simulation with optimally selected ρ

Expt. 1
RMSE

Expt. 2
RMSE

Expt. 3
RMSE

Expt. 4
RMSE

Expt. 5
RMSE

BF 0.00 2.98 9.94 5.18 17.25
DQF 0.00 3.17 10.37 5.24 21.27
ABF 0.00 2.99 9.97 5.19 17.26

ABFD 0.00 2.98 9.94 5.18 17.25

Result Discussion

As shown in Table 3.1, without any preliminaries of the measurement noise, the ABF is
more accurate than the other past methods; and the ABFD performs slightly better than
ABF. And with Table 3.3 it is clear that the ABF can achieve almost the same accuracy
with the fine-tuned BF. For further analysis the convergence curves of Expt. 3 are also
plotted. As shown in Fig. 3.2 and Fig. 3.3, the ABF can converge with less iterations
when ρ is randomly set and has similar performance with the fine-tuned BF.

3.4.2. Tests on Realistic Data

For testing the proposed algorithm in the real world, we consider to take the camera
pose estimation problem as an example. The experiments are processed on several se-
quences of the TUM RGB-D benchmark [74]. Within each sequence the pose between
every 5 frames is estimation. Specifically, we extract SIFT feature points from the
color images of two RGB-D frames and coherently match them. As shown in Fig. 3.4,
the matched feature points can be projected into the 3D space with the information
from the depth images for registration. Both the filters and the PnP algorithm [26] are
used for comparisons.

When the SE(3) transformation is estimated, all the pixels on the two frames can be
corresponded and we take the RMSE as the pixel value differences among them. The
filters are iterated n

2 times where n is the amount of extracted corresponding points.
The final results of both the RMSE and the time elapse are represented as the means of
them. As shown in Table 3.4, the ABF and ABFD can achieve more accurate results
compared with the BF and DQF, which is just slightly worse than the batch-based
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method (PnP). What’s more, the ABF is also faster than the PnP.

Table 3.4.: RMS error in real world

Seq. 1 Seq. 2 Seq. 3 Seq. 4 Seq. 5

PnP
RMSE 18.14 20.98 15.92 22.47 13.82

Time (ms) 4.27 5.36 3.31 3.02 3.73

BF
RMSE 20.85 23.49 18.72 24.29 17.67

Time (ms) 1.57 1.27 1.96 1.79 1.84

DQF
RMSE 62.35 57.56 62.14 99.46 51.86

Time (ms) 1.23 1.02 1.56 1.37 1.45

ABF
RMSE 18.77 21.24 16.26 22.74 13.86

Time (ms) 2.59 2.06 3.22 2.97 3.04

ABFD
RMSE 18.68 21.19 16.20 22.78 13.88

Time (ms) 3.50 2.72 4.35 3.92 4.03

43



(a) (b)

Figure 3.4.: Point cloud representation of two RGB-D frames captured by the Kinect.
The SE(3) motion between them can be estimated by using the overlapped
points.
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3.5. Summary

In this chapter we have introduced an adaptive Bingham distribution based filter to
estimate the SE(3) elements. In each iteration, a pair of corresponding points is input
and the rotation is estimated. Also the noise covariance is autonomously updated for
next iteration. Besides the inherent merits of the unique properties of the Bingham
distribution and the true-linear model developed in [45], we also employ adaptive fil-
tering technique and consequently free the filter from manual parameter tuning, which
is more robust, labor-saving and precise.

As demonstrated in the simulation and real world experiments, although the Bing-
ham filter possesses the ability to present outstanding performance than the traditional
Kalman filter, it requires manual tuning of the covariance coefficient (as shown in Ta-
ble 3.1 and Fig. 3.2) and hence heavily rely on the fine-tuning of measurement noise
coefficient. On the other hand, our adaptive approach can obtain high accuracy without
manual adjustment.
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4. Conclusion and Discussion

4.1. Conclusion

In this thesis we focus on precise 3D point clouds based 3D reconstruction problems
and explore it from two perspectives: how to achieve selective reconstruction and how
to enhance the efficiency and accuracy. And two algorithms are proposed respectively.

The first one is an RGB-D inapinting framework which enables to remove undesired
objects. The annoyances can be removed by either manual selection or semantic seg-
mentation. And we jointly use other frames belonging to the same sequence, exemplar
based approach and propagation based one to fill in the holes. Our algorithm can be
effective maintain the texture consistency and will not suffer from the scene missing
triggered by camera undistortion. Also, although our framework is designed for RGB-
D sequences, it can be easily modified to deal with RGB ones since the color image
and the depth one are separately inpainted. However, based on the local homography
algorithm, our method is easy to suffer from the sparseness of feature points when
handling large baseline conditions.

The second algorithm is related to online pose estimation, in which we equip the
Bingham filter with the covariance matching adaptive filtering technique, which effec-
tively achieves higher accuracy. Besides, our proposal frees the users from burdensome
manual tuning and hence more easy to use. Same as other filtering based approaches,
however, although the adaptive filtering technique is robust, it still has the risk to suf-
fer from being trapped in local minima provided large initialization error, which can be
solved by the global optimization techniques such as branch-and-bound [75] or other
heuristic methods [76, 77].
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4.2. Future Work

For the inpainting algorithm, other methods like those employing grid optimization can
be explored to deal with large baseline conditions [78] in the future. Also more suitable
source selection strategy could be designed to avoid the current demand on weights
adjustment. Another line of interest is that high-performance MRF [79] solutions can
be used in order to enhance the time efficiency.

For the pose estimation algorithm, we plan to extend the current filter to a robust
version since the current one still lacks the ability to deal with outliers, where ro-
bust filtering technique is a reasonable choice [80]. Another thread of the future work
is about the time efficiency. Specifically, since the current filter calculates the error
between qi and qi−1 with an matrix-inverse metric in each iteration, whose time com-
plexity is O(n3), some metric approximations [81] would be preferred to enhance the
efficiency.
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A. Appendix

A.1. Quaternion

Quaternion is outstanding for representing 3D rotation than other methods such as
Euler angles and rotation matrix for its compact formation (4 versus 9 parameters in
the rotation matrix) and non-singularity (does not suffer from Gimbal lock as Euler
angles do).

A quaternion is written in the form of

q = (q0, q1, q2, q3), q ∈ R4, (A.1)

where q0 is the scalar part and (q1, q2, q3) is the vector part. A quaternion is unit if
conditioned to ‖q‖ = 1.

Operations on Quaternion

While the addition of quaternion works in the same way as that on the real numbers,
the multiplication of two quaternions is denoted as

p� q =
p0 −pv

T

pv pv
× + p0I3

q, (A.2)

where � is the Hamilton product operator; pv and qv stand for the vector parts of the
quaternions; and [ ]× is the skew-symmetric matrix representation of vector.

The conjugation q∗ of a given quaternion q is denoted as q∗ = (q0,−q1,−q2,−q3).
For unit quaternion, the inverse q−1 is the same as q∗.

Rotation Representation

An SO(3) rotation can be represented by a unit quaternion in the form of

q = (cos(θ2),vsin(θ2)), (A.3)
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where the vector v stands for the rotation axis and θ ∈ [−π, π] is the rotation angle
around it. Therefore, it is reasonable to confirm that q and −q represent the same
rotation since rotating θ around axis v is the same as −θ around −v.

The rotation between a given pair of 3D points a and b can be represented as

b = q � a � q−1, (A.4)

where a and b are respectively written into the quaternion forms (0, a) and (0,b).
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