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Abstract

One of approaches to reducing energy consumption in data centers is to power
down a group of servers according to the utilization rate, or the number of jobs
in the system. In this thesis, we consider a power management scheme for dis-
tributed parallel processing over clusters of servers. For this scheme, a part of
servers in each cluster are turned on/off according to the state of a background
process, or the number of jobs in the system. In the former case, we model the
system as a multi-server queue in which the service time of a job depends on the
state of a background process at the beginning of the job service. In the latter
case, on the other hand, we consider a multi-server queueing system where the
service time of a job depends on the number of jobs in the system. For both
systems, we analyze the distribution of the number of jobs in the system, deriv-
ing the mean job-response time and mean amount of energy consumption. In
the latter case, we further consider the product of those two measures. In nu-
merical examples, we investigate how performance measures are affected by the
background process or thresholds which manage energy saving level.
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1. Introduction

1.1. Background
Recently, cloud computing has attracted considerable attention, and various kinds
of computing services such as virtual machines and MapReduce software frame-
work are provided by data centers [1]. A data center contains a large number of
server machines, resulting in high energy consumption [8]. With the increase in
cloud computing demand, the number of data centers is growing rapidly, and the
amount of energy consumption for data centers is extremely huge [2]. Therefore,
considerable research efforts have been devoted to developing schemes which can
save energy without degrading job-processing performance.

1.2. Related Work
There exist much literature which concerns strategies of efficient energy saving for
data centers. A typical scheme for reducing energy consumption in data centers
is to manage the power of server machines according to demand for computing
resources. In [10], the authors propose a scheme of server-power management
for a data center, with which the number of running servers is varied according
to the number of jobs in the system. If the number of waiting jobs exceeds a
predefined threshold, all the servers are turned on. If the number of servers busy
for job processing is below another threshold, a given number of servers are turned
off. In [10], the trade-off between job-waiting time and energy consumption is
analyzed by an M/M/c queue with threshold-based on/off control.

The authors of [4] consider the optimal policy for power management of data
centers. They model a data center as an M/M/c-type queue, where server states
consist of busy, idle, and several sleep states. Taking into account the transition
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time from a sleep state to busy one, the authors investigate by simulation the
optimal policy such that the product of the mean job-response time and power
consumption is minimized.

In [3], the authors propose Berkeley Energy Efficient MapReduce (BEEMR),
an efficient power management scheduling for MapReduce-type job processing.
In BEEMR, servers in a data center are divided into two grouping zones, an
interactive zone and a batch zone. The servers in the interactive zone are always
turned on and serve small-sized jobs. On the other hand, the servers in the
batch zone process huge-sized jobs that are insensitive to the response time.
BEEMR controls the power of servers in the batch zone so that the amount of
power consumption is reduced. The authors in [3] investigate the performance of
BEEMR by simulation and on-site practical experiments. In [5], the performance
of BEEMR is investigated by queueing theoretical approach.

1.3. Research Objective and Outline of Thesis
In this thesis, we consider a power-management scheme for data centers with
server clusters. We focus on a data center accommodating a large number of server
clusters, each of which consists of several server machines, providing parallel
distributed computing service. The data center alternates two power-operation
modes: normal-operation and power-saving. The power of server machines is
managed in a cluster-based manner. When the data center is in normal-operation
mode, all the servers of all clusters are powered on. When the data center switches
to power-saving mode, a part of servers in each cluster are powered off after
completing the existing job. In both operation modes, a job is served by a cluster
according to processor sharing discipline. Therefore, the service rate of a cluster
in power-saving mode is smaller than that in normal mode.

In order to investigate the performance of the cluster-based power management
scheme, for data centers, we consider two multi-server queueing systems. In the
first system, the power-operation modes alternate according to the state of a
background process. In the second system, on the other hand, we consider the
power management which the power-operation mode depends on the number
of jobs in the system. In both the systems, a server of the queueing model
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corresponds to a cluster of machines in the data center. For each queueing system,
we construct a trivariate continuous-time Markov chain for the system, deriving
the steady-state probability vector by matrix geometric method. We consider
the mean job-response time and mean amount of energy consumption. For the
second system, we further consider the product of them as one of performance
measures. In both systems, we investigate how the performance measures are
affected by design parameters which manage energy saving level.

This thesis is organized as follows. In Chapter 2, we consider a multi-server
queue in which the service time of a job depends on the state of a background
process at the beginning of the job service. We analyze the joint distribution
of the number of jobs in the system and the state of the background process,
deriving the mean job-response time and mean amount of energy consumption.
In numerical examples, we investigate how the mean job-response time and energy
consumption are affected by energy saving level and the number of clusters.

In Chapter 3, we consider the power-management scheme with which a part
of servers in each cluster are turned on/off according to the number of jobs in
the system. We model the system as a multi-server queue in which the service
time of a job depends on the number of jobs in the system at the beginning of
the job service. We analyze the distribution of the number of jobs in the system,
deriving the mean job-response time, mean amount of energy consumption, and
the product of those two measures. In numerical examples, we investigate how
the mean job-response time and energy consumption are affected by thresholds
which manage energy saving level.

Chapter 4 gives conclusion of the thesis.
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2. Multi-Server Queue with Job
Service Time Depending on a
Background Process

2.1. Queueing Model
The system consists of c homogeneous server clusters and a single queue with
infinite capacity. (See Figure 2.1.) Each cluster accommodates several servers,
and the power of some servers in a cluster is controlled according to the power-
management policy described later in this section. In Figure 2.1, the number of
clusters is four, each cluster has eight servers, and the number of power-controlled
servers in each cluster is three.

Jobs arrive at the system according to a Poisson process with rate λ. Each
cluster serves a job in a parallel-distributed processing manner. That is, only one
job can enter an idle cluster. The service rate of the job depends on the number
of powered-on servers in the cluster. We consider two power-control modes for
clusters, Slow (S) and Fast (F ). The mode S describes the power-saving mode
in which a part of server machines are turned off for energy saving (Figure 2.1b),
and hence the resulting service rate of a cluster is low. When the mode is F ,
on the other hand, all the server machines composing a cluster are turned on
(Figure 2.1a) and the resulting service rate of the server is greater than that in
mode S. We call F normal-operation mode hereafter. We assume that the service
time of a job in mode S (resp. F ) follows an exponential distribution with rate µS

(resp. µF ). Hereafter, a job served with rate µS > 0 and that with rate µF > 0
are called S job and F job, respectively.

The system mode changes from S to F and vice versa according to the state of
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Figure 2.1.: System model.
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Figure 2.2.: Background process.

a background process. (See Figure 2.2.) We assume that the service rate of a job
is governed by the system mode at its service initiation point. The background
process is continuous-time Markov chain with two states, S and F , independent
of the arrival process. The state-transition rate from S to F and that from F to
S is given by αS > 0 and αF > 0, respectively.

When a job enters a server for its cluster, its service time depends on the state
of the background process. If the background process is in state S (resp. F ) at
the service initiation point, the service time of the job follows an exponential
distribution with rate µS (resp. µF ). In the following, µS ≤ µF . We also assume
that when the background process switches from S to F (and vice versa), the
service rate of the existing job remains the same as that at its service initiation
point.
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2.2. Analysis
We define N(t) as the number of jobs in the system at time t. Let S(t) and
F (t) denote the numbers of S jobs and F jobs at t, respectively. We denote
J(t) (∈ {S, F}) as the mode of power-management at t. F (t) can be expressed
with N(t) and S(t) by

F (t) = min(N(t), c) − S(t),

From the assumptions, {(N(t), S(t), J(t)) : t ≥ 0} is a trivariate continuous-time
Markov chain with state space F, where F is given by

F = N ∪ {0} × {0, 1, . . . , c} × {S, F}.

Let Q denote the infinitesimal generator of the Markov chain {N(t), S(t), J(t) :
t ≥ 0}, whose states are arranged in lexicographic order. Then, Q is given by

Q =



B B0 O O O O · · ·
B1 A1 A0 O O O · · ·
O A2 A1 A0 O O · · ·
O O A2 A1 A0 O · · ·

. . . . . . . . .


. (2.1)

In what follows, we describe the details of block matrices B, B0, B1, A0, A1,
and A2 in (2.1). Hereafter, i is an integer such that the inequality k(k + 1) < i ≤
(k + 1)(k + 2) holds for any k ∈ [0, c], and [x] is the largest integer not greater
than x.

(a) c(c + 1) × c(c + 1) matrix B

(i) For odd i,

[B]ij =



αS, j = i + 1,

λ, j = i + 2k + 4,

d(k + 1, i + 1) µF , j = i − 2k,

−d(k, i − 1) µS, j = i − 2k − 2,

−αS − λ − d(k + 1, i + 1) µF + d(k, i − 1) µS, j = i,

0, otherwise,
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where d(n, m) = n(n + 1) − m

2
.

(ii) For even i,

[B]ij =



αF , j = i − 1,

λ, j = i + 2k + 2,

d(k + 1, i) µF , j = i − 2k,

−d(k, i − 2)µS , j = i − 2k − 2,

−αF − λ − d(k + 1, i) µF + d(k, i − 2)µS , j = i,

0, otherwise.

(b) c(c + 1) × 2(c + 1) matrix B0

(i) For odd i,

[B0]ij =

λ, j = i − c(c − 1) + 2 and j ̸= 1,

0, otherwise.

(ii) For even i,

[B0]ij =

λ, j = i − c(c − 1),

0, otherwise.

(c) 2(c + 1) × c(c + 1) matrix B1

[B1]ij =



(
c −

[
i − 1

2

])
µF , j = i + c(c − 1),[

i − 1
2

]
µS , j = i + c(c − 1) − 2,

0, otherwise.

(d) 2(c + 1) × 2(c + 1) matrix A0

[A0]ij =

λ, j = i,

0, j ̸= i.

(e) 2(c + 1) × 2(c + 1) matrix A1

7



(i) For odd i,

[A1]ij =


αS , j = i + 1,

−αS − λ −
[

i − 1
2

]
µS −

(
c −

[
i − 1

2

])
µF , j = i,

0, otherwise.

(ii) For even i,

[A1]ij =


αF , j = i − 1,

−αF − λ −
[

i − 1
2

]
µS −

(
c −

[
i − 1

2

])
µF , j = i,

0, otherwise.

(f) 2(c + 1) × 2(c + 1) matrix A2

(i) For odd i,

[A2]ij =



i − 1
2

µS , j = i,(
c − i − 1

2

)
µF , j = i + 2,

0, otherwise.

(ii) For even i,

[A2]ij =



(
c − i − 2

2

)
µF , j = i,

i − 2
2

µS , j = i − 2,

0, otherwise.

We define the steady-state probability as

π(i, j, k) = lim
t→∞

Pr{N(t) = i, S(t) = j, J(t) = k}, (i, j, k) ∈ F.

We also define the following notations.

π−1 = (π(0, 0, S), π(0, 0, F ), π(1, 0, S), π(1, 0, F ), π(1, 1, S), π(1, 1, F ), . . . ,

π(c − 1, 0, S), π(c − 1, 0, F ), π(c − 1, 1, S), π(c − 1, 1, F ), . . . ,

π(c − 1, c − 1, S), π(c − 1, c − 1, F )),
πi = (π(c + i, 0, S), π(c + i, 0, F ), π(c + i, 1, S), π(c + i, 1, F ), . . . ,

π(c + i, c, S), π(c + i, c, F )), i ≥ 0.
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Let

π = (π−1, π0, π1, · · · ).

π is the steady-state probability vector which satisfiesπQ = 0,

πe = 1.
(2.2)

From (2.1), this continuous-time Markov chain is a quasi birth-and-death pro-
cess. The steady-state probability vector π can be calculated by matrix-analytic
method [6].

When i ≥ 1, from (2.1), (2.2), πi satisfies the following equation.

πi−1A0 + πiA1 + πi+1A2 = 0. (2.3)

There is a rate matrix R such that πi = πi−1R, and they have a matrix geometric
form,

πi = π0R
i. (2.4)

Substituting (2.4) into (2.3),

π0R
i−1A0 + π0R

iA1 + π0R
i+1A2 = 0.

Therefore,

A0 + RA1 + R2A2 = O. (2.5)

In order to calculate R in (2.5), consideringR(0) = O,

R(n+1) = −A2A
−1
1 − (R(n))2A0A

−1
1 ,

we should compute R = lim
n→∞

R(n). In practical calculation, we choose the itera-
tion count N̂ satisfying the following inequality.

N̂ = min{n ≥ 1 : ∥R(n) − R(n−1)∥max < ε},

9



where ∥ · ∥max is the max norm such that ∥K∥max = max
i,j

|[K]ij| for matrix K.
π−1,π0,π1 satisfy the following equations.

π−1B + π0B1 = 0,

π−1B0 + π0A1 + π1A2 = 0.

The normalization condition is also given by

π−1e0 +
∞∑

j=0
πje1 = 1,

where e0 and e1 are suitably dimensioned column vectors of 1s. Noting that
∞∑

j=0
πje1 = π0

∞∑
j=1

Rj−1e1 = π0(I − R)−1e1,

and π1 = π0R, we can write

(π−1, π0)

 e0 B∗ B0

(I − R)−1e1 B∗
1 A1 + RA2

 = [1, 0],

where B∗ and B∗
1 are matrices B and B1 with its first column eliminated, and

0 is (c + 1)(c + 2) − 1 dimensioned column vector of 0s.
Therefore, if we solve π−1, π0, R, we can calculate stationary state probability

of all states.
In terms of the system stability, we have the following theorem.

Theorem2.2.1. ( [7], p. 411, (9.36)) We assume that 2(c+1) dimensional square
matrix A = A0 + A1 + A2 satisfies πAA = 0 and πAe1 = 1.

Then, the stability condition for the system is

πAA0e1 < πAA2e1.

In our case, we can conjecture the following stability condition (see Appendix
A).

λ <
cµSµF (α2

S + 2αSαF + α2
F + αSµF + αF µS)

(αS + αF )(αSµS + αF µF + µSµF )
. (2.6)

10



We consider two performance measures: the mean job-response time and mean
amount of energy consumption. The mean number of jobs in the system and that
in queue is given by

E[L] =
∑

(i,j,k)∈F
iπ(i, j, k), (2.7)

Let N∗ denote the number to truncate the calculation of infinite summation in
right side of (3.3). N∗ is defined by

N∗ = min{n ≥ 0 : |[nπn − (n − 1)πn−1]e1| < ε}

Using Little’s law, the mean job-response time in the system E[T ] is given by

E[T ] = E[L]/λ.

Let E denote the mean amount of energy consumption per unit time. E can
be expressed as

E =
∑

(i,j,k)∈F
π(i, j, k){jµS + min(c − j, i − j)µF + max(0, c − i)κµk},

where κ is the ratio of the amount of energy consumption of a single idle server
to that of a single busy server.

2.3. Numerical Examples
In this section, we show some numerical examples.

Let ζ denote the power-saving level defined by ζ = µS/µF , the ratio of the
service rate of power-saving mode to that of normal-operation mode. A small ζ

indicates that the number of worker machines turned off in power-saving mode is
large. In other words, a small ζ implies a small amount of energy consumption for
the system. Note that when the system is in power-saving mode, all the servers
keep running for ζ = 1, whereas all the servers are turned off for ζ = 0∗.

In the following, we set κ = 170/240 according to [10]. We consider the case
of c = 20 and µF = 5 throughout the section. We only consider the case of
αS = αF = 1.

∗The case of ζ = 0 is equivalent to the model in [10].
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Figure 2.3.: The mean job-response time E[T ] vs. c.

Figure 2.3 illustrates the mean job-response time E[T ]. The horizontal axis is
the number of clusters c, and E[T ]’s for ζ = 0.1, 0.5, 1 are plotted. Note that
ζ = 1 under αS = αF corresponds to the case of an M/M/c with service rate
µF . We observe from the figure that when c increases, E[T ]’s for the three cases
decrease and converge to some constants. We also observe that E[T ] increases
with the decrease in ζ. A remarkable point here is that the discrepancy between
ζ = 1 and ζ = 0.5 is significantly smaller than that between ζ = 1 and ζ = 0.1.
When ζ = 0.5, a half of servers in a cluster are powered off in power-saving
mode. This figure shows that energy-saving level of ζ = 0.5 does not degrade the
job-response time.

Figure 2.4 represents E against the number of clusters c. In this figure, the
amount of energy consumption increases linearly for any ζ, as expected. We also
observe that E for ζ = 1 is the largest for any c, and that E becomes small
with the decrease in ζ. Note that the power-saving level of ζ = 0.5 effectively
reduces E even for a small c. This result suggests that the power-saving level of
ζ = 0.5 is effective both for reducing the energy consumption and for keeping the
job-response time small.

We also investigated the job-response time and energy consumption in cases of
different λ’s, observing the same tendency as Figures 2.3 and 2.4. This suggests

12



 0

 50

 100

 150

 200

 5  10  15  20  25  30  35  40  45  50

E

θq

ζ=1
ζ=0.5
ζ=0.1

Figure 2.4.: The mean energy consumption E vs. c.

that turning a half of servers in a cluster off is effective for keeping the mean
job-response time small.

2.4. Conclusion
In this chapter, we considered a queueing model for data centers with BEEMR-
like energy-saving management mechanism. We modeled a data center as a
multiple-server queue with job service depending on a background process. Us-
ing matrix-analytic method, we derived the joint distribution of the number of
jobs in the system and the state of the background process, yielding the mean
job-response time and mean amount of energy consumption as performance mea-
sures. Numerical examples showed that the amount of energy consumption grows
linearly with the increase in the number of clusters. We also confirmed that turn-
ing a half of servers in a cluster off is effective for keeping the mean job-response
time small.
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3. Queueing System with Power
Management Scheme
Depending on the Number of
Jobs in the System

3.1. Queueing Model
In this chapter, the system mode changes from S to F and vice versa according
to the transition of the number of jobs in the system. We consider the following
power management scheme using two thresholds θs, θq (0 < θs ≤ c < θq), which
is originally considered in [10]. Suppose that the number of jobs in the system is
zero at system initiation and that the system is in power-saving mode S.

1. Until the number of jobs in the system become more than θq, the system
stays in mode S and the service rate of each cluster is µS.

2. When a new job arrives at the system and the number of jobs in the system
reaches θq, the system mode changes from S to normal-operation mode F

and the next served job is processed with service rate µF . Note that the
service rate of the existing jobs remains µS.

3. When the number of jobs in the system becomes lower than θs, the system
mode changes from F to power-saving mode S, and newly arriving jobs are
served with rate µS. Then, steps 1 to 3 are repeated.
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Figure 3.1.: System model.

3.2. Analysis
As it is for the queueing model explained in Chapter 2, {(N(t), S(t), J(t)) : t ≥ 0}
is a trivariate continuous-time Markov chain with state space F, where F is given
by

F = N ∪ {0} × {0, 1, . . . , c} × {S, F}.

Let Q denote the infinitesimal generator of the Markov chain {N(t), S(t), J(t) :
t ≥ 0}, whose states are arranged in lexicographic order. Then, Q is given by

Q =



B B0 O O O O · · ·
B1 A1 A0 O O O · · ·
O A2 A1 A0 O O · · ·
O O A2 A1 A0 O · · ·

. . . . . . . . .


. (3.1)

In what follows, we describe the details of block matrices B, B0, B1, A0, A1,
A2 in (3.1). Hereafter, we define l as

l = (c + 1)(c + 2) + 2(c + 1)(θq − c − 1),

and k as the number of jobs corresponding to an element [·]ij in each matrix, that
is to say, k is the integer such that the inequality k(k + 1) < i ≤ (k + 1)(k + 2)

15



holds for any i ∈ {1, 2, . . . , (c + 1)(c + 2)}, and

k = c + 1 +
[

i − (c + 1)(c + 2)
2(c + 1)

]
,

for (c + 1)(c + 2) < i ≤ l. We also define n as the number of the S jobs.

(a) l × l matrix B

(i) The odd i case

• If j = i + 2k + 4, k < c, or j = i + 2c + 2, c ≤ k < θq, then

[B]ij = λ.

• If j = i − 2k, k < c, then

[B]ij = (k + 1)(k + 2) − 1 − i

2
µF .

• If j = i − 2k − 2, k < c, then

[B]ij = i − k(k + 1) − 1
2

µS.

• If j = i − 2c − 2, k = c, or j = i − 2c − 4, c < k < θq, then

[B]ij = nµS.

• If j = i − 2c, k = c, or j = i − 2c, c < k < θq, then

[B]ij = (c − n)µF .

• If j = i, k < c, then

[B]ij = −λ − (k + 1)(k + 2) − 1 − i

2
µF − i − k(k + 1) − 1

2
µS.

• If j = i, c ≤ k < θq, then

[B]ij = −λ − (c − n)µF − nµS.

16



• For others, [B]ij = 0.

(ii) The even i case

• If j = i + 2k + 4, k < θs − 1, or j = i + 2k + 3, k = θs − 1, or
j = i + 2k + 2, θs ≤ k < c, or j = i + 2c + 2, c ≤ k < θq, then

[B]ij = λ.

• If j = i − 2k, k < c, then

[B]ij = (k + 1)(k + 2) − i

2
µF .

• If j = i − 2k − 2, k < c, then

[B]ij = i − k(k + 1) − 2
2

µS.

• If j = i − 2c − 2, k = c, or j = i − 2c − 4, c < k < θq, then

[B]ij = nµS.

• If j = i − 2c, k = c, or j = i − 2c − 2, c < k < θq, then

[B]ij = (c − n)µF .

• If j = i, k < c, then

[B]ij = −λ − (k + 1)(k + 2) − i

2
µF − i − k(k + 1) − 2

2
µS.

• If j = i, c ≤ k < θq, then

[B]ij = −λ − (c − n)µF − nµS.

• For others, [B]ij = 0.

(b) l × 2(c + 1) matrix B0

[B0]ij =

λ, j = i − (l − 2(c − 1)) ,

0, otherwise.
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(c) 2(c + 1) × l matrix B1

(i) For odd i,

[B1]ij =



(
c −

[
i − 1

2

])
µF , j = i + l − 2c − 1,[

i − 1
2

]
µS, j = i + l − 2c − 3,

0, otherwise.

(ii) For even i,

[B1]ij =



(
c −

[
i − 1

2

])
µF , j = i + l − 2c − 2,[

i − 1
2

]
µS, j = i + l − 2c − 4,

0, otherwise.

(d) 2(c + 1) × 2(c + 1) matrix A0

[A0]ij =

λ, j = i,

0, j ̸= i.

(e) 2(c + 1) × 2(c + 1) matrix A1

[A1]ij =


−λ −

[
i − 1

2

]
µS −

(
c −

[
i − 1

2

])
µF , j = i,

0, otherwise.

(f) 2(c + 1) × 2(c + 1) matrix A2

[A2]ij =



(
c −

[
i − 1

2

])
µF , j = i,[

i − 1
2

]
µS, j = i − 2,

0, otherwise.

We define the steady-state probability as

π(i, j, k) = lim
t→∞

Pr{N(t) = i, S(t) = j, J(t) = k}, (i, j, k) ∈ F.

18



π is the steady-state probability vector which satisfies πQ = 0 and πe = 1. From
(3.1), this continuous-time Markov chain is a quasi birth-and-death process. The
steady-state probability vector π can be calculated by matrix-analytic method [6].

From Theorem 2.2.1, we obtain the following stability condition.

λ < cµF . (3.2)

Finally, we consider two performance measures: the mean job-response time
and mean amount of energy consumption as in Chapter 2. The mean number of
jobs in the system is given by

E[L] =
∑

(i,j,k)∈F
iπ(i, j, k). (3.3)

Using Little’s law, the mean job-response time E[T ] is given by E[T ] = E[L]/λ.
Let E denote the mean amount of energy consumption per unit time. E can

be expressed as

E =
∑

(i,j,k)∈F
π(i, j, k){jµS + min(c − j, i − j)µF + max(0, c − i)κµk},

where κ is the ratio of the amount of energy consumption of a single idle server
to that of a single busy server.

We usually need to consider both the mean job-response time and mean amount
of energy consumption simultaneously. Optimizing the trade-off between these
quantities, however, is a difficult problem. To capture this trade-off, we consider
the Energy-Response time Product (ERP) metric [4]. The ERP is given by

ERP = E[T ] · E/c.

Minimizing ERP can be seen as improving the efficiency in terms of both the
mean job-response time and mean amount of energy consumption.

3.3. Numerical Examples

3.3.1. Impact of Thresholds on Performance

Figures 3.2 and 3.3 illustrate the mean job-response time E[T ] and the mean
amount of energy consumption E, respectively. The horizontal axis is the thresh-
old θq, and cases of θs = 1, 5, 10, 15, 20 are plotted. Note that θs = 1 is the

19



 0.15

 0.2

 0.25

 0.3

 0.35

 0.4

 0.45

 0.5

 0.55

 0.6

 25  30  35  40  45  50

E
[T

]

θq

θs=1
θs=5

θs=10
θs=15
θs=20

Figure 3.2.: The mean job-response time E[T ] vs. θq.

case in which the system is always in normal-operation mode. We set ζ = 0.5
(µS = 2.5, µF = 5) and λ = 50.

We observe from Figure 3.2 that when θq increases, E[T ]’s for all the cases
except θs = 1 grow linearly. In Figure 3.3, on the other hand, E’s for all the cases
except θs = 1 decrease monotonically. Note that a large θq makes the power-
saving period large. This results in a large job-response time and a small energy
consumption.

In terms of θs, we observe that E[T ] becomes large with the increase in θs, while
E decreases significantly. This is because a large θs makes the power-saving period
large, resulting in a large job-response time and small energy consumption. From
both figures, we observe that there exist a trade-off relation between E[T ] and E.

Figure 3.4 shows how E[T ] is affected by θs. We plot E[T ]’s in cases of θq = 25,
30, 35, and 40. In this figure, we set ζ = 0.5 (µS = 2.5) and λ = 50, as
in Figures 3.2 and 3.3. We observe from Figure 3.4 that E[T ] grows with the
increase in θs. This is because the system is likely to be in power-saving mode
when θs is large. We also observe that E[T ] for θq = 25 is the smallest among the
four cases of θq, and that E[T ] for a small θq grows more gradually than that for
a large θq. In particular, the case of θq = 25 shows the slowest increase against
θs.
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Figure 3.3.: The mean energy consumption E vs. θq.

Figure 3.5 shows the mean energy consumption E against θs. We also set
ζ = 0.5 (µS = 2.5) and λ = 50, and we plot E’s in cases of θq = 25, 30, 35, and
40. We observe from this figure that E decreases monotonically with the increase
in θs, as expected. We also observe that E for θq = 25 is the largest among the
four cases of θq.

Note that in Figures 3.4 and 3.5, both the job-response time and mean power
consumption gradually change with the increase in θs when θq = 25. This feature
is significant because we can widely control the job-response time and power
consumption by adjusting θs under setting of a small θq.

3.3.2. Impact of Power-saving Level on Performance

In this subsection, we investigate how the power-saving level ζ affects system
performance.

Figure 3.6 represents the mean job-response time E[T ] against the power-saving
level ζ. In this figure, we set λ = 50 and θq = 35. We observe from Figure 3.6 that
E[T ] monotonically decreases with the increase in ζ for θs = 15 and 10. Note that
ζ is the ratio of the service rate of power-saving mode to that of normal-operation
mode. Therefore, a large ζ implies that the service rate of power-saving mode is
close to that of normal-operation mode. In other words, the overall service rate
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Figure 3.4.: The mean job-response time E[T ] vs. θs.

of the system is large for a large ζ, resulting in a small job-response time.
In Figure 3.6, E[T ] for θs = 5 rapidly decreases, then gradually increases and

finally decreases along the E[T ]’s for the other two cases of θs. Remind that θs

is the threshold for the system-state transition from normal-operation mode to
power-saving one. When the number of jobs in the system is smaller than θs,
power-saving mode starts. The time interval from this point to the ending point
of power-saving mode (the initiation point of normal-operation mode) for a small
θs is likely to be longer than that for a large θs under a fixed θq. This implies
that the number of jobs served in this time interval becomes large for a small θs,
resulting in a large job-response time.

The above explanation is confirmed from Figure 3.7. Figure 3.7 shows the
mean power consumption E against ζ. In this figure, we set λ = 50 and θq = 35,
as is the case of Figure 3.6. In this figure, E for θs = 15 grows monotonically with
the increase in ζ. On the other hand, E’s for θs = 10 and 5 increase first, then
decrease, and finally increases along the case of θs = 15. As we explained the
above paragraph, the period of power-saving mode is likely to be long, resulting
in a small power consumption for job processing.

These results imply that saving a large amount of energy at power-saving mode
does not always reduce the overall power consumption. Figures 3.6 and 3.7 sug-
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Figure 3.5.: The mean energy consumption E vs. θs.

gests that ζ = 0.5 achieves a better performance of energy consumption for all
the five θs cases, providing a moderate job-response time. ζ = 0.5 is the case
where a half of servers in a cluster are turned off at power-saving mode, and this
also confirms our finding in Chapter 2.

3.3.3. Impact of Job Arrival Rate on Performance

In this subsection, we investigate how the job arrival rate affects system perfor-
mance. We set ζ = 0.5.

Figures 3.8 to 3.10 show the mean job-response time E[T ] against θq. In each
figure, we plot five cases of θs = 1, 5, 10, 15 and 20. The curves of M/M/c’s with
service rates µS and µF are also depicted for reference. Figure 3.8 shows the case
of λ = 20. Note that we have λ (= 20) ≪ cµS ≤ cµF . Since the number of jobs in
the system more than θq rarely occurs, the service rate of most jobs is µS. This
results in that E[T ] stays constant.

Figure 3.9 shows E[T ] for λ = 40, and we have λ (= 40) < cµS ≤ cµF . When
λ = 40, some jobs are likely to be served with rate µF since the number of jobs
reaches θq frequently. We also observe that when θq increases, E[T ]’s for all θs

grow monotonically and converge to the job-response time with rate µS.
Figure 3.10 is the case of λ = 50, and cµS ≤ λ (= 50) < cµF holds. Note that in
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Figure 3.6.: The mean job-response time E[T ] vs. ζ.

this case, M/M/c with service rate µS is unstable and hence we cannot calculate
E[T ]. We observe in this figure that E[T ]’s for all the cases except θs = 1 grow
linearly with the increase in θq.

Figures 3.11 to 3.13 show ERP against θq. In each figures, we plot five curves
of θs = 1, 5, 10, 15 and 20. We also plot the case of M/M/c with service rate
µF as reference. Figure 3.11 shows the case of λ = 20, and we have λ (= 20) ≪
cµS ≤ cµF . Since the mean job-response time E[T ] and the mean amount of
energy consumption E stay constant, ERP is constant. Figure 3.12 shows ERP
for λ = 40, and we have λ (= 40) < cµS ≤ cµF . As is the case with E[T ], we
observe that ERP’s for all θs grow monotonically and converges to ERP with
rate µS. Figure 3.13 is the case of λ = 50, and cµS ≤ λ (= 50) < cµF holds. We
observe that ERP’s for all the cases increase monotonically with the increase in
θq.

These result imply that in order to minimize ERP, reducing both θs and θq

is effective in most cases. Note that reducing both θs and θq does not always
provide a small ERP. Figures 3.14 and 3.15 show ERP against λ. These figures
show that ERP for small θs (= 1) and small θq (= 21) is greater than that for
M/M/c with rate µS when λ is small (around 25).
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Figure 3.7.: The mean energy consumption E vs. ζ.

3.4. Conclusion
In this chapter, we modeled a data center as a multiple-server queue with job
service depending on the number of jobs in the system.

We found that when the threshold for switching power-saving mode to normal-
operation one is small, the job-response time and power consumption changes
gradually. We also investigated how those performance measures are affected by
power-saving level of a cluster. We confirmed from the numerical results that
turning a half of servers in a cluster off is effective both for keeping the mean
job-response time small and for saving energy consumption. Numerical example
also showed that reducing both θs and θq is effective in order to minimize ERP
in most cases.

25



 0.2

 0.3

 0.4

 0.5

 0.6

 25  30  35  40  45  50  55  60

E
[T

]

θq

θs=1
θs=5

θs=10
θs=15
θs=20

M/M/c (µS)
M/M/c (µF)

Figure 3.8.: The mean job-response time E[T ] vs. θq with λ = 20.
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Figure 3.9.: The mean job-response time E[T ] vs. θq with λ = 40.
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Figure 3.10.: The mean job-response time E[T ] vs. θq with λ = 50.
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Figure 3.11.: The Energy-Response time Product vs. θq with λ = 20.
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Figure 3.12.: The Energy-Response time Product vs. θq with λ = 40.
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Figure 3.13.: The Energy-Response time Product vs. θq with λ = 50.
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4. Conclusion

In this thesis, we considered a power-management scheme for data centers with
server clusters. We focused on a data center accommodating a large number
of server clusters, each of which consisted of several server machines, providing
parallel distributed computing service. In order to investigate the performance of
the cluster-based power management scheme, for data centers, we considered two
multi-server queueing systems. In the first system, the power-operation modes
alternated according to the state of a background process. In the second system,
on the other hand, we considered the power management for which the power-
operation mode depends on the number of jobs in the system.

In the first system, we considered a queueing model for data centers with
BEEMR-like energy-saving management mechanism. We modeled a data center
as a multiple-server queue with job service depending on a background process.
Using matrix-analytic method, we derived the joint distribution of the number
of jobs in the system and the state of the background process, yielding the mean
job-response time and mean amount of energy consumption as performance mea-
sures. Numerical examples showed that the amount of energy consumption grows
linearly with the increase in the number of clusters. We also confirmed that turn-
ing a half of servers in a cluster off is effective for keeping the mean job-response
time small.

In the second system, we modeled a data center as a multiple-server queue
with job service depending on the number of jobs in the system. We found that
when the threshold for switching power-saving mode to normal-operation one is
small, the job-response time and power consumption changes gradually. We also
investigated how those performance measures are affected by power-saving level
of a cluster. We found that we can widely control the job-response time and power
consumption by adjusting θs under setting of a small θq. It was also shown that
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turning a half of servers in a cluster off provides not only a better performance
of energy consumption, but also a moderate job-response time. Furthermore, in
order to minimize ERP, reducing both θs and θq is effective in most cases.

In this thesis, we considered that the job-processing times in a cluster are ex-
ponentially distributed for both normal and energy-saving modes. In real data
centers, however, the job-processing times follows some heavy-tailed distribution.
In order to consider this heavy-tailedness of the job-processing time, we need to
consider a multi-server queueing model with a general service time. In general,
M/G/c queue is an open problem and hence we have to develop some approx-
imation techniques for investigating the tradeoff between the job-response time
and energy consumption. This is our future work.
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A. Stability Condition

When c = 2,we calculate (3.2). Matrix A = A0 + A1 + A2 is given by

A =



−αS − 2µF αS 2µF 0 0 0
αF −αF 0 0 0 0
0 0 −αS − µF αS µF 0
0 µS αF −αF − µS 0 0
0 0 0 0 −αS αS

0 0 0 2µS αF −αF − 2µS


.

By solving the system of equations with six variables, πA satisfying (2.2) is de-
noted by

πT
A = 1

K2



αSαF µ2
S(αS + µF )

αSµ2
S(αS + µF )(αS + 2µF )

2αSαF µSµF (αF + µS)
2αSαF µSµF (αS + µF )

αF µ2
F (αF + µS)(αF + 2µS)
αSαF µ2

F (αF + µS),


,

where

K2 = (αS + αF )(αSµS + αF µF + µSµF )(αSµS + αF µF + 2µSµF ).

Therefore,

πAA0e1 = λ,

πAA2e1 = 2µSµF (α2
S + 2αSαF + α2

F + αSµF + αF µS)
(αS + αF )(αSµS + αF µF + µSµF )

.
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Similarly, we consider the case of c = 3.

[A]ij =



αS i = 1, j = 2, or i = 3, j = 4, or i = 5, j = 6, or i = 7, j = 8,

−αS i = 7, j = 7,

µF , i = 5, j = 7,

−αS − µF , i = 5, j = 5,

2µF , i = 3, j = 5,

−αS − 2µF , i = 3, j = 3,

3µF , i = 1, j = 3,

−αS − 3µF , i = 1, j = 1,

αF i = 2, j = 1, or i = 4, j = 3, or i = 6, j = 5, or i = 8, j = 7,

−αF i = 2, j = 2,

µS i = 4, j = 2,

−αF − µS, i = 4, j = 4,

2µS i = 6, j = 4,

−αF − 2µS, i = 6, j = 6,

3µS i = 8, j = 6,

−αF − 3µS, i = 8, j = 8.

0 otherwise.

We solve the system of equations with eight variables in (2.2)

πT
A = 1

K3



αSαF µ3
S(αS + µF )(αS + 2µF )

αSµ3
S(αS + µF )(αS + 2µF )(αS + 3µF )

3αSαF µ2
SµF (αS + µF )(αF + µS)

3αSαF µ2
SµF (αS + µF )(αS + 2µF )

3αSαF µSµ2
F (αF + µS)(αF + 2µS)

3αSαF µSµ2
F (αS + µF )(αF + µS)

αF µ3
F (αF + µS)(αF + 2µS)(αF + 3µS)
αSαF µ3

F (αF + µS)(αF + 2µS)



,
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where

K3 =(αS + αF )(αSµS + αF µF + µSµF )
(αSµS + αF µF + 2µSµF )(αSµS + αF µF + 3µSµF ).

Therefore,

πAA0e1 = λ,

πAA2e1 = 3µSµF (α2
S + 2αSαF + α2

F + αSµF + αF µS)
(αS + αF )(αSµS + αF µF + µSµF )

.

As stated above, for all c ≥ 2, we conjecture

πAA0e1 = λ,

πAA2e1 = cµSµF (α2
S + 2αSαF + α2

F + αSµF + αF µS)
(αS + αF )(αSµS + αF µF + µSµF )

.
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