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ABSTRACT

A sharable software repository for Japanese LVCSR
(Large Vocabulary Continuous Speech Recognition) is in-
treduced. It is designed as a baseline platform for research
and developed by researchers of different academic insti-
tutes under a governmental support. The repository con-
sists of a recognition engine (Julius), Japanese acoustic
models and statistical language models as well as Japanese
morphological analysis tools. These modules can be eas-
ily integrated and ieplaced under a plug-and-play frame-
work, which makes it possible to fairly evaluate compo-
nents and to develop specific application systems. Assess-
ment of these modules and systems in a 20000-word dic-
tation task is reported. The software repository is frecly
available 1o the public.

1. INTRODUCTION

Large Vocabulary Continuous Speech Recognition
(LVCSR) is a basis of various speech techuology applica-
tions. In order to build an LVCSR system, high-uccuracy
acoustic models, large-scale language models and an
efficient recognition program (decoder) are essential.
Integration of these components and adaptation techniques
for real-world environment are also needed. On the
other hand, most of researchers are interested in specific

components and try to demonstrate the effectiveness of

a new method by integrating with other components.
This background motivated us to develop a free sharable
platform that can be used as a baseline and reference. It
is rather easy -to have agreement of a common interface
and format in the LVCSR system. It realizes a plug-and-
play framework for research and development. Numely.
reseurchers can put and test i new component aid system
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Figure |: Platform of LVCSR

developers can replace and tune components for specific
applications.

We udopted Mainichi Newspaper, one of the nutl, 4
wide general newspapers in Japan, for the sharable *
pus of both text and speech[l], and organized a proj -
to develop a standard software repository that include
recognition program together with acoustic and ldngu
models(2]. An overview of the corpus and software is.
picted in Figure 1.

Specifications of the acoustic models, language mod
and recognition engine as well as Japanese morphologl
analysis tools are described in this paper. We also repas
evaluation of these modules under a 20000-word Japar 9
dictation task.

2. SPECIFICATION OF MODULES

2.1. Acoustic Vodel

Acoustic models are based on continuous density HM@
We adopi the HTK formai as it is an ASCH file.
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Table 1: List of Acoustic Models

{ modcl T #swte | #mixwre | gender |
[~ monophonc || 129 T 4.8.16 | GD,Gl |
\,§ miphone 1000 1| 1000 | 4.8.16 1 GD |
.| riphone 2000 [} 2000 | 4816 | GL.GI !

wiphone 3006 1 3006 | 486 G|
o3000/329 64 | GD.GI

i PTM iriphoie i 3

= GD: Gender Dependent, Gl: Gender Indeperident:

Y g have trained several kinds of Japanese acoustic
“‘5‘ ls from a context independent phone model to tri-
bne models, as listed in Table 1. We set up both gen-
gedependent and gender independent models. A PTM
'» etic Tied-Mixture) model is a synthesis of the mono-
pne and ordinary triphone, in that a mixture ot Gaussian
vbulions is shared as in the monophone, but different
' th of distributions are assigned to states of wriphone
’ eXLs.
@:The acoustic models are trained with ASJ speech
i busas‘ of phonetically balanced sentences (ASJ-PB) und
spaper article texts (ASJ-JNAS). In total, around 20K
. cnces uttered by 132 speakers are available for each
gnder. The speech data were sumpled at 16kHz and ! 6bit.
\ welfth-order mel- trequency cepstral coefficients (MFCC)
omputcd every 10ms. Temporal difference of the coef-
fients (A MFCC) and power (A LogPow) are also incor-
ted Cepstral mean normalization (CMN) is performed
’.,' ery utterance.
5 The decision ree-based clustering is performed to build
Wtate-tying structure that groups similar contexts ana can
rained with reasonable data. By changing the threshold
__‘lustering. we set up a variety of models whose number
Bthe states is 1000. 2000 and 3000. respectively. A PTM
model further inroduces mixture-tying. It is made up of
$et of 64-mixture distributions of the monophone model
29 states in total) and a set of 3000 states defined by the
fifiphone model. Each state of the triphone shares mixture
Wistributions of the corresponding monophone state and has
Wifferent weights to synthesize context-dependent acoustic
Patterns. These parameters are re-trained for optimization.
ithus, the PTM model realizes an efficient triphone repre-
eNtation and reliable parameter estimation([3].

EL:

 . Morphological Analysis and Lexicon

Wlexicon is a set of lexical entries specitied with their no-
itions and baseforms. It is also in the HTK format.
"' In Japanese, definition of vocabulary depends on mor-

PPhological analysis system that segments undelimited texts.
3

e adopt a morphotogical analyzer ChaSen. 1o define

Xical entries for speech recognition. the inorphological
ginilyzer has to not only segment texts into words but also
BPerforin Kanji-to-Kana (similar to grapheme-to-phoneme)
Elranscription. The Kana transcription for dictionary words
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Table 2: Lexical Coverage

| vocabulary size T coverage |

L el
5000 I OBR.SG |
20000 | 96.4% |
60000 | 99.26 |

is changed from orthographic one to phonemic one. In ad-
dition. we have developed a postprocessor that handles ir-
regular variations of pronunciation.

In Japanese, there are many morpheme entries that have
multiple part-of-speech tags and also a lot of Kanji (Chi-
nese character) entries that have multiple pronunciations.
Generally. words of different part-of-speech tags have dif-
ferent tendency of possible adjacent words. even if they are
siume in notation. Pronunciation of some words is also de-
nendent on adjacent words. In order to improve language
modeling. we distinguish lexical entries by not only their
notations but also their part-of-speech tags and Kana tran-
seriptions. When a word has multiple transcriptions which
are not disambiguated by the morphological analysis, one
entry is allotted with multiple basetorms.

The vocabulary consists of the most frequent words
(=morphemes) in Mainichi newspaper articles from Jan-
vary 1991 to September 1994 (45 months)[1]. Available
lexicons are listed in Table 2. Coverage of 99% is achieved
with the 60K lexicon.

2.3. Language Model

N-grum language models are constructed based on the lex-
icon. Specifically, word 2-gram and 3-gram models are
trained using back-otf smoothing. Witten-Bell discounting
method is used to compute back-off coefficients. We adopt
the CMU-Cambridge SLM toolkit format as it is alsc an
ASCII file. The cut-off threshold for haseline N-gram en-
tries is 1 for both 2-gram and 3-gram [cutoff-1-1].

Then, elimination ot N-gram entries is explored for
memory etficiency. Conventionally, it has been done by
setting a higher cut-off threshold. Here, we prepare a model
with the cut-off threshold of 4 [cutoff-4-4]. In addition, we
have introduced a new method based on the model entropy,
not word occurrences[4]. *“The method incrementally picks
out 3-gram entries so that ML estimation of the reduced
model gives the smallest increase of entropy. As a result,
3-gram entries are reduced to 1/10 [compress| 0%].

We have used Mainichi newspaper corpus to train the
language model. Headlines and tables were removed i
pre-processing. We first used the training corpus ol -5-
month articles (019 1-09/94; 65M words). wiiich wis oie
used to define the lexicon. Then, wtraining e v o
creased 1o 75-month articles (01/91-09/94. 0>
i 18M words). The list of language models are
Table 3 and Table 4.



Table 3: List of 20K Language Models

| I 2-gram 3-gram |
.' | entrics entries |
| 4Smontn cutofl-i- | T1.235929 | 4733910 1
: 45month cutotl-4-4 !l 037.759 | 1.593.020
b 4Smonth compress 0% 1] 1238929 1 473070
I 75month cutoff-1-1 | 1,675,803 | 7445209 !
' 75month cutolf-4-4 901,475 1 2,020,008

| |

75month compress 10% 1] 1,675,803 744 438

Tabie 4: List of 60K Language Models

2-gram 3-gram
l entries entries
i 7Smenth cutett-1-1 2.420,231 | 8.368.307 |
[ 75month compress10% || 2.420,231 ] 830,852

2.4. Decoder

A recognition engine named Julius(3] has been developed
to interface the acoustic and language models. [t cun deul
with various types of the models, thus can be used for their
evaluatiori.

Julius pertorms a two-pass (forward-backwurd) scarch
using word 2-gram and 3-gram on the respective pusses.
In the frst pass. a tree-structured lexicon assigned with
language model probabilities is applied with the frame-
synchronous beam seacch algorithm. [t assigns pre-
cummputed i-gram factoring values to the intermediate
nodes, and applies 2-gram probuabilities at the word-end
nodes. Cross-word context dependency is handled with ap-
proximation which applies the best model for the best his-
tory. We assume one-best approximation rather than word-
pair approximation. The degradation by the rough approxi-
mation in the frst pass is recovered by the tree-trellis search
in the second pass. The word-trellis index form is adopted
to efficiently look up predicted word candidates and their
scores{5]. In the second pass, 3-gram language model and
accurate sentence-dependentacoustic model are applicd for
re-scoring. There is an optioa that applies cross-woud con-
text dependent model to word-end phones without delay for
accurate decoding. We enhanced the stack-decoding search
by setting a maximun naniber of iyypotheses of every sen-
tence length since the stnpic best-first search sonietines
fails to get any recognition results.

For efficient decoding with the P'TM model that has a
large mixture per state. Gaussian pruning is implemented.

It prunes Gaussian distance (=log likelihvod) computi-

tion halfway on the full vector dimeasion it it is not
promising(3].
An overview of the decoder is given in Table 5
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Table S: Overview of Decoder Julius

cross-word |
phone model

language

search :
model

approx.
1-best !

N-best !

ISt Piiss approxinuue ! 2-gram

3 a
2nd [ERRNY aecurale J-gram

3. EVALUATION AT DICTATION TASK

By integrating the modules specified in the previous sec-
tion. a Jupanese dictation system is realized. The integrated
system can be used to evaluate the component modules, in
turn. By changing the modules under the plug-and-play
framework, we can evaluate their effects with respect to the
recognition accuracy and efficiency. Most of experiments
are done using a 20K dictation task.

As IPA-98-Testset, ! we have used a portion of the AS)-
JNAS speech database that were not used for training of the
acoustic model. [t consists of 100 sampies by 23 speakers
for each gender. The sample sentences are open to the lan-
guage mode! taining. Word accuracy is computed using
our ol that processes compound words.

3.1. Evaluation of Acoustic Models

ALNsL we present evaiuation of a variety of acoustic mod-
cls. Here, the baseline lunguage modet | 75-month cutotf-
[-11 is adopted. Safe pruning is performed in the PTM
muodiel.

The word accuracy is listed in Table 6 for male and To-
ble 7 for female speakers, respectively. The PTM modcl'
achieves a comparable accuracy to that of the triphone
model of much larger number of parameters. In fact, recog- |
nition with the PTM model is faster by twice than that with-
the triphone. It is also observed that gender independent
models increase the error rates to a certain extent compamd |
with gender dependent models. ,j

|
3.2. Evaluation of Language Models

Next, we present evaluation of language models. The male i
triphone 2000x 16 model is used. ¥
First. we investigated the etfect of language model & ‘
duction.  The memory size and the wond accuracy ¢ |
shown in Table 8 for various 20K models. @ The models |
trained with 7S-month articles consistently achieve W
accuracy than those with 45-month data. As for memory- |
efficient models, the entropy-based compression M
|compress-109%] is more effective than the simple c"“
method [cutoff-d-4]. 5
Next. the effect of vocabulary size is examined. 'ﬂﬂ‘j
performance of 20K models and 60K models for the
dul 1.15/:’95“1‘”"

: Syt saz . Solpabt .
i
‘Unly this experinient was carried out using the oid vers

SR
decader, s0 the accuracy is worse than in other Tables.
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£ sel s compared in Table 9. Accuracy degradadion is
observed by enlarging the lexicon from 20K 10 60K.
ugh recognition time increased by 30%. The entropy-
mpression method aimost Keepst he accuracy with

aco

iminating 3-graenir les 1o 1/10.

pj Evaluation of Decoder

‘mdecodmu alzorithms are evaluated by using the acous-
ie model of male triphone 2000x 16 and the baseline lan-
. age model.

i Iniprovement by several enbancements is sumimarized
* Table 10. The accuracy in the Ist pass and final result
e listed. First. setting a beam in the stack deceding is ef-
jcctive. Then. the effect of cross-word context dependency
ihandling for accurate decoding is confirmed. Enhancement
iof the first pass drastically improves its accuracy. Together
fwith enhancement of the second pass, the final error rate
fis reduced by 25%. 1t turns out that the search errors are
reduced 10 less than half.

4. CONCLUSION

|Key property ol the software toolkit is generality ind porta-
‘bility.
widely acceptable, any modules can be
iThu.s. the rootkit js suitable for research on individual com-
ponent technigues as well as development of specific sys-
tems. Actually. the experiments in this paper are done by
integraring and replacing modules that are developed at dif-
ferentsites. 'I'he results prove that the plug-and-play frame-
work effectively works and cur ptatform demonstrates rea-
sonable perforinance when adequately integratec.

The software repository is freely available to the public.

As the formas and interfaces of the modules are
casily repraced.
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Table 7: Evaluation of Acoustic Model (female: accuracy)

Table 8: Compiaw-on of Language Model Reduction Meth-

Tabie 6: Evaluation of Acoustic Model (male: accuracy)

T mixd [ mix.3 T mix.1o |

! G moenephone S U N3

Gl monaphene [ 0§.: RO 8L |
T G wiphone 2000 }?_En Fo2n T G4zl
| Gluiphone 2000 1 8931 o1y | 9251
: G PV 29x0% (3000 ] ' '

| GIPTM 129x04 (3000 _|

89.5

mix.4 | mix.§ | mix.16

GD monophone 75.5 80.7 88.9

Gl monophone 76.0 80.8 84.7

GD uiphone 2000 92.0 94.4 952

GI triphone 2000 92.3 934 | 948
[ GD PTM 129x64 (3000 IF 04.6
! Gl PTM 126x64 {30007 | 94 .3

ous {200
I Jl aceuracy ! LM size ]
{ 20K 45-month cutofl-1-1 | 89.8 | 54MB
| 20K 45-month cutolf-4-4 89.3 | 23MB
! 20K 45-month compress-10% 89.3 28MRB
i 20K 75-month cutoll-1-1 92.0 79MB
| 20K 75-month cutoff-4-4 90.9 | 34MB
i 20K 73-month compress-i0% 91.8 | 38MB

The design ol
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using old decoder (Julius rev.2.0)

Table 9: Evaluation of Language Model (20K and 60K)

( [[ accuracy | LM size |
20K 7Smonth cutolf-1-1 94.3 79MB
20K 7Smonth compress | 0%: 94.3 38MB
60K 7Smonth cutotf-1-1 93.7 100MB
60K 75month compress 10% 93.5 55MB

Table 10: Improvement of Decoding Algorithms

word accuraey
final (1s1 pass)

91.2{78.9)

buseline talmost equivalent to |2

|
|
i
i

T
+ ¢nhanced stack decoding (-uv 2 ()) ; 92.0 (78.9)
+ enhanced XW-CD: Ist pass 93.0(85.2)
+ enhunced XW-CD: 2nd pass (=rev.3.0) |’ 94.3 (85.0)

AW-CD: Cross-Word Contexi Dependency handling



