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Abstract-In this paper， we construct a hands-free robot 
spoken dialogue system based on the real-time blind spatial 
subtraction array (BSSA) and evaluate the system. BSSA is the 
blind source extraction method， and the source extraction in 
BSSA is ca町ied out by subtracting the power sp配trum of the 
estimated noise signal by the independent component analysis 
from the power spectrum of the target speech partly enhanced 
signal. Although BSSA can reduce noise signal eflìciently， ICA 
consumes huge amount of computational costs. Thus it is 
創価c凶t to run BSSA in real・6皿e. In this paper， we newly 
propo田 a四al・time architecture of BSSA and construct a 
hands-free robot spoken dialogne system based on the real・time
BSSA. In the hands-free robot spoken dialogue system with the 
real-time BSSA， 6% Improvement of the speech問co伊itlon
陀S叫t can be 腿en compared with the conventional sp田ch
enhancement methods. 

1. lNrRODUCTION 

A h血ds-f尚e speech recognition system is essential for 
realizing 阻intuitive， uncons回ined， and stress-free hum叩­
machine interface， especially in human-robot speech inter­
action [1]-[3]. In 出is system， however， it is difficult to 
achieve a high recognition accuracy because noise and the 
reverberation always deteriorate a target speech quality. 

One approach to address the problem is to separate白巴
obs巴rved signals into each source signal by blind source 
separation (BSS) technique. BSS is出e approach to estirnate 

出巴original so町田s using only information of白e observed 
signal in each microphone. Basically， BSS is classified as 
釦unsupervised filtering technique，加d does not require 
佃y supervisions on directions-of-arrivalのOAs)加d凶get­
speech pause where only noise e氾sts. Recently， various 
me血ods of BSS based on independent component analysis 
(ICA) [4] have been presented on acoustic-sound sepa­
ration [5]一[8]. Indeed the conventional ICA could work 
especially in speech-speech (or point sources) mixing， but 
such a mixing condition is very r紅e and not realistic; real 
noises are often widespread sources. In such a sound mixing 
condition， we have found 血at ICA is proficient in noise 
estimation rather白組in t訂get sp巴ech estimation [9]. Based 
O目白e above-mentioned fact， we have proposed a novel 
blind source extraction method， i.e.， blind spatial subtraction 
町ay (BSSA) which utilize ICA as noise estimator [9]. In 
BSSA， source extraction is achieved by subtracting the power 
spec町um of the estimated noise via ICA from白e power 
spectrum of出巴noisy obs巴rvations.
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Fig. 1. Directivity pa仕ern which is shaped by ICA 

To work in real-t泊le is one of the indispensable factor for 
a hands-free speech陀cognition system. Indeed BSSA c血
reduce noises efficiently， BSSA is difficult to work凶real­
time because ICA part of BSSA consumes huge amount of 
computa凶onal complexities.τbus， it is requir吋to develop 
a real-time architecture of BSSA. 

h血is paper， we newly propose血e real-t也le architecture 
of BSSA and irnplement血e real-time BSSA. Moreover， we 
rn位oduce the irnplemented real-time BSSA into the spoken­
oriented guidance system “Kitarobo" which has already 
been installed at an actual railway station， and cons仕uct a 
hands-free spoken dialo伊e system. Although many real-tirne 
robot audition systems have been proposed [3]， the behavior 
and performance紅'e not explicitly analyzed under heavy 
widespread noise condition， e.g.， an actual railway-station，ぉ
far as we know. Finally， we evaluate出巴constructed hands­
仕ee spoken dialogue system with the real-time BSSA based 
on白e speech recognition test， and 6% improvement of白e
speech recognition result c阻be revealed compared with the 
conventional speech enhancement me白ods

n. BLIND SPATIAL SUBTRACTION ARRAY 

A. Motivation 

Generally speaking， the conventional ICA could work 
particularly in speech-speech mixing， i.e.， all sound sources 
C却be regarded as point sources， but such a mixing condition 
is very rare and unrealistic; real noises are often widespread. 
Thus， the following scenario and problem are likely to arise 
(se巴Fig. 1). 

・ The target sound is user's speech， which c血 be ap­
pro氾mately regarded as a point source. In addition， the 
user locates themselves relatively close to the micro­
phone array (e.g.， 1 m apart)， and consequently 血e
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Fig. 2. Layout of岨actuaJ railway-station in our preli皿inary experiment 
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Fig. 3. Separ泊四回sults in our p回H血血ary exp町田ent

accompanying reflectio口組d reverberation components 
are small. 

• As for the noise， we are often confronted with interfer­
ence sounds which 紅e not point sou陀es but widespread 
sources. Also the noise is usually f，紅針。m恥町ay祖d
heavily reverberant. 

From the above-mentioned scenario， it is expected that出e
conventional ICA c姐suppress 由巴 user's speech signal to 
pick up the noise source， but ICA is very weak in picking 
up target speech itself via suppression of the far-Iocated 
widely-spread noise.羽山is due to the fact that ICA with the 
small number of sensors and filter taps often provides only 
directional nulls against the undesired source signals [8]. 

To con負rm白is fact， we have conducted preliminary 
source separation experirnent under an acωal railway-station 
condition. Figure 2 illus住ates the layout of the railway­
stauon 泊 白is experirnent， where the reverberation time is 
l∞o ms. We use 46 speakers (200 sentences) as白巴target
speech. As for noise， we us巴d釦actually recorded railway­
station noise. Figure 3 shows the result for the average SNR 
irnprovement of all血e t紅get speakers，阻d企om血is result， 
we can confirm出at ICA is proficient in noise estirnation 
rather 白血 in target speech estimation. This result gives us 
佃unfortunate conclusion出at ICA is not proficient in speech 
e出血cement出such a diffuse noise environment. However， 

血is also irnplies出at we can still use ICA as an accurate 
noise estimator even under reverberant conditions. 

Bas巴d on出e above-mentioned fact， we have proposed 
BSSA出at utilizes ICA as a noise estimator [9]. In BSSA， 
source extraction is achieved by sub住acting出e power spec­
trum of the estirnated noise via ICA from the power spectrum 
of the target speech enhanced observed signal via delay-岨d­
sum (DS).τ'he detailed signal processing is shown below. 
B. Basic Principle 01 BSSA [9] 

百le block diagram of the BSSA is shown in Fig. 4. BSSA 
consists of two pa由民a prirn訂y pa出 which is DS-based 

Fig.4 τbe block dia耳目血of也e olf-line BSSA 

target speech enhancer， and a reference path which is ICA­
based noise estimator. Finally， we obtain the target speech 
extracted signal based on spec住al subtraction [10 ]. 

First， the observed signal vector in tirne-企巴quency domain 
is defined as 

xげ，r) = [xl(f，r)，...，x/(f，r)f， (1) 
where x(f， r) is血e observed signal vector， 1 is白e合equency
bin， r (= 0， 1，2，. ..) is time企.ame也dex，組d J is白e number
of microphones. In出e primary pa白， the target speech is 
partly enhanced via DS; the proced町.e can be given as 

YDsげ�r) = gDS(f，(}U)TXげ.， r)， (2) 
gDS

(f， (}) = [g;oS)げ，(})，... ，g�S))げ，(})]T， (ω 3め) 

gげFP???sめ)(f，(}ι仰仰�(}刈8め) = ;ト飢叫叫x却叫p(一伽附げω1M)叫仰Aμdめ付l
whe児巴r児e gDSげ.， (}め) i民s the co巴ffic叩i包巴叩nt v巴閃削ct町oぽroぱf DS 町a祢払 and (}むU 
i包s the look dir児.ecはtlωon which i岱s estimated by血e unmi奴xing
matrix optim.iz巴d by ICA [11 ]. Also， Is is the sampling 
frequency and dj (j = 1，. . . ，乃is the microphone position. 
Besides， M is白e DFT size， and c is the sound velocity. 

In 白e reference pa出，出e ICA-based noise estimation is 
peば"ormed. F註5t， we perform signal separation us泊g the 
complex valued unm凶ng matrix W1CA (f_)， so出at白e output 
signals o(f， r) = [01 (f， r)，...， OKげ，r)]l becom巴 mutually
independent;白is procedure can be represented by 

oげ.，r) = W1CA(f)X(f， r)， (5) 
『ロメl CA) I ^ TJ，(lCA) I r\ 1"11 VI "1/ V I 

W1CA(f) = 1 ・ 1. (6) 

lwifA)ω W25A}げ)
Also， the unmixing ma町ix is updated iteratively by 

wzr ]ω = μ[1 - E[tp(o(f， r))oH(f，叫 w弘ω
+W弘ω， (7) 

where μis血e step size p紅amete乙[p] is used to express 
the value of the p-出 step in the iterations， 1 is an identity 
ma位以， and E[.] is血e expectation operator. Besides， M" 
denotes hermiti姐住姐spose of ma町ix M， 組dφ(・) is 白e
appropriate nonlinear vector function [7]. 

In the reference pa白， it is 0凶y required to estirnate noise 
component. Thus，白巴t紅.get signal component Ouげ.， r) is re­
moved from the output signal vector 0げ.， r).百is proωssing 
C回be designated as 

qげ.，r) = [01げ.，r)， . . . ，OU-1げ.，r)，O， 
OU+1 (f， r)，. ..， OKげ，r)f. (8) 
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Next， we apply 血e projection back (PB) [6] method to 
remove the釘nbi伊lity of amplitude. This procedure can be 
represented as 

。げ'，r)= WiCAげ)qげ>)，
where M+ denotes Moore-Penrose pseudo inverse ma凶x of 
M. Next， we obtain the estimated noise signal z(j， r) by 
performing DS as follows: 

zげ" r) = gbsび)ij(j， r). 

Note that z(j， r) is出e function of the fぬme number r， w叫ike
出e constant noise prototype estimated in the 町直ditional
spec位'al sub位action method [10].百lerefore， BSSA c姐 deal
with nonstationaηnoise. 

Finally， source ex町action is achieved by spectral subtrac­
tionωfollows 

I {lYnωr)12 _βIz以r)12} ! ， 
YBSSA(j， r) = 1 ( if lYns(j， r)12_β'Izげ，r)12三0)

1γ. IYDs(j， r)1 (0白巴rwise)，
(11) 

where YBSSA(j， r) is the final output BSSA，βis 出e over­
sub住action p釘創neter，組d 'Y is the fiooring parameter. The 
appropriate setting， e.g.，β> 1 and 'Y<< 1， gives an e鉛cient
noise reduction. 

III.RE札ーT削E IMPLE旧NTATION OF BSSA 
A. Overview 

DS， spec佐al sub位action， and sep紅ation filtering in BSSA 
訂巴possib1e to work in real-time. However， it is toilsome to 
optir凶ze (update)血e sep釘ation fi1ter in real-time because 

白e opt回ization of血e unmi泊ng matrix by ICA cons町田s
amount of computational costs.τberefore， we wi1l introduce 
a s回tegy 泊出at血e sep征組on fi1ter optimized by using the 
past time period data is applied to the current data. Figure 5 
illus町ates a configuration of a real-time imp1ementation for 
BSSA. Signal pr∞essing in血is imp1ementation is performed 
via the following manner. 

1) Inpu即d signals are converted into time-合巴quency do­
m創n series by using a 仕ame-by-企ame fast Fourier 
仕佃sforrn.伊FT).

2) ICA is conducted using the past 1.5-s-duration data for 
estimating separation filter while the cuηent 1.5 s. The 
optimized sep紅ation filter is applied to the next (not 
current) 1.5 s s創nples. This staggered relation is due to 

出e fact that the filter update in ICA requires substantial 
computational comp1exities and c血not provide白e
optimal separation filter for the current 1.5 s data. 

3) Inputted data is processed in two pa血s. In白e pri­
m紅y pa出， t紅get speech is p釘tly enhanced by DS. 
In the reference path， ICA-based noise estimation is 
conducted. Again， note白at the separation filter for 
ICA is optimized by using出e past time period data. 

4) Fina11y， we obtain the target-speech-enhanced signal by 
sub住acting出e power spec住um of the estimated noise 
signal ÎIl the reference path from血巴power spec位um
of the prim紅y pa由's output. 

time index τ |011 1213141516171819110| … -
bl拙Ind割目| o 1 1 1 

Fig. 6. Relation between time index and block index (1臨時10 = 5 c出e)
(9) 

Although the separation filter update in the ICA part is not 
real-t泊le process泊g but involves totally a latency of 3.0 
seconds， the entire system still seems to run in real-time 
because DS， spec位al sub仕action and separation filtering c担
work in白e cwrent segment with no delay. In白e system，出e

( 1 0) performance degradatlon due to the late�cy probl�m in ICA 
is rnitigated by oversubtraction in the spec住al sub住action.
Detai1ed real-time signal processing is shown be10w. 

B. lCA part in real-time algorithm 

h血e ICA part of 血is algori白m， a sequential tirne­
series input is divided into fixed-Iength blocks， and ICA is 
perforrned in each b10ck. The number of samp1es in one 
b10ck， 1帥ple， is defined as 

1，叫le =肘| (12) 

where 1蹴is block length in seconds (we use 1.5 s in 
this paper)， T，幽is frame shift size for short-time Fourier 
transform， and L.J is白e fioor function. Thus， a set of tirne 
frame index belonging to a block b (= 0，1， 2， . ..)， Tb， can 
be given as 

Tb = {r I b・1，阻，ple ::;; r < (b + 1)・1，阻ple}. (13) 
Figure 6 shows the relation between a time仕ame index and 
a block index， where， e.g.， 1，担ple = 5. 

The阻nixing ma肱for a bMk b，w!?ω， is optimized 
by th巴following iterative update equation: 

IA UH] [ A lul wZげ)]LP"I"lJ =μ[1ー(ψ(ôげ， r))δH(j， r))叫] [Wl� t
(j)] 

r u，ICAr 1"'o1 [p] 
+ |W(b)げ>1'" ， (14) 

where OTET. is the time-averaging operator which is 1ocal­
ized within b10ck Tb， 担d ôげ"r) = [δ1げ'，r)，...，ÔKげ'，r)]T
is出e temporal sep紅ated signal vector given as 

OUT) =wjrωx(j， r) (r E九). (15) 
Here，江由e average power of the specific b10ck b is very 
smal1， the unmixing matrix should not be updated because 
the low-power b10ck which does not contains 姐y dorninant 
signals 1eads to an unstable convergence of the unrnixing 
matrix. Thus， we do not update血e unrnixing ma位ix in such 
a block b if仕le average power of the block b is very small. 
百lÎs can be represented by 

wjrω=w!日)ω (If (Ix(j， r)1弘εT. <内ow)， ( 1 6) 
where thpow is出e仕rreshold for出e average power. 

Mor回ver，白e initial value of the unrnixing matrix in血e
optimization at each b10ck is represented by 

Iw! ?ωr=� :山岨び) (if b m吋九回=0)， (17) W!日) げ) (0出erwi同，

where breset is白e reset period of白e unmi刻ng matrix， 
and Winitialげ) is白e initial value of白e unmi氾ng matrix 
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Fig， 5， SigI凶tlow in reaJ-time implementation of proposed me由。d

given in advance， This i凶tial value is ordinarily generated 
using the observed signal via some methods， e，g" principle 
component analysis or beamfonning. Thus， the optimized 
uru凶xing matrix is reset into 出e given initial value every 
breset blocks. 

Furthermore， we can estima旬DOAs from the unmi泊ng
matdx w!?げ) [11]. This procedure is represented by 

1 ([[W!rωr112U / [IW!?ωrtJ 
u，b = sin- J

I
-

"，， _ r��-lI'J J '\ - J 卜 (18)
I 2π!sc-1(dj - df) I 

where eu.b is出eDOA of出e u-白 sound source in the block b. 
Then， we choose the U-th source signal which is the nearest 

出e front of the microphone紅Tay， and designate the DOA of 
the chosen source signal as eU，b in血is paper， This is because 
a1most alI users often stand in front of也e microphone array 
in a spoken-oriented human-machine interface. 

C. Noise reduction part in real-time algorithm 
Noise reduction is c釘討ed out according to the following 

three steps; 
1) First， we perform DS beamforming to enhance由e

target signal (primary path) 
2) Next， we estimated noise signal based on ICA (refer­

ence path) 
3) Finally， we obtain出e target speech enhanced signal by 

subtracting出e power spec町um of the巴stimated noise 
仕om出e power spec位um of the primary pa出's output. 

In the primぽy pa出，DS is performed to e出血ce the target 
speech signal. This procedure c佃be represented by 

��(j，r) = gÒμeU.b-2)X(!， r) (r E T，山 (19)

where ��(j， r) is the prim町pa的ouゆut in a block b 
In thè -reference path， first， the signal separation is per­

formed. This can be designated as 

。(b)(j，r) = W弘)(j)x(j，r) (r E九)，

wher巴O(b)(j，r) = [OI.bげ'，r)，... ，OK.b(j， r)]T is白e separated 
signal vector in a block b. Next， we obtain the estimated 
noise signal in a block b， Z(b)げ，r)， as 

市 r 円晶 司 +
Z(b)(j， r) = g占S(j， eU.b-2) l W(b�)び)J q(b)げ，r) (rε九)，

(21) 
q(b)(j， r) = [OI，bげ"r)， • • • ，OU-1.bげ" r)， O， 

OU+1，b(j， r)，. . . ，  OK.b(j， rW， (22) 

where q(b)(j， r) is恥vector in which the凶get s戸:ech
component is removed， 

Finally， we obtain 白e t紅get speech enhanced signal 
場SA(j，r) by spec凶subtraction. This can be given as 
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In (19)血d (21)， note that we have only to use白E
estimated DOA and 出e optimized unmixing matrix in the 
previous block b - 2. This is due to data bu仇ring and 
optirnization process for ICA. ICA optimization requires 
a cert但n length of data， e.g.， 1.5 s. data.τ'hus， we must 
bulfer a certain length of input data for ICA optirnization. 
Consequently， ICA optimizationjust st紅白after the bulfering. 
Moreover. ICA optimization cannot finish in no time at 
all because ICA optimization consumes huge amount of 
computations. Thus ICA optimization is performed while one 
block. As a result，凶a current block b， we are only admitted 
to utilize the separation filter optÌI凶zed in the block b - 2 
(see Fig. 7). By白e same m姐ner， we can only apply 也e

(20) �stimat�d DOA
-
of the block b - 2 to a current bloc

'
k
' 
b. 
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Fig.8 .  Overview ofhands-free robot spoken dialogue sys也mW1血real-ti血e
BSSA 

IV. H必IDs-F阻ERoBσr S問阻NDlA凶GUE SYSTEM W口百
REAL-TIME BSSA 

A. OverviのV
We introduce the real-time BSSA into the robot spoken 

dialo伊e system “Kitarobo" [12] which has a1ready been 
install巴d in叩 actual railway station. In出is paper， we rep1ace 
the input device of Kitarobo， i.e.， a close-talking microphone， 
with白巴real-time BSSA to cons町uct白巴hands-企ee robot 
spoken dialogue system. Figures 8 and 9 show an overview 
姐d appear.姐ce of白巴 hands-合'ee robot spoken dialogue 
system with the real-time BSSA. Unlike the conventional 
Kitarobo，吐le input device is substituted with the real-time 
BSSA. Details of Kitarobo is described in the following 
subse氾tion.

B. Robot Spoken Dialogue System “Kitarobo" 
The spoken-oriented guidance robot “Kitarobo" is working 

凶an actual railway station since end of March 2006. The 
system is installed besides the ticket gate回d is adjacent to 
each other. Everybody c組use出e systerns whi1e出e station 
is open. Since白e station faces to a road， an automobile 
engine sound and sound of a bus hom are also inputted 
to血e system. Kitarobo provides思tidance inforrnation to 
visitors regarding issues on the station or around the station 
without resting. The input device of the original阻tarobo
is a close-ta1king microphone. Thus the original Kitarobo is 
not a hands-free system岨d is weak against仕le surrounding 
noises. Reference [12] helps you to understand further details 
of Kitarobo. 

V. EXPERTh値NT AND RESULT 

A. Simulating railway-station noise 
The main task of Kitarobo is a station guidance， 叩d

always working泊阻ac同al railway-station. Thus， it is 

Fig. 9. Appear，血ce of 0百hands-free robot spoken dialogue system wi出
回叫ー匝me BSSA. 

5.5m 

E。@

Reve巾eration time: 400 ms 

Fig. 10. Layout of reverberant room in our experiment. 

difficult to conduct various BSSA experiments in an arbi位ary
tirne. Therefore， we have a necessity to construct the noise 
env江onrnent sirnulator of railway-station for experirnents. To 
solve血e problem， we have constructed白e experirnental 
room for hands-free spoken dialogue system with the real­
time BSSA. The experimental room contains Kitarobo with 

白e real-出le BSSA and railway-station noise sirnulator. 百le
noise sirnulation is perforrned in the following; 

1) Record noises in an actual rai1way station. In 出e
experirnent， eight-channe1 directional microphones are 
used to record the multi-channel railway-station noise. 

2) Playback the multi-channel recorded railway-station 
noise by eight surrounded 10udspeaker (see Fig. 10). 

τru.s noise consists of various kinds of interference noises， 
namely， background noise， sounds of仕泊ns， ticket-vending 
machines， automatic ticket wickets， foot steps， cars， and 
wind. In addition， this noise is highly nonstationary. 

B. Experimental SelUp 

To evaluate the hands-仕'ee spoken dialogue system wi出
the real-time BSSA， the speech recognition test was con­
ducted. Figure 10 depicts a 1ayout of a reverberant r∞m 
凶our experirnent where白e reverberation time is about 
4∞ms. The following real-recored 16 kHz-sampled signals 
were used in血e experirnents. The target signal is user's 
speech which is talked in 企ont of a microphone町ay and
1 .5 m apart企om the array. As for noise， two noises were 
added simultaneously. First noise is出e real-recored noise凶
an actual railway-station noise (it sirnu1ates rai1way-station 
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noise) emitted from surround巴d 8 loudspeakers. Second noise 
is an interference speech locat巴d at 50 degrees in白e right 
direction of the microphone array， and its distance is 2.0 m. 

We use 5 speakers (250 words) as target user， 担d
Julius [13] ver. 4.0 RC2 as speech decoder. A eight-element 
紅ray with the interelement spacing of 2 cm is used. The 
紅ray consists of directional microphone SHURE MX-184. 
DFf size is 512 points， window length for ICA is 256 points， 
and window shift size is 128 points in仕le experiment. The 
proposed real-time BSSA is run on Intel Xeon X5355 with 
2.66 GHz and requires ó4恥1bytes RAM. However， we have 
succeeded at the real-tirne irnplementation of ICA on general 
purpose DSP [14]官官computational complexity of 出e
proposed real-time BSSA is almost the sarne as the real­
tirne ICA， i.e.， DS and spec仕組subtraction 紅e only added 
compared with the real-time ICA. Thus， it can be expected 
that the real-tirne BSSA is also irnplemented on general 
purpose DSP. Besides， RME Harnmerfall DSP Multifaωis 
used for 8-chann巴1 AD/DA. 

百le algorithm delay only depends on the following; (a) 
DS filtering， (b) noise estirnation by the sep紅ation filter， 
阻d (c) hardware limitation for reading size of the input 
signal. Although ICA op出nization is parallelly performed， 
血e optimization result c姐not be applied to current block. 
百lUS， ICA optirnization does not yields血e algori血m delay. 
In DS and仕le separation filter， for reducing the effect of the 
circular convolution，出e main pulse of the filter is located 
at the cent巴r of the filter. Thus， the resultant signal of the 
filtering is delayed， and its delay is 白e half of the filter 
length. Note that the noise estirnation is performed in par叫lel
with DS. Therefore， the total delay of DS filtering and noise 
estirnation is also the half of the filter length. Moreover， the 
hardware limitation for reading size of出e input signal exists. 
In the experiment， the signal can be read with 512 points. 
Consequently， the algori血m delay of the final output c阻 be
given by 

Delay [points] = Read size + Filter Size/2. (24) 

Now， since we use 512-point filter， the algorithm delay of 
the final output of the real-tirne BSSA is 768 points. This 
coπesponds to 48 ms delay with 16 kHZ sarnpling. 

C. Experimental result 

We comp紅巳d DS， the conventional ICA， and出e proposed 
real-time BSSA on the basis of白e speech recognition test 
Figures 11 shows speech recognition result. From this result， 
we can see that both 出巴 word correct and word accuracy 
of the proposed BSSA訂e obviously superior to those of 
DS and the conventional ICA. In p紅ticular， 8% (in word 
co紅白t) or 6% (泊word accuracy) irnprovement of the speech 
re屯ognition result can be confirm 巴d. Thus， it is a promising 
evidence that 出e response accuracy of the spoken dialogue 
system will be increased with the real-tirne BSSA. 

百e demonstration movie of白e constructed hands-free 
spoken dialogue system with the real-time BSSA is available 
m白e following URL. 

Demo: http://spalab.naist.jp/database，ρemol口bssaj
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Fig. 11. Result of spe配h r配og国白on出t in ( a) word correct，阻d (h) word 
accuracy 

VI. CONCLUSION 

h血is paper， we propose the real-tirne architecture of 
BSSA which is our previously proposed blind source ex仕ac・
tion method. Also， we in仕oduce the real-tirne BSSA into 
spoken-oriented guidance system“Kitarobo"， and cons回ct

白e hands-台関robot spoken dialogue system. Finally， we 
evaluate the constructed system based on出e speech recogni­
tion test. As a result， we c岨see that the speech recog凶tion
performance of白e hands-仕ee spoken dialogue system with 

白e real-tirne BSSA is outperforms those of DS-， and ICA­
based hands-fおe spoken dialogue based systems.明1US， it is 
expected白紙the response accuracy of th巴 hands岳民 spoken 
dialogue system with白e real-tirne BSSA is increased. 

In the future， we will in位oduce more efficient post­
自Itering， e.g.， Winer filter， into the propos巴d real-time BSSA 
instead of spectral sub住action. In addition， we will try to in­
tegrate白e proposed real-tirne BSSA佃d speech-reco伊ition­
based approach， 巴.g. missing feature白eory [3]. 
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