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ABSTRACT 

In this papel‘we conduct an ml<ùysis for reductioll of musical noise 
in integration method of microphone a汀ay signal processing and 
nonlinear signal processing. ln these days. for better noise reduc・
tion‘integration methods of microphone array signal processing and 
nonlincar signal processing have been rescarchcd. However. non­
lincar signal pf0cessing causcs musical noise. Sincc 5uch musical 
noise make us巴r5 uncomfortable. it is dcヌircd that musica\ noisc is 

mitigatcd. Moreovcr， in thesc days. it is rcportcd thm highcl・ordcl
slatistics is strongly rclatcd wilh thc all10unl of gcncralcd mu<ical 
noisc. 11m丸wc analyze thc integratcd Illclhod of microphonc array 
signal proccssing and nonlincaI 日ignal proccssinιbu<cd on highじr­
order �latiはics. Also‘ wc pror町、e an architecture for redu亡lllg mu­
�ical noi日b品、己d on the anuly討is. The e仔ectl、ene、矢口f the prop。、ed

archileClure and analysis COlTcctness 31己shown via a computa sinト
ulation and a subjective evaluation 

lndex Terms- Musical noisc. highcr-ordcr statistics， spcclral 
subtraction， acoustic arrays， spccch cnhanccment 

1. INTRODむCTION

[n the，e days. integration mcthods of microphone a汀立y signal pro 
�es引ng and nOll\inear可ignul proじcss ing 11ave beclI ，tudi己J f<>r bl't­
tcr noi se rcdllιtion， e.g.. 1'11. 11 is reporled lhは1ωc11 an inl('graliulI 
method can uchieve higher noisc reùuclÍoll perfurmance rather than 
a convenlional adaptive m icrophone array 12]， e.g.. Grilfith-Jim ar­
ray. However， in such melhods， arti自cial distortion (so-called mll­
sical noise) dlle to nonlinear signal plひcessing arises. Since the ar­
tI自ci，ù distortion makes llsers llncomfol1able. it is desired that we 
take control of musical noise. How官ver， in almost all the integra­
tion methods. to l1litigate musical noise‘strength of nonlinear signal 
processing is detennined heuriはically

Reccntly. it is r官portcd that the amount of generated musical 

nois巴is strongly related with thc differcnce bctween higher-ordcr 
statistics bcfore/after nonlinear signal proccssing [3]. This fact cn­

ables usωanalyze how mllch musical noise ariscs throllgh 0何CCllVC
nonlincar signal processing. Therefore. based on highcr-order statis­
tlCS， W巴 believe that it is possible to optimize integration methods 
of microphone a口ay signal processing and nonlin巴ar signal process­

ing from the viewpoint of not only noise reduction performance but 
a150 lhe sOllnd qllality. For the first 5t怠P of lhis， we analyze lhe則m­
pleSI case of integration of microphone aJTay引gnal processing and 
nonlinear signal processing in this research 

Hereafr町、we analyze two integration methods of microphon己
訂ray幻gnal processing 3nd nonlinear signal proc巴ssing based on 
higher-order statistics. Particularly、we focus οn spectral sublrac­
tion (SS)[4) method， i巴、the most plJpular and simplest nonlinear 
Signal processi ng， as a norllinear signal proce，sing. Figure 1 shows 
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Fig. 1. Block Jiagrall1 of sp己('I r<ll ，lIblraClil1n川tcr bC<lll1f，リlïl1l1lg

(BF+SS) 

Fig.2. Block diagram of proposcd channcl-wisc spectral叩blra己110n
bcforc bcamformin邑(chSS+Bf)

a Iypi(';jl archileclure己xampk (】f intcgralion of l1linυphυIlC al1礼〉

signal procc�，ing and SS. Jn lhis archilCCltll'l�. SS is perform己J a!'lcl 
beamforllling. Thu;， we call this type 01' archileCl.UreβF+SS. Oll the 

other hand， we propose a new architecture illusU'<lted in Fig. 2， which 
is an alternative type of integration of microphone array signal pro­
cessing and SS. In this architecture， channel-wise SS is performed 
before beamforming. So we call this type of architecture chSS+BF. 
We analyze such two methods based on higher-order statistics， and 
r巴veal lhat chSS+BF can miligate musical noise rather than BF+SS 
Finally.出e propriety of the analysis based on higher-order statislics 
is shown via a computer simulation and a subjective cvalualion. 

2. SPECTRAL SUBTRACTION AFTER BEAMFOR島HNG

In BF+SS， tìrst. the singlc-channcl spcC'ch cnhanccd signal is ob­
taincd by beamfonning， e・E・. delay-and-sull1 (DS) [5). Next， thc 
single-channcl estimated noisc signal is also obtaincd by beamform‘ 
ing tcchniqu巴 e.g 、 null bcamformcr [6) 01' adaptive beamform­
ing [5]. f'inally. we obtain the spcech enhanced signal based on SS. 
The detailed signal proces引ng is shown be\ow 

We consider th己following J-ch‘1111l巴1 observ巴d signal in time­
frequency dOlll品in as 

x(j， T) = h(.f)s(J， T) + 1l(j'， T)噌 (1 ) 

where x(f， T) = [Xl (f. r)，.... x}(f， T)f is lhe observed signal \'ector. 
h(f) = lh1(f)町 ，h}(f)f is the lransfer function四ctor. s(f， r) i s 
the target speech， and n(f‘r) = [111 (j'， T)....， /l}(f， T))f is the noise 
vector. For enhancing the target speech， DS is applied to the ob-
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served signaJ. This cal1 be represented by 
)'D郎S(げf，Tη) = g 口凶s(げf，O仇tιU).I

gD凶s(f，O) = [g\D口凶凶釦汽}刊(f. θ)，... .gjD剖m町》、\r.げf，fJ刈刈8め刊)川f， (3) 

g;?m町』、'(fげf，Oの)= .rl 巴叩川(十一I加f打1M)泌λμdめかJバsin fJI昨川Cサ)， (4) 
where gDS(f， fJ) is the coefficient vcctor of DS array. and Ou is the 
look direction. Also， f， is the sampling frequency and dj (.i = 
1 ，・ . . J) is the microphone position. Besides， M is the DFT size， 
and c is the sound v巴locity. Finally. we obtain the enhanced target 
speech spectr，ù al1lplitude based on SS. This procedure can be given 
as 

( "'I)'DS (j， T)j2 -βlíì(.f)i2 

b'ssげ，T)I = { (where IYDS(f.‘TJI2 -β. liì(f)I" > 0)， 
l ì' .IYDS(f， T)I (otherw目的，

where yss(f， T) is the enhanced t，ぜget speech signal‘βis the subtrac­
tion coefficient. ì' is日ooring coefficient，組d íì(.f) is the estil1lated 
noise signal. fz(f. T) is ordinarily estimated by some bemnfonning 
techniques， e.g.，目xed or adaptive bearnfonning. 

3， PROPOSED l\-fETHOD AND ANALYSIS 

3，1. Overview 

1n the proposcd chSS+BF.‘ channel-wise noise estimation is con­
ducted fìrstly. Next， SS is applied to the ll1ulti-channel input signal 
channel-wisely. Finally， we perfoffiJ DS to the SS-applied multi­
channel signal to obtain the sp巴ech巳nhanced signaJ. This architec­
ture c，m l1litigate the musical noise (details are shown in Sect. 3.3). 
3，2. Algorithm 
1n the proposed method‘日rsl. we perform SS in 巴ach input channeJ. 
Consequently， we obtain the multトchannel target speech enhanced 
signal by chann巴I-wise SS. This can be designated as 

( ψλj(f，T W 一 β・ l ñj(f)12
ぃ�'hSS)(f. T) I = � (wh出|λμT)12 βi品j(flll > 0)， 

lO (olherwise)， 
where y\chSS)(j， T) is the target speech enhanced signal by SS at j 
channeI; and ñj(f) is the estimated noise signal in j channel. 

Finally， we obtain the target speech enhanced sigmù by applying 
DS to Y'hSS(f， T). This procedure can be represented by 

v(f， T) = gbs(f， Ou )Y，'hSS(f， T)， (7) 

y、問(f，T) = Lv�、州(f，T)ぃ・，yyb的(j，T){
whcre yげ， T) is the fìnal output of出e proposed method 
3.3. Kurtosis based analysis 
3.3.1. A/lalvsÌs strategy 

It has been reported by the authors thal the amount of gen己rated
musicaI noise is s町ongly related with the difference between 出e
before-and-after kurtosis of a sigmù in nonlinear signaI process­
ing [3]. Thus. in this section， we analyze the amount of generated 
musical noise through the proposed chSS+BF and BF+SS‘based 
on kurtosis. Basically. kurtosis increases through nonlinear signal 
processing匂and larger increment of the kurtosis by nonlinear signaI 
processing leads to more amount of musical noise generation (3). 
Thus， it can be expected that th巴 generated musical noise becomes 
smaHer with a lower-kurtosis-increment signal processing. 1n the 
following subsections， hence. we analyze the kurtosis of BF+SS 
and the proposed chSS+BF. and prove which method can reduce 
the resultant kurtosis. Note that our analysis has no limitation in 
assumption of noise model， thus any noises including Gaussian and 
non-Gaussian can be under consideration 

(5) 

3.3.2. Kurtosis 

Kurtosis is on巴 of the popular highcr-order statistics for assessment 
of non-Gaussianity. K日比osis is defìned as 

kurtx =叫 (9)
μE 

where x is the probability variable， kurtx is the kurtosis of x， and 
μ" is the n-th order moment of x. Although kurtx becomes 3 if x is 
Gaussian signal， note that出e kurtosis of Gaussian signal in power 
spectral domain becomes 6. This is because Gaussian signal in time 
d011lain obeys chi-square distribution with two degrees of fr巳ed011l in 
power spectral domain. Tn chi-squar巴 disnibution with two degrees 
of freedom， J.141μ3 = 6.  

3.3.3. Resultant kurtosÌs in spectral subtractioll [3) 
Tn this section， we analyze the kurtosis after SS. For evaluating resul­
tant km10sis of SS， we uti1ize ga11l11la distribution as a model of input 
signal in power d011lむn [7). The probability d巴nsity function (p.d.f.) 
of the gamma distribution for probability variablc x is de自ned as 

p(x)=r-I(α) o-cr‘Xαー1 e-� (10) 
where x � 0， α> 0 and 0 > O. Here，α denotes the shape p紅ameter
and 0 is the scale parmneler. Besides， n・) is the gmnma function 
Garnrna distribution with α= 1 co汀esponds 10 chi-square distribu­
tion with two degrees of freedom. Moreover， it is well-known that 
the average of the gamma distribution is E [P(x)] =σfJ. where E[.J 
is an expectation operator. Furthermore， the kurtosis of Gamrna dis­
tribution， ku坑GM， can be designated as [3) 

(日+ 2)(a + 3) kUrtGM =一一一一一一一 (11) α(a + 1) 
Tn SS. th巴 average of observed power spectrurn is utilized as an estト
l1lated noise power spectrum. So the amount of subtraction isβ α8 
Subtraction of the estimated noise power spectrul1l in each frequency 
band can be regarded as deforming of the p.d.f.， which is the lat巴ral
shift of the p.d.f. to zero power direction. As a result， the probability 
of the negative power componem arises. To avoid this， such a neg­
ative component probability is replaced by zero (so-c，ù1ed日oonng
technique). The resultant p.d.f. after SS can be wrinen as 

r xtlf.a(J 
IC， (x+β. aO)σ I  e- --'1r ( τ> 0) 

P(芯) = C ;;� B' /"' -�'， v， . : : ' (12) I c c'田xr-1e-iJdx (λー= 0)， 
where C = I/[f(α)fI"'). Thus， the resultant kurtosis of SS. kurtss， 
cωbe given as 

ecrß L _ ， _ � ， � ， " (βσ)2， � ，  J kUflSS 注工士っゴ�+2)(a+刃+βσ(a+2)�-l)+ーすー〈σ-3)4:r-I)�.
α(a+ l)l “j 

(13) 
Although we cannot describe details of the derivation of (1 3) due to 
the Iirnitation of the paper space， reference [3] helps you to under.司
stand the derivation of (I 3). 
3.3.-1. ReslIlrant kll月OSIS a斤erDS
1n this section， we analyze the kurtosis after DS‘and we reveal出at
DS can r巴duce the kurtosis of input signals. 

Now let λj (j = 1.. . . ，  J) be J -channel input signal， and we 
assume they出e i.i.d. signa1 each other. Moreover， we assume that 
the p.d.f. of λj is both side symme仕y and its average is zero. These 
assumptions make odd order cumulanls zero except the first order 
cumulant For cumulanls， it is well known that the following relation 
holds; 

cumn(llX + bY) =♂cumバX) + b" cum，，(Y)， (14) 
where cllmn(X) expresses the /I-th order cumulant of probabili旬、'an­
able X. Based on the relation (J 4)， th巴 resultant cumulant after DS， 

(6) 

(8) 
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Fig. 4. Simulation resull for noise with inter-channel correlation 
(solid line)， and theoretical e仔'ect of DS considers no inter-channel 
correlation (dotted lin巴) in each frequency subband 

K;，DSI. can be givcn by， 
K�DS) = Kn / ]"-1. (15) 

where K" is出e /I-th order cumlllant of Xj・Using (15) and well­
known mathematical relation between c1ll11ulant and moment‘the 
po明er-spectral-domain kllrtosis of DS can be expressed by 

K8 + 381K4 + 321 K2K6 + 288j2 K;K. + 1921' K� 
kurtDS = ・ 4 ・ . (16) 

21Kl + 16J2KiK. + 32PK� 
Considcring an actual acoustic signaJ and its cumlllants ， we can illus­
甘ate the relation berween inp岨t and output kurtosis via DS as Fig. 3 
This relation can be approximated as 

kllrtllS '" .rl . (kurtin -6) + 6， (17) 
where kurtin is the input kurtosis目As we can see fro111 Fig. 3. the out­
put kurtosis decreases in proportion to the n1ll11ber of mierophones. 

When input signals have inter-channel cOITelation， the r巴lalion
between input and outp岨t kurtosis via DS approaches to the case 
of only 1 microphone. If aJl input sigmùs are the same signal司J.e. ，
these signals ar官completely correlated， the output of DS is also the 
san1e sigmù. ln such the case， the e仔'ect of DS corresponds to the 
case of only 1 microphone. In particular. inter-channel con'elation is 
not completely unit within aJl freqllency subbands. It is well known 
that the intensity of the inter-channel ∞rrelation is strong in 10明er
frequency subbands， and is weak in higher frequency subbands [5]. 
Therefore ， in lower freqllency subbands， it can be expected that DS 
c，mnot reduce th唱kurtosis of the signal well. 

Figure 4 shows the preliminary simulation result 01' DS. In this 
preliminary simulation，自rst. SS is applied to multi-channel Gaus­
sian signal with actual inter-channel correlation. Next. DS is applied 
to such the spectral-subtraction-applied signal. From this result， we 
can con抗rrn that the above mentioned fact， i.e.. the e仔'ect of DS is 
weak in 10明白frequency subbands. Indeed the effect of DS beco111es 
weak. note that the e鉦'ect is not lost completely in 10明'er frequency 
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sl1bbands. AI問，we can只ee Ihat theorelical kurtosis cu円e IS propcr 
to lhe actual result in higher frequency slIbbands. This is because 
that inter-channel correlation is weak in higher frequency subband 
Consequcnlly， DS can reduce the kurtosis of lhe input signal ev{'n if 
Int巴r-channcl corrclalion cxists 
3.3.5. Resultant kllru.λ\'Î.5: cltSS+BF I'S. BF+SS 

1n Ihe previous subsections. we have discussed lhe resullant kurtosis 
01' SS and DS. 1n this subsection， we discuss the resultant kurtosis (lf 
the proposed chSS+BF and BF+SS. As described in Sect. 3.3.1. it 
ClU1 be expected that the smaller kurtosis increm巴nt leads to the less 
amollnt of generated musical noise 

1n BF+SS‘日r5t，DS is applied to rnulti-channel input signal. At 
this point司the resultant kurtosis in power spectral domain， kurtDs， is 

kurtos = r 1 . (kurtin -6) + 6. (18) 
where kurtLO is the kurtosis of the input signal in power speεtral do­
main. Using (11)， wc can dcrivc a shapc paramcter of gamma distri­
b叫tion corresponds t刀kurtos as 

1Jkurt�s + 14 kl1rtDs + 1 - k叫】s +5 
- -----;:_:-;-.--�:---.:::::....:..::. (19 ) 2 kurtDS-2 

where & is the shape parameter of gamma distribution corresponds 
to kllrtDS. Conseqllenlly， using (13)， thc rcsultant kurlosis of BF+SS， 
ku代俳+$S，can be written as 

éß L �" � __" _，_ " cβã/" � ，_ ， ，) kurtBF+SSとで云τオ�+ 2)@'+ 3) +ßâ�+2)。ー1)+ーァ必-3)(&- 1冷 ーÔ'�+ l) l'- ' �，- -， r- � -，，- -， 2
'- -，，- -'J 

(20) 
1n the proposed chSS+BF， SS is applied to each input channel 

firstly. Thus. the output kurtosis of channel-�νise SS‘kurtchSS， can bc 
given by. 

(þß L _ ，_ .• __ ，_ _ ，_ " (ß&い }kUrt.:hSSミτずでてく(& + 2)@'+3)+ßã@'+2)�ー1)+ーーやー純一昨，
。(&+ 1) ['- ，，- - ， . - ， " ， 2 -" 'J 

(21 ) 
where ã is a shape paramcter of gamma distribution f，αthe origimù 
input signal. Here， ã and kurt川satisfy (11 ). Finally， DS is perfonned 
and its resultant kurtosis can be written as 

ku山5S+Sド= .rl . (kUrt.:hSS -6) + 6. (口 22)) 
wh直r児巴 ku山JJτ丸ch陪S5+S肝F i凶s the resultant kurωs引is of the p戸q叩巴刀oposed (じclオhSS+BFマ

Here. we consider the following equation to compar官 the r官sul­
tant kurtosis of chSS+BF and BF+SS 

D = kurtsF+S5 - kurtchSS+BF， (23) 
wher巴D exprcsses thc di汀'erence of the outpl1t kurtosis bctwccn 
chSS+BF and BF+SS. Notc that positive D indicates that the 
proposed chSS+BF re(主Jced thc rcsultant kllrtosis compared with 
BF+SS. The relation about D is depicted in Fig. 5. In the figure. 
oversubtrωtlon parameterβis fixed to 2. From this figllrc. we 
can c刀n日rm that th氾proposed chSS+BF can reduce the resultant 
kurtosis rather than BF+SS for almost all the input signals with var­
ious kurtosis. When input kurtosis is smaller than 4. th直proposed
chSS+BF cannot reduce the resultant kurtosis rather出an BF+SS. 
However， such an input kurtosis co汀esponds lo sub-Gaussian signal. 
In a common acoustical environment. such a sub-Gaussian signaJ 
cannot be巴xpected to exist. Therefore， the proposed chSS+BF can 
be considered to reduce the resultant kurlosis ralher than BF+SS in 
acoustic signals 

4. EXPERIMENT AND RESULT 

4，1. Computer sirnulation 
First， we compared BF+SS and the proposed chSS+BF in kurtosis 
difference and noise reduction perforrnance. We used the following 
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Fig. 5. Resultant kurtosis differenc巴 bctwcen chSS+BF and Bf+SS 

16 kHz sampled signals as test data: the target speech is th巴 oliginal
speech convoluted with the impulse responses which w巴re recorded 
in a room with ::WO ms reもerberation， and to which an artifìcially 
generated spatially uncon'elat巴d white Gaussian was ad匝led. Besides. 
we use 6 speakers (6 sentences) as sou氏、es of the original ，ource. 
The number of microphon巴 elements in th巴 simulation is changed 
from 2 to 16. The subtraction coefficientβis set 10 2.0. and the 
flooring parameter for BF+SS.γ， is set 10 0.0， 0.1， 0.2， 0.4 and 0.8 
Nole that日ooring is not perJ・örrned in chSS+BF. In the simlllation. 
we assume that th巴 noise estimation is perfonned perfeclly 

Here， we utilize the kllrtosis dilference as the measur官for the 
amount of generated musical noise. This is given by 

Kurtosis di仔'erence = kllrl(lIpmc(f， T)) - kll目(11叫，(f. T))， (24) 
where I1proc(f， T) is the power spectrum of the residual noise signal 
after processing， and 1I(.rg(f. T) is the power spectrum of the noise 
signal before processing. This kurtosis difference indicates how kUl 
tosis is increased with pl・ocessing. Thus. it is desired that the kurtosis 
difference becom巴s smaller. Moreover noise reduction performanc巴
is measured based on the power of the residual noise. This is de 
scribed as 

(L.f・< IlIp叫(f‘Tの)122 ì 
PO側叩】刊川附\v附ν叩E町r 山仙al n日10αi匂叫吋[似d咽明B町] = 1010叶 L.f丸fμτ 111仇~川o町叫orr; (/昭E

Figure 6 只how 只 t山he s剖Iml川ulation r巴官esults. Fromη1 Fig. 6(a)， w 巴 can 
see th:品川1叫1 the kurtos剖is dif応fer巴日c巴 of chSS+BF is monotonically de­
creasing wilh incr官asing the number of microphones. On the olher 
hand. the kurtosi二di仔巴陀目ぽof BF+SS is conslant印gardless of Ihe 
number of microphones. 1ndeed BF+SS with the specific flooring 
parameter can achieve the same kurtosis dilf，巴rence as chSS+BF， 
e.g.， the case o[ flooring pゅrameter 0.4 in 10 mjcrophones. How­
ev巴r守BF+SS with Ihe large flooring parameter degrades the nois巴
reduction perfolll1.mce itself (see Fig. 6(b)). On the other h.md， the 
prひposed chSS+BF can reduce the kurtosis difference. i.e.， musi­
c，ù noise geneJ百tion， withollt degradation of noise児duction perfor­
mance 
4.2. SubjectÌ\'e evaluatioll 

Next. we conducted a slIbj氏tive evaluation 10 confirm that the 
proposed chSS+BF can mitigate th巴 musical noise. Tn the evalu­
atlon， we ga、e two proc己ssed signals by the proposed chSS+BF 
and BF+SS re"pectively to examinees with random order. and let 7 
examinees (7 maks) forceclly select which signal is les， amount o[ 
musical noise (so-calkd AB method). 1n the experim巴nt. 3 types of 
noises， i.ι. (立) arll品cial sp川ially lInco汀elated while G山ssian， (b) 
real-recorded railway-stalion noise emiued from 36 101ldspeakers 

ー- Proposed chSS命BF -_. BF...SS (flooring""O.2l 
- BF守55 (1Ioonn9'-"0.0) _.. BF...SS (floorl時=0.4)
- _ . BF-1-SS (1Ioonng"'O 1 ) ..... BF.SS (ft∞rlng�O.8) 

Fig. 6. ReslIlts of (a) kurtosis differenceパmd (b) power of residual 
noise， with Vi.'ぜious flooring parameters in BF+SS. 

|口Proposed chS与野 口B同S H95%∞nfid田畑I inìerval 
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Fig.7. Subjcctive evaluation rcsults. 

and (c) r巴al-recorded human speech emitted from 36 loudspe‘lkers， 
were used. Note that the noises (b) and (c) include inler-channel 
correlation because Ihey were real-recorded noise signals. 10 pairs 
of signal per one kind of noise， totally 30 pairs of processed signal 
were displayed to each examinee. Figure 7 shows the subjective 
eval uation results， and we can confìrm that the output of the pro­
posed chSS+BF is preferred compared with that of BF+SS even for 
Ihe real acoustic noises including non-Gaussianity and inter-channel 
correlation properties. 

S. CONCLUSION 

In this paper， we analyze Iwo integraled methods of microphone ar­
ray signal processing and SS， i.e.， chSS+BF and BF+SS . We reveal 
thal Ihe proposed chSS+ BF can reduce the kurtosis compared with 
BF+SS. Moreover. as a result of subjective evaluation. it is con­
fìlll1ed that the Olltpllt of出e proposed chSS+BF is considered as 
less musical noise signal compared with that of BF+SS. These ana­
Iytic and experimental resuJts imply great potential of higher-order­
statistics based optimization for musical noise. 
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