(®)
2015 2017

Fast, effective and robust person re-identification for large-scale real
applications

Fast, effective and robust person re-identification for large-scale real
applications

Wu, Yang

3,000,000

10

We investigated solutions for making person re-identification models more
effective, more scalable, faster and more robust, toward being applicable to real world intelligent
video surveillance scenarios. For enhancing the effectiveness, we have explored dictionary learning,

metric learning, locality, and end-to-end deep learning. For efficiency and scalability, we
proposed a hierarchical interclass structure Iearnin? model which allows fast search for
classification even when handling large amounts of classes. For robustness, we designed one transfer

learning model and two active learning models which allows across-dataset model transferring and
training with minimum supervision. 10 papers have been published and all the proposed models have
been evaluated with extensive experiments and comparisons.
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Video surveillance has been attracting
more and more attention from academic

institutions, industrial enterprises,
governments, and also the public.
Deploying more cameras is just the

beginning for improving our safety and
security, as it makes it harder and harder
to get enough labors for either online
monitoring to stop a crime/damage
beforehand or offline footage checking to
find out the criminals/evidences afterwards.
Pursuing fast and reliable intelligent
analysis using computers has become
unavoidable.

Besides building the infrastructure,
intelligent video surveillance industry has
mainly developed single camera
applications such as video compressing,
enhancing, irregularity detection, and
extracting some statistics and regions of
interest (ROI). However, the more
interesting applications with camera
networks, which may provide various
valuable personalized services, such as
finding specific person (criminal, lost child,
Alzheimer’s patient, lost after disaster,
etc.), are still  unreachable. The
fundamental and critical problem is person
re-identification, which means identifying
a person again when he/she reappears in
the view of a camera after disappearing
from the view of the same or another
camera in a camera network. In some
sense, re-identification has become a
bottleneck of the development of intelligent
video surveillance industry.

As a research topic, person
re-identification has a relatively shorter
history (no more than 10 years) than many
others. Along with several European
countries, dJapan has pioneered the
exploring of this challenging but attractive
topic, and now it gets more and more
interests from all over the world. Yoshihisa
Ijiri et al. has written a good survey on
person re-identification in 2011, and the
latest progresses can be found in the first
book about this topic (Shaogang Gong et al.,
“Person Re-Identification”, 2014) after the
success of the 1st workshop on it.

Besides the continuous efforts and
progresses in improving the performance
on a few small-scale public datasets which
were released years ago, there are clear
trends that people get more and more
interested in larger and more real-world
applications oriented datasets collected

with many (not just 2 or a few) cameras.
However, besides releasing several
large-scale datasets (including the one
built by ourselves), as far as we are aware
there are no effective efforts in solving this
challenging problem, especially when
many realistic issues such as efficiency,
scalability, robustness and adaption ability
need to be concerned.

Unlike existing research activities on
person re-identification which usually just
focus on increasing the still low accuracy of
person  re-identification on  several
carefully constructed small-scale
closed-world benchmark datasets, we
directly target at solutions for large-scale
open-world applications, which are
expected to be not only effective, but also
efficient, scalable and adaptive.

To advance the research and accelerate
the process of transferring to real-world
applications, we plan to achieve the
following two objectives in this study,
based on our research experiences and
achievements.

(1). Proposing a fast, scalable and effective
model for large-scale person
re-identification

This stage focuses on efficiency and
scalability while pursuing effectiveness.

(2). Making the model adaptive and robust
to changing environments

This stage focuses on the generalization
abilities of the models, for being
transferrable  across  datasets and
applicable to the scenarios where labeled
training data is difficult to obtain.

(1). Proposing a fast, scalable and effective
model for large-scale person
re-identification

Collaboratively represent the test data
using all the concerned samples from
different classes (including the class which
the test data belongs to) can lead to
induced competition among all the
collaborated samples, and therefore make
the representation coefficients
discriminative for effective classification.
This is why collaborative representation
has shown very impressive classification
performance in our former studies.



We further enhance and extended the
model by exploring the following five
aspects.

Dictionary learning. It can enhance
the discrimination ability of the model
by replacing the original samples
(used for collaborative representation)
by learned dictionary items.

Metric Learning. It can help finding a
discriminative metric space that
makes the samples easily separable.

Locality. Locality enables more
detailed modeling of the complex data
by splitting the whole space into small
local regions and then modeling the
structure of data in such local areas. It
can not only increase the capacity and
power of the model, but also allows
potentially faster search in local
regions.

End-to-end deep learning. We
proposed a  temporally-enhanced
convolutional network structure for
end-to-end video-based person
re-identification, which showed the
state-of-the-art performance while
being computationally efficient.

Hierarchical structure. For speeding
up and scaling up whilst improving
the effectiveness, we looked into the
ImageNet image classification task
which has far more data than the
public person re-identification
datasets. We designed a novel model
that automatically builds a
hierarchical category structure over
the large amount of classes and
optimizes the search paths that
minimizes the classification time. This
model can be directly applied to person
re-identification in a large scale.

(2). Making the model adaptive and robust
to changing environments

We mainly focused on two related learning
problems that can lead to feasible solutions
to this objective.

Transfer learning. Adaptation and
generalization belongs to the general
machine learning problem of transfer
learning. We worked on making a deep
model that trained on a large dataset
effectively transferred to a hard
classification problem which only has
very small amount of data.

Active Learning. Active learning can
help solving the problem when labels
are very hard to get, like person
re-identification in real scenarios. For
pushing the research boundaries, we
proposed novel models for two most
promising state-of-the-art approaches:
the bandit algorithm and the deep
reinforcement learning algorithm.

(1-1) Dictionary learning.

As shown in Figure 1, we proposed a novel
approach  for multiple-shot person
re-identification when multiple images or
video frames are available for each person,
which is wusually the case in real
applications. Our approach collaboratively
learns camera-specific dictionaries and
utilizes the efficient 12-norm based
collaborative representation for coding,
which has shown great superiority in terms
of both effectiveness and efficiency to all
related existing models.
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Figure 1: Dictionary Co-learning Model

(1-2) Metric Learning.

Towards the challenging variability and
sparsity of the data, we proposed NSML
(Neighborhood Structure Metric Learning)
model (Figure 2) to learn discriminative
dissimilarities on a neighborhood structure
manifold. Experiments demonstrated the
advantage of NSML in terms of
effectiveness, robustness, efficiency,
stability, and generalizability.
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Figure 2. Illustration of the neighborhood
structure manifold.



(1-3) Locality.

We proposed a novel set-based matching
model, “Locality Based Discriminative
Measure”, to re-identify the human body
when a set of test samples for each person
are available. A new set-to-set dissimilarity
is crafted considering both majorities and

minorities of samples from each pair of sets.

The discriminability of this dissimilarity is
then further exploited by the local metric
field; it can thereby serve as a more
capable low-level measure to support the
high-level measure for the final matching.
Extensive experiments on widely used
benchmarks demonstrate that our proposal
remarkably outperforms state-of-the-arts.
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Figure 3. Locality-based discriminative

measure (LBDM)

(1-4) End-to-end deep learning.

There is a lack of effective way to model the
motion information (for example, gait)
which can help identifying a person in real
scenarios due to the complexity of the data
(background, pose changes, occlusions,
etc.). As shown in Figure 4, we propose an
end-to-end deep learning model with a
special component called Temporal
Convolution Network (Temporal ConvNet)
which does convolution only in the time
space (1D convolution). Working together
with spatial CNN and normal RNN, it can
greatly improve the re-identification
performance with almost ignorable
additional cost (about only 1% increase in
storage and computation).

In greater details, this work has the
following novelties.

v' Introduced a new network architecture
called T-CN (Temporal-Enhanced
Convolutional Network) for
video-based person re-identification.

v" Learned low-level and mid-level
motion representation which was hard
to achieve by existing solutions.

v Built a whole end-to-end learnable
model, which can process videos of
various lengths in an efficient way.

v" Showed the superiority of our proposal,
in terms of effectiveness, efficiency and
generalization ability.
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Figure 4. The overall architecture of the
proposed Temporal-Enhanced Convolutional
Network

(1-5) Hierarchical structure.

Due to the lack of publicaly availble
datasets for person re-identificaiton, we
designed a scalable classification model
that can handle a large number of
categories and demonstrate its
superority on image classification tasks
instead. As shown in Figure 5, the
proposal is about learning hierarchical
interclass structures. Specifically, we
first design a fast algorithm to compute
the similarity metric between categories,
based on which a visual tree 1is
constructed by hierarchical spectral
clustering. Using the learned visual tree,
a test sample label 1is efficiently
predicted by searching for the best path
over the entire tree. The proposed model
was extensively evaluated on the
ILSVRC2010 and Caltech 256
benchmark datasets for showing its
superority.
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Figure 5. The hierarchical learning framework

(2-1) Transfer learning.

Convolutional Neural Networks (CNNs)
possess great potential to perform well
on many classification tasks, including
person re-identification. However, CNNs
usually require a large amount of
carefully labeled data for training, which
is hard to obtain in many real
applications. In this paper, we propose a
new approach for transferring
pre-trained deep networks such as
VGG16 on Imagenet to small datasets,



using multi-instance multi-label (MIML)
task as an example. We extract features
from each group of the network layers
and apply multiple binary classifiers to
them for multi-label prediction. Moreover,
we adopt an Ll-norm regularized
Logistic Regression (L1LR) to find the
most effective features for learning the
multi-label classifiers. The experiment
results on two most-widely used and
relatively small benchmark MIML image
datasets demonstrate that the proposed
approach can substantially outperform
the state-of-the-art algorithms, in terms
of all popular performance metrics. The
framework our proposed transfer
learning model is illustrated in Figure 6.
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Figure 6. The proposed transfer learning
framework

(2-2) Active Learning.

Active  learning aims to reduce
annotation cost by predicting which
samples are useful for a human teacher
to label. However it has become clear
there is no best active learning algorithm.
Inspired by various philosophies about
what constitutes a good criteria, different
algorithms perform well on different
datasets. This has motivated research
into ensembles of active learners that
learn what constitutes a good criteria in a
given scenario, typically via multi-armed
bandit algorithms. Though algorithm
ensembles can lead to better results, they
overlook the fact that not only does
algorithm efficacy vary across datasets,
but also during a single active learning
session. That 1s, the best criteria 1is
non-stationary. This breaks existing
algorithms’ guarantees and hampers
their performance in practice. We propose
dynamic ensemble active learning as a
more general and promising research
direction. We develop a dynamic
ensemble active learner based on a
non-stationary multi-armed bandit with
expert advice algorithm. Our dynamic
ensemble selects the right criteria at each
step of active learning. It has theoretical
guarantees, and shows encouraging
results on 13 popular datasets.

Besides exploring the bandit
algorithm, we also propose to treat active
learning algorithm design as a
meta-learning problem and learn the
best criterion from data. We model an
active learning algorithm as a deep
neural network that inputs the base
learner state and the unlabelled point set
and predicts the best point to annotate
next. Training this active query policy
network with reinforcement learning,
produces the best non-myopic policy for a
given dataset. The key challenge in
achieving a general solution to AL then
becomes that of learner generalisation,
particularly across heterogeneous
datasets. We propose a multi-task
dataset-embedding approach that allows
dataset-agnostic active learners to be
trained. Our evaluation shows that AL
algorithms trained in this way can
directly generalise across diverse
problems.

All the three machine Ilearning
models provide new possiblities for make
the person re-identification model work
under the transfer/active learning
condition so that the great efforts of
manual annotation can be minimized.
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