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Simultaneous speech translation methods for news and lectures in foreign
languages
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In this project new simultaneous speech-to-speech translation algorithms are

proposed. First algorithm has a mechanism to decide to output or hold the phrases to the machine
translation module until the current time based on the right probability in the phrase-based
statistical machine translation. Second algorithm is able to segment the input phrase sequence based

on greedy search according to POS bigram information. Third algorithm predicts next phrase or local

parse tree element based on SVM with the incremental bottom-up parser. Here, the algorithm decides
to output or hold the phrases again. The experiments showed that the proposed algorithms
successfully realized the simultaneous speech translation. Furthermore neural machine translation
algorithms with attention mechanisms are investigated. The 80 hours of J-E interpretation data, 50
hours of JP lecture transcription data, and 22 hours of J-E translation data are collected to be
used for simultaneous speech translation research.
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