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Quantization and Attention-based Hierarchical
Deep Learning Models for Beam Training in

mmWave Massive MIMO Systems1

Haohui Jia

Abstract

Millimeter wave (mmWave) massive multiple-input multiple-output (MIMO) serves
as the critical technology in fifth/sixth generation (5G/6G) wireless communica-
tion systems due to its capacity to provide comprehensive spectrum and spatial
resources for high transmission rate demands. Deep learning (DL)-based beam
training schemes have been adopted to preserve spectral efficiency with fast op-
timal beam selection in mmWave massive MIMO systems. To achieve high pre-
diction accuracy, these DL models rely on training with a tremendous amount of
labeled environmental measurements, such as mmWave channel state information
(CSI), under the supervised learning (SL) framework. However, the CSI is com-
posed of multiple subsets of ray/clusters, in which a unified DL structure hardly
expresses the varying spatial information of frequency domain and interrelations
of frequency and spatial. Meanwhile, a complex environment also incurs critical
performance degradation in the continuous output of beam training. Moreover,
demanding a large volume of ground truth labels for beam training is inefficient
and infeasible due to the high labeling cost and the requirement for expertise in
practical mmWave massive MIMO systems.

This dissertation comprises a hierarchical paradigm based on the SL and ex-
1Doctoral Dissertation, Graduate School of Science and Technology, Nara Institute of Science

and Technology, September 15, 2023.
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tends to a novel contrastive learning framework working on a tiny fraction of the
labeled CSI dataset. We first shed light on developing a hierarchical DL structure
containing a cascade encoder for frequency and spatial domain. Specifically, we
organize two schemes for extracting the frequency information with the corrupt
CSI. To get rid of noise and variation, we propose a non-deterministic encoder
coding the channel intensities into a binary representation with the stochastic
thresholds. In addition, we also perform an autoregressive encoder for the inher-
ent time delay attribute of approached mmWave channel signals on the different
antenna indexes. Benefiting from the semantic model, we perform a spatial at-
tention encoder that contributes to the optimal beam decision by exploring the
relation between latent beam directions and generated beam gains. By contrast,
the non-deterministic scheme can save computational costs while sacrificing the
accuracy of optimal beam prediction compared with the autoregressive encoder.

Leveraging the hierarchical paradigm, we propose a novel contrastive learn-
ing framework, named self-enhanced quantized phase-based transformer network
(SE-QPTNet), for reliable beam training with only a small size of the labeled CSI
dataset. We develop a quantized phase-based transformer network (QPTNet) to
explore the essential features from frequency and spatial views and quantize the
environmental components with a latent beam codebook to achieve robust repre-
sentation. Next, we design the SE-QPTNet, including self-enhanced pre-training
and supervised beam training. SE-QPTNet pre-trains by the contrastive informa-
tion of the target user and others with the unlabeled CSI, and then it is utilized
as the initialization to fine-tune with a reduced volume of labeled CSI.

Finally, experimental results show that this study outperforms existing DL-
based schemes, obtaining higher capacity and highly reliable performance for
mmWave massive MIMO systems. The proposed framework further enhances
flexibility and breaks the limitation of the quantity of label information for prac-
tical beam training.

Keywords:
5G/6G, mmWave, massive MIMO, DL, non-deterministic, quantization, trans-

former, spatial attention, contrastive learning
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1 Introduction

1.1 Background

Millimeter wave (mmWave) massive multiple-input multiple-output (MIMO)
is one of the most critical technologies in fifth/sixth-generation (5G/6G) wireless
communication systems due to its capacity to provide wide range spectrum and
spatial resources for high transmission rate demands [1, 5–7]. Benefiting from
the short wavelength of mmWave signals, it permits a massive number of an-
tenna elements to be integrated into limited equipment size at both base station
(BS) and user equipment (UE) sides [8]. In addition, the massive MIMO array
can compensate for the severe path loss of mmWave signals by highly directional
beamforming, leading to stronger coverage, larger data rates, and improved reli-
ability [9, 10].

Figure 1: Overview of future intelligent wireless system [1].

Generally, mmWave massive MIMO arrays adaptively transmit signals via di-
rectional beams according to the wireless environment state [11–15]. To efficiently
transmit beams with maximum gain, beam training is essential to identify the
line-of-sight (LOS) or dominant channel path, yielding the optimal beam pair
for the transceivers [11]. In practical beam training, candidate beams can be
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defined by a finite-size codebook covering the intended angle range and exhaus-
tively retrieved to determine the optimal beam pair [12]. However, mmWave
massive MIMO beam training is challenging due to the large codebook size,
which results in high computational overhead. To reduce the training over-
head, [13] proposes hierarchical multi-resolution codebook solutions, where a
low-resolution sub-codebook detects the candidate transmitting direction, and
the high-resolution codebook confirms the optimal beam pair. Another efficient
beam training approach is interactive beam search. In [14] and [15], they detect
the direction of the LOS/dominate path from the mmWave channel estimation
and select optimal beam pairs.

The performance of beam training schemes, including alignment accuracy and
overhead, is highly dependent on the codebook design. Literature has shown that
an adaptive hierarchical codebook can decide the codewords based on previous
beam training results with multiple mainlobes covering a spatial region for one
or more user equipments (UEs) [16]. In [17], it is provided to efficiently generate
the hierarchical codebook by jointly exploiting sub-arrays with the partial active
antenna elements. An adaptive and sequential alignment scheme was proposed
in [18], demonstrating the relation between fast search time and the probability of
error in acquired beam directions through extrinsic Jensen-Shannon divergence.
The study proposed in [19] developed a fast beam-sweeping algorithm based on
compressive sensing (CS) to determine the minimum number of measurements
required.

1.2 Related work

The conventional schemes can satisfy the user demands but can hardly inherit
from the experience to further improve their ability. Deep learning (DL) has re-
cently elevated the field of wireless systems research and beam training to new
heights [20, 21]. These heuristic proposals depend on the well-labeled channel
state information (CSI) corresponding to the aligned gain of a pre-defined code-
book to construct a supervised learning (SL) framework. In this framework, the
optimal beam can directly predict based on the large volume of labeled knowl-
edge to reduce training overhead and effects of noise [2,22–26]. A beam selection
scheme based on deep neural networks (DNN) was proposed in [22] that rec-
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ognized the desired beam from the elementary relation of position and received
signals with low alignment overhead. Meanwhile, the potential of DL in pre-
dicting the optimal mmWave beam and correcting blockage status based on the
sub-6 GHz channel information has been proposed by [23] to reduce beam train-
ing overhead and achieve reliable communication. [24] has trained a beamforming
prediction network (BPNet) using supervised and unsupervised learning methods
to optimize power allocation and predict virtual uplink beamforming (VUB) for
improving computational efficiency. An online learning-based training strategy
in [2] utilized a large volume DNN network to obtain the offline model parameters
and fine-tune the DNN model according to the extra CSI measured in real time.
An adaptive beam training scheme for calibration was proposed in [25] that esti-
mated approximate CSI features by a convolutional neural network (CNN) and
determined the optimal beam by self-criticism of the long short-term memory
(LSTM). Moreover, a non-deterministic beam training was proposed in [26] that
developed a binary coding scheme to represent the valid CSI and reduce the effect
of noise. Although DL-based studies can obtain impressive achievements, severe
multipath interference may impair prediction accuracy when the angles of paths
in the local cluster are closely near the dominant channel path.

CSI is informative in deciding the optimal beam by exploring the dominant
path during the training process. In [27], the authors proposed a hierarchical
search by decomposing the multipath into several virtual components and using
the hierarchical search to recover the dominant CSI for beam training. How-
ever, estimation performance highly relies on the training penalty. DL-based
beamspace channel estimation was proposed in [28] to directly estimate the
beamspace from the received signal, eliminating the need for a time-consuming
beamforming process. A channel signature-based hybrid precoding design was
proposed in [29] using DNN to estimate the channel and perform hybrid precod-
ing with low computational complexity. Furthermore, a dual timescale variational
framework for mmWave beam training and training [30] addressed beamforming
direction in real-time by training a deep recurrent variational autoencoder, tak-
ing into account both the historical channel information and the current channel
conditions. In [31] and [32], LSTM is shown to further improve the ability of
beam training by the implicit channel signature. [31] inferred the optimal beam
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directions at a target BS in future time slots depending on the historical chan-
nel features for mobile UE. [3] indicated that spatial attention beam training
can improve transmission reliability, and the associative LSTM encoder performs
explicit channel features to improve training ability.

The existing solutions exploiting the DL model for beam training share the
following limitations. Firstly, most existing solutions perform inefficient feature
extraction for frequency and spatial domain CSI. Direct vectorization for fre-
quency and spatial information leads to a coarse representation. It is thus hard
for DNN-based beam training to extract the CSI feature information effectively,
resulting in low learning efficiency and beam prediction performance. Meanwhile,
CNN-based models show strong ability on 2-dimensional local feature extraction
but suffer from a limited global view of beamspace awareness. In addition, se-
quence modeling can capture the relation of features from frequency and spatial
domains but can hardly learn over an extensive range. Secondly, environmental
measurements can affect the continuous output of the dense network. The con-
tinuous representation of CSI is sensitive to noise and channel variation, resulting
in an incorrect beam prediction. Finally, the existing SL approaches require all
CSI data to be labeled. However, labeling the large volume of CSI is unrealistic
due to the high labeling cost and expertise requirement in practical mmWave
massive MIMO systems. Although CSI is easily obtainable, handling the rapidly
changing CSI when labeling the actual optimal beam is impractical. Therefore,
the deficiency of labeled CSI can constrain the performance of existing DL-based
beam training schemes.

1.3 Motivation

Typically, the CSI of massive MIMO contains the frequency dynamic response
that exhibits spatial fluctuations in interconnected power grids. Because we con-
centrate on self-enhanced pre-training and SL with limited labeled data, it is
critical to align the relation of preponderant paths corresponding with different
subcarriers for well-explored beneficial features. Since the training signals re-
sult from the transmitted signals and the propagation environment, tracking the
UE movement or capturing the local feature couples have achieved delightful re-
sults [25], [3]. However, these methods are incapable of fetching a global view of
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spatial and frequency features. Consequently, we absorb the benefits of existing
works to develop a hierarchical DL architecture with two levels, where the first
level tracks the spatial varying on different subcarriers and serves the second level
to explore the global view for efficient beam training.

Moreover, the complexity and diversity of the wireless environment are chal-
lenging issues for DL-based beam training. Continuous feature extraction results
in uncontrollable representation, sensitive to random disturbance terms. Exist-
ing work addresses phase quantization mainly in three ways, by designing with
real-valued phase shifts and then applying quantization [33], by constructing an
analog beamforming codebook [34], and by nonlinear mapping into binary phase
quantization [4]. They lack flexibility and robustness to noise and channel varia-
tions. To address this problem, we develop a configurable codebook to quantize
the continuous spatial feature satisfying the equal angele of departure (AoD) dis-
tribution in categorical beams. Specifically, discrete codewords can get rid of the
effects of noise and channel variations and reflect the dominant factor of the CSI.
Thus, we can obtain controllable quantized results from the codebook to improve
the robustness of hierarchical DL architecture.

DL has been suggested as a promising approach to address the nonlinear rela-
tionship of CSI and optimal beam prediction. As indicated in [2,3], DL-integrated
beam prediction is typically performed under an SL framework with perfect CSI
annotation. However, it is challenging to acquire the exhaustive annotation of
massive CSI for DL-based beam training in realistic massive MIMO mmWave sys-
tems, which leads to high labeling costs and expertise requirements. [35] proposes
an unsupervised method that performs the CSI reconstruction, and accomplishes
the online SL beam training with a large dataset of labeled CSI. It is inefficient
for limited labeled CSI because of the uniqueness of the wireless environment,
lacking extendability. We shed light on a novel contrastive learning framework
with limited number of labeled CSI to mitigate the expertise requirements. In
particular, we leverage the uniqueness of CSI of different UE locations to pre-train
by identifying the contrastive information between the target UE and others.
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1.4 Contributions

This dissertation comprehensively proposes a series of DL-integrated beam
training schemes devoted to highly efficient, robust, and flexible beam training.
In addition, we also consider reliable beam training with CSI measurements un-
derlying limited labels for practical mmWave massive MIMO systems. We first
develop a non-deterministic quantization to code the channel swelling as a bi-
nary sequence and also develop a wise scoring inference scheme to enhance the
robustness of beam prediction against the effects of noise. Moreover, We further
explore a hierarchical DL paradigm based on the frequency and spatial domain
views to holistically perceive the co-varying of spatial changes in each sub-carrier
index. Eventually, we extend it to a novel contrastive learning framework work-
ing on a tiny fraction of the labeled CSI dataset. Specifically, we organize non-
deterministic and autoregressive encoders for extracting the frequency informa-
tion with the corrupt CSI. The proposed non-deterministic encoder converts the
channel intensities into a binary representation, and the autoregressive encoder
handles the interrelation of frequency and spatial domain. Benefiting from the
Transformer model, we apply a spatial attention encoder contributing to the op-
timal beam by scoring the relation between latent beam directions and generated
beam gains. Leveraging the hierarchical DL paradigm, we further design a novel
contrastive learning framework. We quantize the environmental components with
a latent beam codebook to achieve robust representation. The proposed frame-
work pre-trains by the contrastive information of the target user and others with
the unlabeled CSI and then utilizes it as the initialization to fine-tune with neg-
ligible labeling cost. The main contributions of this study can be summarized as
follows:

• We propose a novel binary representation of mmWave CSI to mitigate the
noise and channel variations for massive MIMO wireless systems. To achieve
a robust and efficient representation of CSI, we incorporate the ideas from
non-deterministic quantization to convert the corrupt channel intensities
into binary sequences. The non-deterministic method also allows the DNN
model to compress the volume of parameters, making the proposed model
easy to implement. Moreover, we develop a novel sparse feature-driven
vision Transformer (SF-ViT) DL model. It inherits the advantage of binary
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quantization of CSI and extracts the spatial characteristics based on the
semantic model from antenna indices.

• We develop a novel hierarchical DL paradigm devoted to improving the
learning efficiency for beam training with the frequency and spatial mmWave
CSI in massive MIMO systems. To overcome the noise and the mmWave
channel fading attenuation, we propose a dual DL model that learns tem-
poral delay features based on the autoregressive model from the frequency
and extracts the spatial characteristics based on the semantic model from
antenna indexes.

• We develop a contrastive learning framework SE-QPTNet benefiting from
the hierarchical QPTNet and codebook-based phase quantization. This en-
hanced model further improves beam training accuracy with limited labeled
CSI. To the best of our knowledge, this is the first study that introduces
contrastive learning in beam training applications. SE-QPTNet performs
two benefits based on contrastive environmental prediction. Firstly, it can
pre-train without any label information by detecting the relationship be-
tween the global beam feature and positive/negative samples. Secondly, the
similarity of a positive sample and beam signature can effectively capture
the spatial dynamic changes under long inter-frequency spans. SE-QPTNet
preserves the benefits of QPTNet and reduces the labeling cost.

Notations: A is a matrix; a is a vector; a is a scalar; (·)T and (·)H denote
transpose and conjugate transpose, respectively, while |·| denotes the magnitude
operator. R(·) and I(·) denote the real and imaginary parts of a complex number,
respectively. CN (0,Σ) represents the zero-mean complex Gaussian distribution
with covariance matrix Σ, respectively.
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1.5 Dissertation layout

Supervised learning-based beam training

Self-supervised learning based beam
training

Preliminary & System model and
problem formulation

Conclusion of this dissertation

Chapter 5 proposes a novel hierarchical
paradigm to reign over the robust
physical representation of CSI from a
frequency and spatial view.

Chapter 4 introduces a non-deterministic
quantization-driven beam training
application to seek robust physical
representation from the swollen noisy
CSI.

Chapter 6 illustrates a novel contrastive
learning framework to rid of the
expensive labeling cost and requirement
of expertise for practical application.

Chapter 2 introduces the concept of DL-
based beam training and knowledge of
DL. 
Chapter 3 describes the mathematical
definition of the ray/cluster channel
model in massive MIMO systems.

Organization of  this dissertation

Chapter 7 provides the summary of this
dissertation and suggests future possible
research extensions.  

Figure 2: Layout of this dissertation.

Fig. 2 shows the layout and the dissertation is organized as follows:
Chapter 2 describes the preliminary containing the principle of DL-integrated

beam training and the concept of various DL models.
Chapter 3 introduces an overview of wireless communication systems and in

particular the mmWave massive MIMO system model and the problem formula-
tion.

Chapter 4 illustrates two non-deterministic quantization-driven proposals,
which code the channel fluctuations into binary sequences to drain the effects of
noisy intensities. The first proposal further explores a hardware-friendly model
compression scheme. Besides, the second proposal draws inspiration from the at-
tention mechanism, inducing the dense spatial representation for a robust beam
training application.

Chapter 5 illustrates two hierarchical paradigm-based beam training propos-
als, aligning the frequency-varying with the autoregressive encoder and inducing
the global beam signature with the spatial attention mechanism. Specifically, the
first proposal tracks the frequency varying with the LSTM encoder from concate-
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nated real and imaginary CSI. The second proposal conducts a memory-shared
LSTM to capture the intensive frequency information from real and imaginary
dimensions.

Chapter 6 illustrates a self-enhanced quantized phase-based Transformer net-
work, which is composed of a latent beam codebook-driven quantization of en-
vironmental components and a contrastive learning framework for pre-training
without annotation. The pre-training scheme contributes to ameliorating the de-
mands of labeled CSI by identifying the inherent information of the target user
and others with the unlabeled CSI for practical beam training applications with
flexible label requirements.

Chapter 7 finally provides the conclusion of this dissertation and suggests
future possible research extensions and directions based on the current works.
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2 Preliminary

In this chapter, we introduce the basic concept of DL integrated beam train-
ing in mmWave massive MIMO systems and the primary DL modules applied
in the following proposals. First, we describe the purpose of supervised beam
training and the benefits of DL for tackling the non-linear relation of CSI and
optimal beam response. Second, we shed light on a series of DL modules, in-
cluding the representative autoregressive model (LSTM and GRU), Transformer,
vector quantised-variational autoencoder (VQVAE), and the classic contrastive
predictive coding (CPC) in the self-supervised learning field, respectively.

2.1 DL integrated beam training

The aim of DL-integrated beam training is to convert empirical searching
into parametric design during the automatic training process. Fig. 3 shows the
diagram of DL integrated beam strategy, including K uplink pilots ŝpilot for CSI
acquisition and training to obtain the optimal beam prediction f̂

DL downlink
data transmission. In this phase, the system relies on training a DL model to
determine the relation between feedback CSI and the expression of digital and
analog beamformer for obtaining the optimal beam response. The DL model can
train with labeled feedback CSI to learn the implicit relation between a defining
signature for the user location/environment, and different optimal beam vectors
for achieving a maximum data rate. Once the model is trained, the system
operation moves to the second optimal beam prediction phase. According to the
established implicit relation of CSI and optimal beams, the system can reach a
fast beam response and high data transmission.
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Figure 3: Diagram of DL integrated beam training strategy, including K uplink
pilots for CSI acquisition and training to obtain the optimal beam prediction f̂

DL

downlink data transmission.

Fig. 4 shows the overview of DL-integrated beam training based on the SL
framework and the operation for labeling the CSI with the actual optimal beam
response based on the conventional beam sweeping. Because the candidate beams
decided by the sweeping are finite, beam training can be regarded as a multi-
class classification task, where the training process results predict the category
corresponding to one candidate beam. Mathematically, the prediction can be
represented by the probability results of the training function F(·) as

n∗ = arg max
n∈{1,2,...,Nt}

P (ct|F(H); W ) (1)

where the optimal beam corresponding index n∗ is the maximum probability from
the output given the parameters W of training process.
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Figure 4: Overview of DL integrated beam training scheme, including the labeling
and supervised training process.

The beam sweeping is the feasible method to obtain the ground-truth label in-
formation for supervised beam training. Conventionally, the analog beamformer
f can be generated by a predefined codebook F ≜ {fn, n = 1, 2, . . . , Nt} that
includes Nt codewords corresponding to different AoDs with the inherent trans-
mitting spatial resolution. Identically, the analog combiner can be generated by
W ≜ {ωm,m = 1, 2, . . . , Nr} including Nr codewords with the inherent receiving
spatial resolution with different AoAs. For each beam training test, the BS selects
a codeword from F as the analog beamformer aligns with the analog combiner
from W at the UE side. Generally, the discrete Fourier transform (DFT) code-
book is a feasible option to apply for the candidate beamformer fn and combiner
ωm, which can be described respectively as:

fn = 1√
Nt

[1, ejπ sin ξt,n , · · · , ejπ(Nt−1) sin ξt,n ]T , (2)

ωm = 1√
Nr

[1, ejπ sin ξr,m , · · · , ejπ(Nr−1) sin ξr,m ]T , (3)

where the ξt,n and ξr,m are the beam directions of the nth possible beam at BS and
mth possible received beams at the UE side. The DL integrated beam training
include two stages:
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Training stage: The input to the DL model includes the mmWave CSI,
the ground-truth label information of the actual optimal beam, and the output
would be the probability of optimal beam response. Once we collect the actual
optimal pair of CSI and the ground-truth label, a DL-integrated beam training
can be completed by making the loss between the actual optimal beam and the
predicted beam as small as possible. The proposed DL models can be optimized
by stochastic gradient descent with a given learning rate during backpropagation
[36]. Practically, the training stage generally integrates into the BS because of
the solid computational ability.

Predicting stage: A well-trained DL model can be utilized in real-time
to predict the best beam direction given the current CSI. This would involve
continuously feeding the current CSI into the DL model and adjusting the beam
direction based on its output. Furthermore, the critical benefit of DL-integrated
beam training is the comprehensive to deal with any mmWave CSI, which is faster
than the conventional beam training schemes.

2.2 Auto-regressive model

In this part, we concentrate on the basic principle of RNN, which play an
essential role in DL-integrated beam training. A central problem in sequence
modeling for beam training is efficiently handling CSI and tracking beam varying
that contains long-range frequency bands [37, 38]. It is feasible and efficient to
capture the channel behavior by adopting the autoregressive model during the
given state of the frequency band [39], such as LSTM and GRU. Consequently,
we adopt the LSTM and GRU as the partial encoder to handle the CSI behavior
from the frequency band and extract the stochastic knowledge of its AoA.
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Figure 5: Overview of long short-term memory network.

Long short-term memory Fig. 5 shows the overview of LSTM, which is a
popular type of RNN architecture used in DL. Unlike standard DNN model,
LSTM has feedback connections. It can consider not only single data points but
also entire data sequences, which is good at tackling the signal data. The LSTM
consists of the memory cell and a series of gate operations. The memory cell is
the central concept of the LSTM which is capable of maintaining its state over the
entire signal period. The gate operations can control and modify the state of the
memory cell to preserve the essential information. Specifically, gate operations are
composed of a sigmoid neural net layer and a pointwise multiplication operation.
Moreover, the forget gate keeps or forgets the content of the cell and the input
gate decides what new information will be stored in the cell. Finally, the output
gate decides the next hidden state.

An essential advantage of LSTMs is their ability to avoid the long-term de-
pendency problem. This is a major challenge in training traditional RNNs, where
early inputs in a sequence can have little influence on later outputs, making it
hard for the model to learn how those early inputs should affect the prediction.
LSTM networks are capable of learning long-term dependencies, making them
useful for the various downstream tasks.
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Gate recurrent unit The GRU module can be also treated as the instant
feature extractor due to its competitive training efficiency and similarity to the
LSTM network in temporal sequence learning. The GRU module efficiently han-
dles long sequences of data using a gate mechanism to control the flow of infor-
mation between the current and previous time steps, updating its hidden state
via the following operation. This allows the GRU to learn features from prior
inputs. In processing input data at each time step, the GRU takes in the current
subcarrier input channel delay response as well as the shared hidden state and
output from the previous subcarrier step. GRU updates its hidden state based
on this information and outputs a new hidden state. The hidden state encodes
the features that the GRU has learned from the input channel delay response
thus far, and these features are used to make predictions about future subcarrier
steps.
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2.3 Transformer

Transformer Encoder

MLP 
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Figure 6: Overview of Transformer network.

Benefiting from the development of the semantic model, the Transformer
model brings new insight for establishing the coherence of input data with atten-
tion strategy. The Transformer model is composed of stacked self-attention and
point-wise, fully connected layers for both the encoder and decoder side, shown
as Fig. 6. In the Transformer, the encoder is formed by N identical layers, and
the encoder maps an input sequence of symbol representation with embedding
layers X = (x1,x2,· · ·,xd) to a memory matrix Z through the multi-head atten-
tion mechanism, and position-wise fully connected FFN [40]. Moreover, there is a
residual connection between each sub-layer followed by layer normalization to en-
hance the details of data inputs. Similar to the encoder, the stacked decoder also
utilizes the same processing, except for the addition of a cross-attention mecha-
nism between the decoder self-attention sequences and memory Z. Self-attention
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(b) Computing flows of multi-head attention.

Figure 7: Numerical experiment results among DNN, spatial attention, spatial
attention with unshared weight LSTM encoder, and proposed model.

process (Fig. 7) could be described as a scaled dot-product function as mapping
a query and a set of key-value pairs to an output, where the query, keys, values,
and output are all vectors. In particular, we compute the dot-product of query
matrix Q with all key matrix K, and the dimensions must be identical, and
apply a softmax activation to obtain the output matrix on the values matrix V .
In order to reduce the computational overhead, the attention function could be
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performed in parallel with the different attention heads.

2.4 Vector quantised-variational autoencoder

The nature of the transmitted beam is inherently discrete (aligning with the
target UE with optimal direction). Nevertheless, most of the learning representa-
tions with continuous features are the basic procedure in the DL-based schemes.
The discrete representations are potentially a more natural fit for many of the
different dimensions [41,42]. Furthermore, discrete representations are a natural
fit for complex reasoning, planning, and predictive learning. In [43], authors in-
troduce a new family of generative models successfully combining the variational
autoencoder (VAE) framework with discrete latent representations through a
novel parameterization of the posterior distribution of latent vectors given an
observation. It relies on vector quantization (VQ), which is simple to train with
a powerful decoder for avoiding the posterior collapse issue. Additionally, it is
capable of offering the flexibility of discrete distributions.

Since VQ-VAE can make effective use of the latent space, it can successfully
model important features that usually span the frequency band in mmWave chan-
nel space as opposed to focusing or spending capacity on noise and imperceptible
details which are often local.

2.5 Self-supervised learning

Large-scale labeled data are generally required to train the DL model in order
to obtain better performance in visual feature learning for different applications.
To avoid the extensive cost of collecting and annotating large-scale datasets,
as a subset of unsupervised learning methods, self-supervised learning methods
are proposed to learn general image and video features from large-scale unla-
beled data without using any human-annotated labels. To avoid time-consuming
and expensive data annotations, self-supervised learning proposes to learn visual
features from large-scale unlabeled data without using any human annotations.
To learn visual features from unlabeled data, a popular solution is to propose
the local-to-global pretext task for networks to solve, while the networks can be
trained by learning objective functions of the pretext tasks, and the features are
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learned through this process [44].

2.6 Concluding remark

In this chapter, we summarized the basic concept of DL integrated beam train-
ing in mmWave massive MIMO systems and the primary DL modules applied in
the following proposals. Specifically, we introduced the principle of supervised
beam training and the benefits of DL modules, including the representative LSTM
and GRU for capturing the CSI behavior with the state of the frequency band,
an efficient attention mechanism for seeking the desired beam direction based on
the scores decision, a quantization based VAE to determine the approximate dis-
crete expression with the learnable codebook, and the classic contrastive learning
framework for self-supervised learning from the local-to-global view, respectively.
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3 System model and problem formulation

In this chapter, we introduce the mathematical definition of mmWave massive
MIMO wireless channel and formulate the main challenges for DL-integrated
beam training. Specifically, we define the basic massive MIMO wireless system
for the following proposals and the principle of beamforming and beam prediction
in mmWave massive MIMO systems.

3.1 mmWave massive MIMO channel model

Target zone

Beam training 

Optimal  
beam pair 
decision 

Maximum rate

......

Data preparation & labeling

CSI 

DL model design

Figure 8: Procedure of DL-based beam training schemes in mmWave massive
MIMO wireless systems.

It is worth emphasizing that our proposals can be extended to various com-
munication scenarios. First, the proposed contrastive learning framework can be
developed for the multi-user hybrid beamforming design since the beam direction
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Figure 9: Overview of available mmWave bands.

is unique for each user separately to achieve fewer effects of multi-user interfer-
ence, and the labeling cost is also intractable. Then, the proposed contrastive
learning framework can be applied in the harsh wireless environment, e.g., the
reconfigurable intelligent surface (RIS) scenario, where the beam direction of each
user is aligned with the dominant AoD of RIS while others are treated as nega-
tive. The general procedure of the proposed beam training schemes is illustrated
in Fig. 8. The proposed DL-integrated beam prediction is typically performed at
the BS side to ensure fast prediction responses with high computational resources.

MmWave bands with significant amounts of band sources or moderately used
sub-6 bandwidths are being considered as a key role in the current 5G systems.
As shown in Fig. 9, the available bands in the range of 20-100 GHz make mmWave
a bright prospect in the design of 5G networks. The authors in [45] explore the
available mmWave frequency bands to design a 5G enhanced local area network.
In [46], the authors propose a general framework to analyze the coverage and
rate performance of the mmWave networks. However, mmWave cellular commu-
nication is heavily dependent on the propagation environment. MmWave signals
are affected by several environmental factors and cannot penetrate through ob-
stacles. Further, because of the high frequencies used in mmWave, the path loss
with omnidirectional antennas increases with frequency. The authors in [47] an-
alyze the performance of mmWave cellular systems using real-time propagation
channel measurements. Blockage effects and angle spreads were also incorporated
in [48] to analyze such systems. In a general communication system, LOS and
NLOS measurements are composed of path loss and affect the communication
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Figure 10: An illustration of an outdoor mmWave massive MIMO wireless system.

quantity. Hence, it is very necessary to explore the LOS and NLOS links in
mmWave networks. It is a natural way to combat omnidirectional path loss by
explicitly increasing the antenna aperture. The massive MIMO antenna arrays
can overcome the frequency dependency on the path loss with the high array gain
and allows mmWave systems to preserve a reasonable link margin.

Benefiting from the advantage of the massive MIMO technology, it can be
considered to be an integral setup in the implementation of mmWave networks.
The illustration of an outdoor mmWave massive MIMO wireless system is shown
in Fig. 10. For analytical simplicity, we consider downlink transmission of a
mmWave massive MIMO BS and a single antenna UE. For a 2-dimensional (2D)
mmWave channel where only azimuth angles are considered at both BS and UE,
the Saleh-Valenzuela channel model is typically adopted, which can be formulated
as

H =
√
NtNr

L

L∑
l=1

βlar(Nr, θl)aHt (Nt,ϕl), (4)

where L, βl, θl, and ϕl denote the number of channel paths, channel gain, angle-of-
arrival (AoA), and angle-of-departure (AoD) of the lth channel path, respectively.
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Since the first channel path, corresponding to the LOS path, is typically sig-
nificant, recognizing the LOS path can be beneficial for improving the coverage
of mmWave signals [3]. Although the number of resolvable channel paths is much
smaller than the number of BS antennas, i.e., L ≪ Nt, it is still challenging to
efficiently distinguish the LOS path because of the limited scattering of mmWave
channels and the non-line-of-sight (NLOS) [49] [50]. The AoA and AoD of the l
th path can be defined as ϕl = 2dt sin Φl/λ and θl = 2dr sin Θl/λ, where Θl and
Φl are the set of LOS and NLOS paths, respectively; λ denotes the wavelength;
dt = dr = λ/2 are the antenna spacing at the BS and UE. In particular, both
Θl and Φl satisfy uniform distribution within [−π

2 ,
π
2 ]. The transmit and receive

array steering vectors can be expressed as

at(ϕl) = 1√
Nt

[1, ejπϕl , · · · , ej(Nt−1)πϕl ]T , (5)

ar(θl) = 1√
Nr

[1, ejπθl , · · · , ej(Nr−1)πθl ]T . (6)

3.2 Beamforming and beam prediction

With the mmWave channel matrix H given in (4), the received signal can be
described as

y =
√
PωHHfx+ ωHn, (7)

where P , ω ∈ CNr×1, f ∈ CNt×1 denote the transmit power, combiner, and
beamformer, respectively. x is the transmitted data with unit power, i.e., |x| = 1,
while n ∼ CN (0, σ2INr) denotes the additional white Gaussian noise (AWGN)
vector with power σ2. Typically, the beamformer and combiner do not increase
or decrease the power gain, i.e., ∥ω∥2 = ∥f∥2 = 1. The achievable rate can be
described by

R = log2

(
1 + P |ωHHf |2

σ2

)
. (8)

To get the maximum achievable rate for the given H , we conventionally per-
form the beam training to construct the optimal beam pair by optimizing f and
ω before data transmission (as shown in Fig. 8). This optimization issue can be
implemented by the pre-defined codebooks F and W as the following equation

{f op,ωop} = arg max
f∈F
ω∈W

|ωHHf |2. (9)
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Practically, it is impossible to directly reveal the ideal pair of f op and ωop since
it is hard to tackle with the three independent matrices in (7).

A straightforward and ergodic solution of (9) is to enumerate all possible
candidate codewords of f and ω to determine the optimal solution with the
largest achievable rate through the beam-sweeping. Conventionally, the beam-
former f can be generated by a pre-defined codebook F ≜ {fn, n = 1, 2, . . . , Nt}
that includes Nt codewords corresponding to different AoDs with the inherent
transmitting spatial resolution. Identically, the combiner can be generated by
W ≜ {ωm,m = 1, 2, . . . , Nr} including Nr codewords with the inherent receiving
spatial resolution with different AoAs. For each beam training test, the BS selects
a codeword from F as the beamformer aligns with the combiner from W at the
UE side. Generally, the discrete Fourier transform (DFT) codebook is a feasible
option to decide the candidate beamformer fn and combiner ωm:

fn = 1√
Nt

[1, ejπ sin ξt,n , · · · , ejπ(Nt−1) sin ξt,n ]T , (10)

ωm = 1√
Nr

[1, ejπ sin ξr,m , · · · , ejπ(Nr−1) sin ξr,m ]T , (11)

where the ξt,n and ξr,m are the beam directions of the n th possible beam at BS
and m th possible received beams at the UE side. To span the whole angular
domain in both BS and UE, ξt,n and ξr,m can be uniformly sampled in (−Ξt,Ξt)
and (−Ξr,Ξr), i.e.,

ξt,n = (−1 + 2n− 1
Nt

)Ξt, (12)

ξr,m = (−1 + 2m− 1
Nr

)Ξr. (13)

To find the optimal solution of (9), the searching range is K ≜ NtNr, while
the candidate beam pair can be denoted as

B = {bk|k = 1, 2, . . . , K}, bk = {fn,ωm},
n = 1, 2, . . . , Nt,m = 1, 2, . . . , Nr.

(14)

To evaluate the performance of beam training, the success rate is regarded as an
important criterion in [17]. The index of solutions corresponding to the largest
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achievable rate can be treated as successful; otherwise, we consider the solutions
are fail in the beam training. Hence, the success rate γ can be defined as the
ratio of the number of successful trails NSuc over the total number of trails NTot

as the following equation
γ = NSuc

NTot

. (15)

3.3 Problem formulation

This chapter proposes a novel contrastive learning-based SE-QPTNet for reli-
able beam training with low labeling cost and expertise requirements. Generally,
the prediction of the optimal mmWave transmitting beam is operated at the BS
side, and the same method can be easily extended to predict the optimal receiv-
ing beam. Considering severe multipath interference and inconsistent dominant
beam prediction, we propose to adopt the phase quantization of periodically es-
timated CSI to reflect the relation of cluster AoDs/AoAs of UE and predict the
optimal mmWave beam when mmWave beam training is required. Since the
mmWave channels are considered to have identical LOS AoD/AoA and NLOS
cluster AoDs/AoAs. For AoDs, we can rewrite the received signal (7) at the UE
side as

y =
√
P (HLOS + HNLOS)fnx+ n

=
√
PHLOSfnx+

√
PHNLOSfnx+ n,︸ ︷︷ ︸

neq

(16)

where the neq denotes the equivalent noise. By substituting into (4) and (16), it
yields

y =
√
NtNrP

L

L∑
l=1

βLOS aHt (Nt,ϕLOS)fn︸ ︷︷ ︸
correlation

x+ neq. (17)

We can quantify the correlation between the mmWave beam in (10) and the array
steering vector in (5) as

qn(Nt, ϕLOS) = aHt (Nt, ϕLOS)fn(ξt,n)

= 1
Nt

sin πNtψn

2
sin πψn

2
ejπ

Nt−1
2 ψn ,

(18)

where ψn = sin ξt,n− sinϕLOS. The quantization qn(Nt, ϕLOS) illustrates the rela-
tion between angles of direction ξt,n and ϕLOS, which is regarded as a quantization
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error [16]. However, the multipath interference and approximation of ϕLOS may
lead to inaccurate predicted results.

3.4 Channel data generation with DeepMIMO platform

Figure 11: Overview of urban scenario in the DeepMIMO platform.

DeepMIMO is a platform for generating the mmWave massive MIMO channel
data to explore various aspects, such as channel estimation, beamforming, pre-
coding, and resource allocation, using DL algorithms to optimize and adapt the
MIMO system parameters based on the characteristics of the wireless channel
and user requirements. It supports various communication scenarios, including
indoor, urban, and intelligent reflecting surface (IRS). We consider the urban sce-
nario from the DeepMIMO platform [51] for data generation as shown in Fig.11.
The scenario is constructed using the 3D ray-tracing software Wireless InSite [52],
which captures the channel dependence on frequency and spatial domains. The
mmWave signal is available at 28 GHz in an outdoor scenario, and we consider a
single BS with ULA massive MIMO located at BS 3 of the scenario. We collect
the mmWave channel data by the DeepMIMO generator and describe the details
in Table 1.
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Table 1: DeepMIMO dataset parameters

Parameters Values

Scenario Outdoor
mmWave (GHz) 28
Active BS BS 3
Active UE range Row 900 - 1300
Active UE position 100K
Number of BS antennas 64
Antenna spacing 0.5 λ
Bandwidth (GHz) 0.5
Number of OFDM subcarrier 512
OFDM sampling factor 1
OFDM limit 32
Number of LOS path 1
Number of NLOS paths 5

3.5 Concluding remark

In this chapter, we introduced the mathematical expression of mmWave mas-
sive MIMO systems, and formulated the main challenges. Specifically, we de-
scribed the principle of the ray/cluster channel mode, which is widely consid-
ered in the mmWave massive MIMO systems. In addition, we illustrated the
challenges of the DL-integrated beam training approaches, such as the effects
of varying channel intensities and noise. Finally, we introduced the DeepMIMO
platform and the details of mmWave channel data generation for the following
experiments.
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4 Non-deterministic quantization for beam train-
ing

In this chapter, we propose a novel binary representation of mmWave CSI to
mitigate the noise and channel variations for massive MIMO wireless systems.
We shed light on the low complexity and high reliability of beam training.

We first introduce a low complexity yet powerful DNN model that learns
from binary quantified from the mmWave channel. The proposed method can
achieve a highly reliable beam prediction and low hardware overhead, depending
on the configurable DNN model in mmWave massive MIMO systems. To achieve
a robust and efficient representation of CSI, we incorporate the ideas from non-
deterministic quantization to convert the corrupt channel intensities into binary
sequences. The non-deterministic method also allows the DNN model to com-
press the volume of parameters, making the proposed model easy to implement.
Combining the non-deterministic scheme with the benefit of ensemble learning,
we leverage the static layers to capture the multiple views of binary sequences and
obtain robust beam prediction with the voting result by a wise scoring scheme.

We second propose a novel sparse feature-driven vision Transformer (SF-ViT)
DL model. It inherits the advantage of binary quantization of CSI and extracts
the spatial characteristics based on the semantic model from antenna indices.
Specifically, we consider the peak values of the intensity as the essential compo-
nents and further purify the sparse sequence by dynamic thresholds to remove
the noise effects. Due to the spatial coherence of massive MIMO systems, we
apply the self-attention mechanism to explore the spatial characteristics from the
sparse features of antenna indices. Moreover, we also employ the wise voting
scheme to improve the robustness of inference underlying the low signal-to-noise
ratio (SNR) level.

4.1 Introduction

DL-integrated massive MIMO systems have brought vitality and a new vision
to build intelligent communication systems for enabling high data rates and fast
beam selection in the communication field [53], [54]. In practice, [55] proved that
the DL model helps predict the optimal mmWave beam and correct blockage
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status based on the sub-6GHz CSI while reducing the beam training overhead
and achieving reliable wireless systems. Moreover, the author of [56] trained
the beamforming prediction network (BPNet) using the supervised and unsuper-
vised learning method to optimize the power allocation and predict virtual up-
link beamforming (VUB) for improving computational efficiency. On the other
hand, [57] proposed to combine machine learning and situational awareness to
predict mmWave beam power for improving the prediction performance and re-
ducing the overhead at the cost of little performance.

Meanwhile, beam alignment refreshes every dozen milliseconds to accommo-
date the demands of numerous users and ensure a fast response [56]. Con-
sequently, the DL module must predict the appropriate beam to maintain an
achievable data rate within this period. Typically, the DL module is integrated
into the system-on-chip (SoC) at the BS to meet the high computational re-
quirements [58]. However, DL-integrated beam prediction schemes often utilize
large-scale models to address accuracy issues caused by mmWave channel fading
and noise. Integrating multiple accelerators into an SoC increases the runtime
complexity. Hence, it is essential to investigate approaches for reducing the scale
of DL model parameters and developing an efficient CSI representation to achieve
a hardware-friendly SoC system with robust performance.

While the existing solutions exploit the DL model for optimal beam prediction,
they share the following limitations. First, a regular scheme of complex mmWave
channel data processing, such as the complex channel measurements, is typically
divided into real and imaginary parts as input data. It makes learning efficiency
sensitive to the time-variant and noisy mmWave signals. Second, the standard
pre-defined methods compress the number of parameters with sparsification. The
pruned connections can only be modified in advance, and incorrect pruning may
cause severe accuracy loss under different channel conditions. Finally, the spatial-
frequency mmWave channel measurements are vectorized as model inputs and
ignore the spatial information among the antenna indices. So it needs an extensive
enough DNN to obtain a high success rate in predicting the optimal mmWave
beam.

To address those challenges, we develop a non-deterministic quantization en-
coder for describing the mmWave CSI in massive MIMO systems. It enables
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efficient DL model design processing and attempts to maintain reliable inference
solutions with a wise scoring scheme inspired by ensemble learning. The binary
sequence representation of the mmWave CSI can efficiently reduce the noise im-
pacts and the DNN model size. Besides, we also consider exploring the inherent
spatial characteristic of massive MIMO with the attention mechanism to effi-
ciently acquire a global representation of the mmWave massive channel system
from frequency and antenna indices to improve the probability of beam predic-
tion. The main contributions of this chapter are summarized as follows:

• We develop a non-deterministic quantization for the mmWave channel to
draw the relevant binary representation from unexpected noise and channel
attenuation for training the DL model. This quantization relies on the peaks
of mmWave channel measurements as coordinates. In addition, we infer
the active components from coordinates by a non-deterministic strategy to
eliminate interference. This non-deterministic method can efficiently reduce
the impact of the corrupt mmWave channel on the training stage and the
size of the DL model.

• We propose a DNN compression scheme to reduce the number of multiply-
accumulate operations (MAC) with the binary sequences of CSI. The size
of the DNN model can be effectively reduced by the binary sequence inputs,
which extract through our non-deterministic quantization.

• We develop a SF-ViT model, which obtains the sparse feature (SF) based
on a non-deterministic coding scheme. The proposed SF-ViT model can
extract a global feature to represent the mmWave signal, considering the
spatial and frequency variations to improve the reliability of beam predic-
tion. The SF-ViT model can interactively learn the SF patterns varying in
the frequency domain from the antenna indices according to the attention
mechanism. The attention mechanism can analyze and capture the spatial
variation of mmWave SF based on multiple factors, including frequency and
a large number of antennas.

• We provide a wise scoring strategy to further improve the robustness. The
performance of the DL-integrated beam training depends on the scale of
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a dataset and the data diversity. However, it is hard to improve the ro-
bustness by building an over-completed dataset with constantly changing
CSI to improve the robustness. Besides, the training and inference stages
are unbalanced since the main computation is completed in training and
hardly considers the impacts of uncertainty in inference. The key idea of
wise scoring is to generate the different individually and determine the fi-
nal beam prediction through the scoring result to compensate for the lack
of inference capability. The final beam prediction solution depends on the
maximum scoring result.

4.2 Non-deterministic quantization for mmWave beam pre-
diction
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Figure 12: Overview of the proposed non-deterministic quantization for mmWave
channel beam prediction.

The purpose of non-deterministic quantization is to code the mmWave channel
signal for wisely representing the useful information and reduce the effects of
noise as the binary sequence in [59]. As shown in Fig.12, the structure of non-
deterministic quantization includes a peak value selection and a binary sequence
generation. According to (4), we have the power constraint channel

K∑
k=1
|hk|2 = 1, (19)
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where K is the length of subcarriers for pilots in the frequency domain. Since the
hk ∈ (0, 1) and (19), we can obtain channel H has stochastic behavior and the
value of (4) can regard as the probability of contribution for the DL training.

To generate the binary sequences for the mmWave channel, we first exploit
the peak values of channel fluctuations and record the indices as p on each local
antenna as (20).

Y PEAK = H [p] (20)

Secondly, the effective local values are remained by the dynamic threshold. If the
values of the signal are more likely valid at the current frequency, we use 1 to
represent the most likely event to keep, otherwise 0.

ϵi ∼ N (0, Σsig), (21)

where ϵ is the dynamic threshold,and the Σsig is the signal power of each antenna.
Finally, the SF s can be expressed as

s :=

1 if YPEAKi > ϵi,

0 else.
(22)

Here the binary sequence input hi = [s1, s2, · · · , sm], s ∈ RNf ×1, where Nf is the
length of channel measurements in frequency domain.

4.2.1 Neural network training

As shown in Fig. 12(b), the fully connected (FC) blocks are employed between
the input layer and the output layer. Each FC block further includes a dropout(·)
layer and the FC layer. For each FC layer, we apply the Relu activation func-
tion. In fact, the size of FC blocks directly determines the learning ability of the
DNN. This consists of two fully connected networks with one rectified linear unit
(ReLU(·)) activation function:

F 1 = ReLU(W (1)X + b(1)), (23)

where X is the binary sequences as (22), which obtain from W (1) is the matrix
of weights and b(1)) is the matrix of bias in the first layer of FFN, and ReLU(·)
activation function:

ReLU(x) = max(0, x), (24)
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the equation of (23) would be express briefly as:

F 1 = f (1)(X; θ(1)), (25)

where θ(1) is the set of weight W (1) and biases b(1) in the fully connected layer.Then,
the output of FC blocks is represented as:

P = (f (5) · · · (f (2)(f (1)(X; θ(1)); θ(2)); · · · θ(5)). (26)

Moreover, we can apply automatic mixed precision (AMP) to further reduce the
training time [60], since the model input is an integer binary sequence.

4.2.2 Wise scoring scheme
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Figure 13: Illustration of the T votes wise scoring for reliable inferences.

Inspired by the benefit of ensemble learning [61], we develop a wise scoring
with a voting scheme for the inference as shown in Fig 13. Specifically, the final
prediction result depends on the maximum value of iterative voting as shown in
Algorithm 1, where we quantize the mmWave channel signal individually with
T votes to overcome the effects of fading and noise. We expect wise voting to
enable the prediction to achieve a highly reliable beam prediction performance in
the inference phase.
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Algorithm 1 Inference based on wise scoring scheme
1: Input: Dtest, well trained DNN, number of votes: T , scoring S = ∅.
2: repeat
3: Obtain binary input h via (22).
4: Obtain the probability vector p via (26).
5: Obtain the index of the largest entry i in p.
6: Obtain the prediction result S ∪ {i}.
7: until T times

Output: maximum number of occurrences in S

4.3 Non-deterministic sparse feature learning for reliable
beam prediction

Benefiting from developing a non-deterministic quantization scheme and wise
scoring, we propose a novel SF-ViT model for achieving reliable beam prediction.
The proposed SF-ViT includes the operation of sparse feature (SF) extraction
underlying non-deterministic quantization, spatial attention-based decision, and
a wise scoring scheme for robust interference. The basic idea of the proposed
SF-ViT model is shown in Fig. 14. This figure illustrates the procedure of the
proposed non-deterministic SF extraction and SF-ViT model for predicting the
optimal beam. Fig. 14 (a) describes the block diagram of the proposed SF-ViT
model, and Fig. 14 (b) illustrates the specific operations that tackle the original
channel data based on SF extraction and the SF-ViT model. Specifically, 1⃝ is
the original spatial frequency channel data. 2⃝ is the SF extraction to obtain valid
features using the peak value and stochastic coding from the corrupted CSI. 3⃝
is the learning phase, in which the proposed SF-ViT model leverages the binary
sequences extracted in 2⃝ on both frequency and antenna dimensions to train the
SF-ViT. 4⃝ is the probability of optimal beam. 5⃝ is details of the Transformer
encoder.

4.3.1 Proposed SF-ViT model

In this section, we first express the operation of SF extraction underlying non-
deterministic quantization. Then we explain how to obtain the mutual feature
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Figure 14: Procedure and overview of the proposed SF-ViT for reliable mmWave
massive MIMO beam training.

from frequency and antenna space with the attention mechanism [40]. Finally,
we show the main idea of the wise voting scheme, highlighting its advantages.
The basic idea of the proposed SF-ViT model is shown in Fig. 14.

According to the (20),(21), and (22). We can acquire the binary representa-
tions of CSI as s = [s1, s2, · · · , sm], s ∈ RNf ×1, where Nf is the length of channel
measurements. Firstly, we exploit the local linear projection of SF from antenna
space through 1 fully connected layer. To preserve the relative distance among the
antennas, the distinctive antenna position embedding parameters are employed
with the linear projection results. Therefore, the linear projection of the SF can
be defined as Xemb generated by the projection of W T

embs, with dmodel dimension.
The antenna position embedding (PE) is identical with dimension dmodel, which
is generated through the sine functions with different frequencies:

PE(pos,2i) = sin(pos/100002i/dmodel), (27)
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where pos is the position and i is the dimension. By combing the (41) and (34),
the inputs of Transformer encoder X = Xemb + PE(pos,2i) .

The Transformer encoder enables the spatial-frequency feature to jointly learn
the approximate codebook index representation by applying the stacked archi-
tectures and attention mechanism. Especially, the attention mechanism [40] en-
hances some parts of the frequency features while diminishing other parts by
traversing all local antennas with the unique query matrix Q, key matrix K, and
value matrix V . The Transformer encoder focuses more on mutually important
mmWave channel components from frequency and local antenna, learning which
part of the frequency information is more critical than others depending on vari-
ations of individual antennas. And the query matrix Q, key matrix K, and value
matrix V are generated by the wide fully connected layers with input signal X

in the i th encoder:
Qi = W qiX

Ki = W kiX

V i = W viX,

(28)

where the W qi ,W ki ,W vi is the matrix of weights from the linear layer.
Attention operation can be described as a scaled dot-product function, which

maps a query and a set of key-value pairs to an output. In particular, we compute
the dot-product of query matrix Q with all key matrix K, and the dimensions
must be the same as dk, and apply a softmax(·) activation to obtain the out-
put matrix on the values matrix V . Therefore, the matrix of output could be
computed by (43):

Attention(Q,K,V ) = softmax(QKH
√
dk

)V , (29)

In order to reduce the computational overhead, the attention function could be
performed in parallel with the different, learned linear projections of Q, K and
V to dq, dk, dv dimensions with simple fully connected layers, respectively.

MultiHead(Q,K,V ) = Concat(head1, · · · , headh)WO

where headi = Attention(QWQ
i ,KWK

i ,V W V
i )

where the projection matrices, WQ
i ∈ Rdmodel×dk ,WK

i ∈ Rdmodel×dk , W V
i ∈

Rdmodel×dv . In this chapter, we apply h = 6, which means there are 6 multi-
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heads in our model. For each of these we use dk = dv = dmodel/h = 64. Due to
the reduced dimension of each head, the total computational cost is similar to
that of single-head attention with full dimensionality.

4.3.2 Wise voting scheme

We adopt a wise voting scheme to improve the robustness of inference suffering
from the corrupt mmWave channel. Specifically, the final prediction result de-
pends on the average of repeatedly voting, which we individually generate the SFs
for overcoming the effects of the mmWave channel fading and noise. We expect
that a wise voting scheme enables the beam prediction to be more believable
with different statistical results, and achieve a highly reliable beam prediction
performance.

4.4 Experimental results

The DNN architecture is described in Section 4.2. This neural network is
trained using the binary sequences inputs, which are extracted by the non-
deterministic quantization based on the mmWave channel. Specifically, the train-
ing process follows the training from scratch approach, where the weights are ran-
domly initialized. Moreover, the dataset is split into 70% for training and 30%
for testing. We use an initial learning rate of 10−3, which is dropped by a factor
of 0.3 with the 100 epochs. Besides, we employ the cross-entropy loss function
for training the model as

loss = −
M∑
c=1

yo,c log(po,c), (30)

where M is the number of classes, y is the binary indicator (0 or 1) if class label
c is the correct classification for observation o, and p is the predicted probability
observation o is of class c. The other hyper-parameters are summarized in Table.2.
All training and experiments are done in the Pytorch platform running on a
machine with an RTX 3080 GPU.
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Figure 15: Training loss of the DNN and proposal with different compression
ratio ρ.
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Table 2: Neural network training hyperparameters

Parameters Values

Initial dim. of DNN layers 512
Num. of DNN layers 4
Compression ratio 0.3, 0.5, 0.7, 1.0
Num. of votes 10, 30, 50, 70, 90
Optimizer Adam
Learning rate 10−3

Num. of epochs 100
Dropout percentage 30%
Dataset size 105

Dataset split 70%; 30%

4.4.1 Non-deterministic quantization for mmWave beam prediction

In this section, we provide numerical results to verify the effectiveness of the
proposed beam prediction based on the DeepMIMO dataset. Firstly, we generate
the binary sequence representation of mmWave based on the non-deterministic
scheme for training a DNN and compress the parameters with a compression ratio
ρ as

ρ = total parameters of proposal
total parameters of DNN . (31)

The purpose of training with the proposed method is to confirm the function of
binary sequence representation, and the architecture of the proposed method is
totally identical to the conventional method. The DNN model in [53], is composed
of 5 hidden layers, and each layer employs ReLU(·) and dropout(·). We also
compare by applying different compression ratios to explore the ability of model
compression of non-deterministic quantization. The performances are evaluated
by training loss with the cross-entropy loss function, defined as (32). Finally, we
investigate the accuracy performance between the DNN and wise scoring inference
with different numbers of votes under different SNRs.

Figure 15 presents the training loss among the DNN, proposed method per-
formance based on proposed non-deterministic quantization with different com-
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pression ratios ρ, where ρ equals 1.0, 0.7, 0.5, and 0.3. The vertical axis is the
training loss values, and the horizontal axis is the training epochs. The train-
ing loss performance indicates that non-deterministic quantization can effectively
explore the mmWave channel feature with binary sequences model input and
the training loss value can achieve 0.0009, which is the smallest value compared
with 0.003 using the original numerical channel value as model inputs, achieved
by DNN. Specifically, it is shown our proposed non-deterministic quantization
scheme is capable of exploring effective binary sequence representation from the
mmWave channel. The noise and attenuation from the mmWave channel can also
be purified by independent dynamic thresholds. Besides, we also observe model
compression performance by applying different compression ratios ρ. The results
show that even if we extremely compressed the DL model with 30% parameters,
the training loss is still lower than the DNN.

Fig. 16 shows the test accuracy performance of the proposed method and
DNN. When the compression ratio ρ is equal to 1.0, 0.7, 0.5, and 0.3, the accuracy
of the proposed method can achieve 94%, 93%, 92%, 90%, and 81% compared
to the DNN. The result shows that binary sequences representation of mmWave
channel can approach a more stable performance and obtain a higher accuracy
performance with the proposed method than DNN. This implies that the proposed
method model has the potential to predict the approximate beam from the lower
hardware cost while maintaining the achievable rate. This clearly illustrates the
ability of the proposed Non-deterministic quantization to support the precise
beam prediction based on the solutions. Furthermore, the result also shows that
the proposed method using the binary representation of the mmWave channel is
more stable than the DNN using the real channel amplitude values. That means
binary inputs for the DL model can contribute to efficiently reducing the effects
of noise and channel attenuation by relying on non-deterministic quantization. In
addition, it can further improve simple and regular neural network performance.

Fig.17, Fig.18, Fig.19 shows the distribution of wise scoring performance un-
der the different SNRs and attempts to find the optimal number of votes. We
investigate the accuracy performance under different compression levels when the
compression ratio ρ equals 0.7, 0.5, and 0.3. The prediction accuracy reveals that
a wise scoring scheme can improve the prediction accuracy by increasing the
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Figure 16: Test accuracy performance of proposed method and DNN.
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Figure 17: Prediction accuracy performance of the proposed method with 0.3
compression ratio ρ based on the wise scoring inference.

number of votes for the proposed method. According to the results, the accuracy
can obtain robust inference results at 30 times, and the optimal accuracy can
approach 50%, 59%, and 65% at 0 dB SNR when the compression ratio ρ is as-
signed different values. Moreover, the result shows that increasing the number of
votes can not constantly improve prediction accuracy. Therefore, the wise scoring
scheme can be equipped in SoC 30 times to approach a reliable solution with less
inference time.

Fig. 20 shows the accuracy performance between DNN and the wise scoring
inference with 30 votes using different compression ratios ρ under the SNR of 0-20
dB. The prediction accuracy reveals that the proposed model employs 50% and
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Figure 18: Test accuracy performance of the proposed method with 0.5 compres-
sion ratio ρ based on the wise scoring inference.

70% parameters, it can achieve almost the same inference accuracy 92% and 93%
when SNR is larger than 10 dB. Besides, the result also shows that the accuracy
of compression ratio 0.7 can approach 65%, which is better than 29% with a
DNN scheme, 59% and 49% when ρ equals 0.5%, 0.3% at 0 dB SNR. Considering
the trade-off between hardware cost and inference time, we can employ the 30
times-wise scoring scheme to achieve a reliable beam prediction solution with a
50% compression ratio.
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Figure 19: Test accuracy performance of the proposed method with 0.7 compres-
sion ratio ρ based on the wise scoring inference.

4.4.2 Non-deterministic sparse feature learning for reliable beam pre-
diction

The proposed SF-ViT neural network architecture is described in Section 4.2
with embedded features of antennas and Transformer encoder. It is trained with
the SF inputs, which are obtained by the non-deterministic feature extraction.
Specifically, the training process follows the training from scratch approach, where
the weights are randomly initialized. Moreover, the dataset is split into 70% for
training and 30% for testing. We use an initial learning rate of 10−3 with the 100
epochs. Besides, we minimize the cross-entropy loss by adjusting the weights of
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Figure 20: Test accuracy performance between DNN and the wise scoring infer-
ence with 30 votes using 0.7, 0.5, 0.3 compression ratio ρ.
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SF-ViT as
loss = −

M∑
c=1

yo,c log(po,c), (32)

where M is the number of classes, y is the binary indicator (0 or 1) if class label
c is the correct classification for observation o, and p is the predicted probability
observation o is of class c. The other hyper-parameters are summarized in Table 3.
All training and experiments are done in the Pytorch platform with RTX 3080
GPU.

Table 3: SF-ViT training hyperparameters

Parameters Values

Dim. of embedded features 128
Multi-heads 6
Num. of encoder 8
Dim. of MLP 256
Optimizer Adam
Learning rate 10−3

Num. of epochs 100
Dropout percentage 20%
Dataset size 10× 104

Dataset split 70%; 30%

In this section, we provide numerical results to validate the effectiveness of the
proposed SF-ViT for beam prediction based on the DeepMIMO dataset. First, we
generate SF inputs based on a non-deterministic scheme of training a normal DNN
(which we define as SF-DNN) and our proposed SF-ViT. The purpose of training
SF-DNN is to confirm the ability to reduce noise with the non-deterministic
scheme, and the structure of SF-DNN is identical to that of the traditional method
in [53]. The conventional DNN model consists of 5 hidden layers, and each layer
employs ReLU and drop out operations. The performances are evaluated by
training and the validation loss using the cross-entropy loss function, which is
defined as (32). Finally, we investigate the accuracy performance of wise voting
under different SNRs.
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Figure 21: Training loss performance among the conventional DNN, SF-DNN,
and SF-ViT.
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Figure 22: MSE performance of validation among the conventional DNN, SF-
DNN, and SF-ViT.

Fig. 21 presents the training loss among the proposed SF-ViT, SF-DNN, ViT
and conventional DNN. The Y-axis is the training loss values, and the X-axis is
the training epochs. The training loss performance indicates that the SF-ViT
model is the fastest convergence, and the loss value can achieve 0.2, which is the
smallest value compared with 1.8, 2.1, and 0.8, achieved by DNN, SF-DNN, and
ViT. Specifically, it is shown our proposed SF-ViT is capable of exploring more
effective spatial features from individual antennae with the attention mechanism.
The noise and attenuation from the mmWave channel can also be purified by
dynamic thresholds. Besides, the fluctuation of the SF-DNN curve is lower than
the conventional DNN.
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Fig. 22 evaluates the generalization of DL models based on the validation data.
We can observe that the loss curve of the proposed SF-ViT drops rapidly and
converges to the minimum value after 20 epochs. It is shown, that the SF-ViT
model can capture valid components from sparse features and learn efficiently.
Moreover, the SF-DNN performance is more stable than the conventional scheme,
which is trained by the original data points before 20 epochs. It proves that the
sparse features, which depend on our non-deterministic feature extraction, can
overcome the interference from the mmWave channel and promote the DL model
performance more reliably and with better learning efficiency.

The test accuracy performances are shown in Fig. 23. This figure shows the
average accuracy of the proposed SF-ViT and conventional proposals. The aver-
age accuracy of DNN, SF-DNN, ViT, and SF-ViT are 49%, 56%, 73%, and 87%.
The result shows that our SF-ViT can approach the highest value among the con-
ventional proposals. This means that the SF-ViT model is successfully predicting
the codebook index from the attention mechanism with non-deterministic quan-
tization. This clearly illustrates the ability of the proposed SF-ViT to support
the precise beam prediction based on the solutions. Besides, the result also shows
that SF-DNN and SF-ViT converge faster than the conventional DNN and ViT
with non-deterministic quantization. That means SF inputs for the DL model
can contribute to efficiently reducing the influences from noise and channel atten-
uation with non-deterministic quantization. Moreover, it also can improve simple
and regular neural network performance.
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Figure 23: Validation accuracy performance among the conventional DNN, SF-
DNN, and SF-ViT.
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Figure 24: Test accuracy performance of SF-ViT based on the multi-round infer-
ence.

Figure. 24 shows the distribution of 3, 10, and 20 times-wise voting perfor-
mance under the different SNRs. The prediction accuracy reveals that a wise
voting scheme can improve the prediction accuracy from 43% to 69% under 0dB
SNR with 20 votes to obtain robust inference results. Besides, the result shows
that increasing the times of voting can also improve the prediction accuracy from
86% to 91% under the 20dB SNR. Therefore, the wise voting scheme can improve
the reliability and robustness of inference without repetitive training.
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4.5 Concluding remark

In this chapter, we developed non-deterministic encoder-based schemes for re-
liable beam prediction and DNN model compression with binary sequence inputs.
The non-deterministic quantization enables highly reliable binary expression for
mmWave CSI. The key idea of the developed strategy is to quantize the chan-
nel intensities with stochastic thresholds. Also, the binary sequence input can
compress the model size to reduce the MAC elements and achieve a better perfor-
mance than the conventional method. Moreover, the results demonstrated that
the wise scoring scheme with 30 votes ensures high accuracy and reliable predic-
tion results under the different SNR conditions with a compression ratio of 50%.
Moreover, we also developed a sparse feature-driven DL model, which we define
as SF-ViT. The proposed SF-ViT enables highly reliable and robust applications
in large antenna array mmWave systems. The key idea of the developed strat-
egy is to leverage the attention mechanism that learns from the spatial-frequency
sparse features, which is obtained through a non-deterministic quantization. The
results demonstrated that the proposed solution ensures high accuracy and reli-
able prediction results. Further, the non-deterministic quantization showed that
the sparse feature can also be employed in the regular neural network, and im-
prove the learning efficiency.
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5 Hierarchical deep learning paradigm for beam
training

In this chapter, we develop a novel hierarchical DL paradigm devoted to im-
proving the learning efficiency for beam training with the frequency and spatial
mmWave CSI in massive MIMO systems.

The DL-driven beam prediction is outperforming but sensitive to noise. In
order to overcome the noise and the mmWave channel fading attenuation, we
propose a dual DL model that learns temporal delay features based on the au-
toregressive model from the frequency and extracts the spatial characteristics
based on the semantic model from antenna indexes. Specifically, we apply the
LSTM encoder to explore the inherent temporal delay attribute of approached
mmWave channel signals on the different antennas. Since the massive MIMO
systems possess spatial coherence, we further use the self-attention mechanism
to extract the spatial characteristics from the temporal delay features of each
antenna. To verify the performance of the proposal, we compare the proposed
model with conventional DL models underlying different SNR levels.

We then propose a memory-shared spatial attention neural network to fur-
ther extend the capability of the hierarchical DL paradigm for mmWave massive
MIMO beam prediction. The proposed method learns temporal features based
on the autoregressive model from the frequency meanwhile extracting the spatial
characteristics from the antenna indices. Specifically, we apply a weight-sharing
LSTM to explore inherent delay features from real and imaginary mmWave chan-
nels among antenna indices. Due to the spatial coherence of massive MIMO, we
further apply the attention mechanism to extract the spatial feature from the
temporal features.

5.1 Introduction

Despite these tremendous successes, DL driven intelligent wireless system for
mmWave massive MIMO beam prediction can achieve a high data rate with
a well-trained DL model [53]. Particularly, [55] proved that DL can predict
the optimal mmWave beam with low beam training overhead and obtain reli-
able communication. [56] proposes a beamforming prediction network (BPNet)
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without complex operations and iterations, which decomposes beamforming into
power allocation and virtual uplink beamforming (VUB) for joint optimization,
thereby improving computational efficiency. In addition to these, [57] also uses
a beam learning method based on machine learning and state awareness, which
greatly improves the prediction accuracy and reduces the overhead. [62] develops
a machine learning-based method that utilizes location and visual data collected
from wireless communication environments for fast beam prediction. The DL
technology can also predict the optimal beam direction according to the low-
frequency channel state information, which facilitates the initial beam training in
millimeter-wave communication and reduces the overhead of beam training. [63]
predicts the best narrow beam (high spatial resolution) using the less received
signal strength (RSS) collected by the wide beam, which can achieve a higher
data rate than the conventional hierarchical codebook design.

While the existing solutions exploit the DL model for optimal beam prediction,
they share the following common limitations. Due to the noise effects and 2-
dimensional performance (frequency and spatial) of the mmWave channel, the
features may change dramatically once extracted from the vectorization of the
mmWave channel. Firstly, millimeter waves are affected by noise in the actual
environment, which often reduces the beam prediction accuracy. Secondly, in the
context of the massive MIMO system, the spatial-frequency mmWave channel
measurements are converted into a vector as model inputs, therefore the spatial
information on the antenna space is neglected.

To break those issues, we develop a hierarchical paradigm for beam prediction,
which enables the DL model to extract the feature separately from frequency
and spatial view. Specifically, we incorporate an autoregressive encoder and a
memory-shared LSTM encoder to extract the principle frequency features from
the unexpected noise and channel fading. Moreover, the spatial coherence can be
captured by the self-attention mechanism among the antenna indices.

To break these issues, we separately operate the mmWave channel from fre-
quency and spatial domain from the autoregressive encoder and the distribution
of spatial coherence from antenna indexes. The main contributions of this chapter
are summarized as follows:

• We develop a two-dimensional feature extraction method to find the appli-
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cable inputs for training the DL model from frequency and spatial domain.
This feature extraction can improve the learning efficiency by considering
the frequency and spatial varying from the mmWave channel.

• We consider using an autoregressive model to extract principle temporal fea-
tures of fluctuated mmWave channel from the unexpected noise and channel
attenuation. Specifically, we apply a LSTM encoder to strain the useless
components of the mmWave channel with the gate operations.

• The proposed DL model can learn from spatial and frequency space for
promoting the success probability. It is able to interactively learn spatial
coherence based on the frequency features from each antenna index depend-
ing on the attention mechanism. The attention mechanism is able to analyze
and capture the appropriate representations for the mmWave channel.

5.2 Temporal sequence modeling with spatial attention
for reliable beam prediction

In this section, we first describe the extraction of the temporal principle fea-
ture underlying the LSTM encoder from the wildly fluctuating mmWave signals.
Then we explain how to obtain the mutual feature from frequency and antenna
space with the attention mechanism. The basic idea of the proposed DL model
is shown in Fig. 25.

5.2.1 Long-short term memory encoder

Since the most benefit of LSTM module is to learn the relevant information by
considering the past long-term dependencies [64]. We present the LSTM encoder
to learn the prime temporal features from the real and imaginary parts of the
complex mmWave channels.

5.2.2 Spatial attention

In this section, we explain how the proposed DL model learns the approxi-
mate spatial and frequency pattern using the attention module and the benefits
of parallel computing [40]. Firstly, we exploit the local linear projection of the
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Figure 25: Overview of proposed hierarchical DL paradigm

principle temporal feature from antenna indexes with a single fully connected
layer. To preserve the relative distance among the antennas, the distinctive an-
tenna position embedding parameters are employed with the linear projection
results. Therefore, the linear projection of the SF can be defined as

Xemb = embedding(s), (33)
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where embedding(·) is a fully connected layer with dmodel dimension. And the
antenna position embedding is identical with dimension dmodel, which is generated
through the sine functions of different frequencies:

PE(pos,2i) = sin(pos/100002i/dmodel), (34)

where pos is the position and i is the dimension. By combing the (41) and (34),
the inputs of Transformer encoder X = Xemb + PE(pos,2i) .

The Transformer encoder enables the spatial-frequency feature to jointly learn
the approximate codebook index representation by applying the stacked archi-
tectures and attention mechanism. Especially, the attention mechanism [40] en-
hances some parts of the frequency features while diminishing other parts by
traversing all local antennas with the unique query matrix Q, key matrix K, and
value matrix V . The Transformer encoder devotes more focus to mutually im-
portant mmWave channel components from frequency and local antenna, learning
which part of the frequency information is more important than others depends
on variations of individual antennas. The query matrix Q, key matrix K, and
value matrix V are generated by the wide fully connected layers with input signal
X in i encoder:

Qi = W qiX

Ki = W kiX

V i = W viX,

(35)

where the W qi ,W ki ,W vi is the matrix of weights from the linear layer, the
output of the multi-head attention of i encoder can be given as:

M i = Concat(QiW
Qi
i ,KiW

Ki
i ,ViW

Vi
i ), (36)

where the WQi
i ,W

Ki
i ,W

Vi
i is the weight matrix of projections. Then, the out-

put of multihead would be applied to each position-wise FFN separately and
independently.

Attention operation can be described as a scaled dot-product function, which
maps a query and a set of key-value pairs to an output. In particular, we compute
the dot-product of query matrix Q with all key matrix K, and the dimensions
must be the same as dk, and apply a softmax activation to obtain the output ma-
trix on the values matrix V . Therefore, the matrix of output could be computed
by (43).
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To reduce the computational overhead, the attention function could be per-
formed in parallel with the different linear projections of Q, K and V to dk, dk,
dv dimensions with simple fully connected layers, which follows the (4.3.1).

In this chapter, we apply h = 4, which means there are 4 multi-heads in our
model. For each of these we use dk = dv = dmodel/h.

5.3 Memory shared spatial attention neural network for
beam training

Despite these tremendous successes, deep learning (DL) driven intelligent
wireless system for mmWave massive MIMO beam prediction can achieve a high
data rate with a well-trained DL model [53]. Particularly, [55] proved that DL
can predict the optimal mmWave beam with low beam training overhead and ob-
tain reliable communication. However, due to the noise effects and 2-dimensional
performance (frequency and spatial) of the mmWave channel, the features may
change dramatically once extracted from the vectorization of the mmWave chan-
nel.

To break those issues, we develop a memory-shared spatial attention neural
network for beam prediction as shown in Fig. 26, which enables the DL model to
extract the feature separately from frequency and spatial domain. Specifically, we
incorporate a shared weights LSTM encoder to extract the principle frequency
features from the unexpected noise and channel fading. Moreover, the spatial
coherence can be captured by the self-attention mechanism among the antenna
indices.

Since the most benefit of the LSTM module is to learn the relevant informa-
tion by considering the past long-term dependencies [64]. We present an LSTM
encoder to learn the prime temporal features from the real and imaginary parts
of the complex mmWave channel.

On the other hand, the attention operation can be described as a scaled
dot-product function, which maps a query and a set of key-value pairs for the
desired feature [40]. In particular, the dot-product function can be calculated by
the query matrix Q with all key matrix K, and apply a softmax(·) non-linear
function to reveal the relationship of antenna indices with the values matrix V .
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Figure 26: Overview of memory-shared hierarchical DL paradigm

The operation can be computed by (43):

Attention(Q,K,V ) = softmax(QKH
√
dk

)V . (37)
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To reduce the computational overhead, the attention function could be performed
in parallel with the different, learned linear projections of Q, K and V to dk, dk,
dv dimensions with simple fully connected layers, respectively.

MultiHead(Q,K,V )
= Concat(head1, · · · , headi, · · · , headN)WO

(38)

where headi = Attention(QWQ
i ,KWK

i ,V W V
i ), N is the number of heads, and

the projection matrices WQ
i ∈ Rdmodel×dk ,WK

i ∈ Rdmodel×dk ,W V
i ∈ Rdmodel×dv .

5.4 Experimental results

5.4.1 Temporal sequence modeling with spatial attention

The proposed DL model architecture is described in Section 3 with principal
temporal features of antennas and Transformer encoder. This neural network
is trained using the temporal feature inputs, which are extracted by the LSTM
encoder. Specifically, we employ the cross-entropy loss function for training the
model as

loss = −
M∑
c=1

yo,c log(po,c), (39)

where M is the number of classes, y is the binary indicator (0 or 1) if class label
c is the correct classification for observation o, and p is the predicted probability
observation o is of class c. The other hyper-parameters are summarized in Table.4.
All training and experiments are done in the PyTorch platform with the RTX
3080 GPU.

In this section, we provide numerical results to verify the effectiveness of
the proposed DL model for beam prediction based on the DeepMIMO dataset.
Firstly, we drop the principle temporal features based on the LSTM encoder from
the frequency domain, and the global representation of the mmWave channel
can be extracted from different antenna indexes. The conventional DNN model
in [53], contains 5 hidden layers, and each layer employs ReLU and drop-out
operations. We also compare with the ViT model [65] as our baseline. The
performances are evaluated by training loss by the cross-entropy loss function,
defined as (39). Finally, we investigate the accuracy performance under different
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Table 4: Proposed DL model training hyperparameters

Parameters Beam Prediction

Dim. of embedded features 128
Num. of multi-heads 4
Num. of encoders 8
Dim. of MLP 256
Optimizer Adam
Learning rate 1e−3

Num. of epochs 100
Dropout percentage 20%
Dataset size 10× 104

Dataset split 70%; 30%

SNRs. To obtain reliable results, we independently trained each model 2 times
for applying the confidence interval, which is represented as the shadow regions
in the result figures, to evaluate the model performance objectively.

Fig. 27 presents the training loss among the proposed DL model and regular
methods. The vertical axis is the training loss values, and the horizontal axis is the
training epochs. The training loss performance indicates that non-deterministic
quantization can effectively explore the mmWave channel feature with binary
sequences model input, and the training loss value can achieve 0.0009, which is
the smallest value compared with 0.003 using the original numerical channel value
as model inputs, achieved by normal DNN. Specifically, it is shown that the noise
and attenuation from the mmWave channel can also be purified by the LSTM
encoder.

Test accuracy performance of the proposed DL model and regular methods is
shown in Fig. 28. The average accuracy of DNN, LSTM, ViT, and proposed are
48%, 55%, 72%, and 89%. The result shows that our proposal can approach the
highest value among the conventional proposals. This clearly illustrates the abil-
ity of the proposed DL model to support the precise beam prediction based on the
solutions. Besides, the result also shows that the proposal converges faster than
the regular methods with the LSTM encoder. That means the temporal feature
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Figure 27: Training performances among the conventional DNN, LSTM, ViT,
and proposed DL model.

inputs can efficiently reduce the influences from noise and channel attenuation
gate operations.

Fig. 29 shows the prediction accuracy performance under the different SNRs.
The prediction accuracy reveals that the proposed DL model can improve the
prediction accuracy from 23% to 58% under 0dB SNR. Besides, the result also
shows that the proposed DL model can be more stable, and the accuracy is 91%
under the 20dB SNR. Therefore, the reliability and robustness of inference can
be improved by simultaneously learning from frequency and spatial domain.
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Figure 28: Test accuracy performances among the conventional DNN, LSTM,
ViT, and proposed DL model.

5.4.2 Memory shared spatial attention neural network

The publicly available scenario of DeepMIMO [51] is considered as outdoor
channel generation for the orthogonal frequency division multiplexing (OFDM)
system. The detail of the parameters is described in Table.5.

Fig. 30 shows the training loss comparison among the DNN [53], spatial atten-
tion [40], spatial attention with unshared weight LSTM encoder, and proposed
model. The vertical axis is the training loss values, and the horizontal axis is the
training epochs. The training loss performance indicates that non-deterministic
quantization can effectively explore the mmWave channel feature with binary se-
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Figure 29: Prediction performances among the conventional DNN, LSTM, ViT,
and proposed DL model under different SNR.

quences model input, and the training loss value can achieve 0.0009, which is the
smallest value compared with 0.003 using the original numerical channel value as
model inputs, achieved by normal DNN. Specifically, it is shown that the noise
and attenuation from the mmWave channel can also be purified by the LSTM
encoder. Fig. 30(a) presents the training loss and the loss value of our proposed
memory-shared dual DL model that can rapidly achieve 0.021 after 100 epochs.

Test accuracy performance of the proposed DL model and regular methods
is shown in Fig.31. The average accuracy of DNN, LSTM, ViT, and proposed
are 48%, 55%, 72%, and 89%. The result shows that our proposal can approach
the highest value among the conventional proposals. This clearly illustrates the
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Table 5: DeepMIMO dataset parameters.

Parameters Values

Carrier frequency (GHz) 28
Wavelength λ (mm) 10.7
Active BS BS 3
Num. of active users 100K
Num. of BS antennas 64
Antenna spacing 0.5λ
Bandwidth (GHz) 0.5
Num. of OFDM subcarriers 512
OFDM limit 32
Num. of paths 5

ability of the proposed DL model to support the precise beam prediction based
on the solutions. Besides, the result also shows that the proposal converges faster
than the regular methods with the LSTM encoder. That means the temporal
feature inputs can efficiently reduce the influences from noise and channel atten-
uation gate operations. Fig. 31 shows the mean accuracy of our proposal is the
best and can approach 96%.

Fig.32 shows the prediction accuracy performance under the different SNRs.
The prediction accuracy reveals that the proposed DL model can improve the
prediction accuracy from 23% to 58% under 0dB SNR. Besides, the result also
shows that the proposed DL model can be more stable, and the accuracy is
91% under the 20dB SNR. Therefore, the reliability and robustness of inference
can be improved by simultaneously learning from frequency and spatial domain.
Furthermore, the memory-shared proposal can obtain the most reliable prediction
result from 0 to 20 dB in Fig. 32.

5.5 Concluding remark

In this chapter, we developed a temporal sequence modeling with a spatial
attention scheme for reliable beam prediction with the LSTM encoder and atten-
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Figure 30: Training performances among the conventional DNN, unshared weight
LSTM encoder, spatial attention, and proposed shared weights DL model.

tion mechanism. The LSTM encoder enables the extraction of the prime temporal
features from the unexpected channel effects and noise. The key idea of the de-
veloped strategy is to leverage the attention mechanism that learns from spatial
coherence based on temporal features from different antenna indexes. The re-
sults demonstrated that the proposed solution ensures high accuracy and reliable
prediction performance.

Furthermore, we developed a shared weight spatial attention neural network
to achieve a highly reliable and robust beam prediction for the mmWave massive
MIMO system. The shared weight LSTM encoder extracted the joint frequency
feature and reduced the impacts of unexpected noise and channel fading. Addi-
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Figure 31: Beam prediction accuracy among the conventional DNN, LSTM, spa-
tial attention, and proposed DL model.

tionally, the global feature was explored by the spatial attention from the joint
frequency feature on each antenna index. Finally, the results demonstrated that
the proposed solution ensures high accuracy and reliable prediction.
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6 Self-supervised learning for beam training

In this chapter, we extend the SL framework-based beam training to a self-
supervised learning framework with low labeling cost and expertise requirements.
We propose a novel contrastive learning framework based on our previous hier-
archical DL paradigm for practical wireless systems.

As shown previously, DL-based beam training schemes have been exploited
to improve spectral efficiency with fast optimal beam selection for mmWave mas-
sive MIMO systems. To achieve high prediction accuracy, these DL models rely
on training with a tremendous amount of labeled environmental measurements,
such as mmWave CSI. However, demanding a large volume of ground truth la-
bels for beam training is inefficient and infeasible due to the high labeling cost
and the requirement for expertise in practical mmWave massive MIMO systems.
Meanwhile, a complex environment incurs critical performance degradation in
the continuous output of beam training. This chapter proposes a novel con-
trastive learning framework, named self-enhanced quantized phase-based Trans-
former network (SE-QPTNet), for reliable beam training with only a tiny fraction
of the labeled CSI dataset. We first develop a quantized phase-based Transformer
network (QPTNet) with a hierarchical structure to explore the essential features
from frequency and spatial views and quantize the environmental components
with a latent beam codebook to achieve robust representation. Next, we de-
sign the SE-QPTNet, including self-enhanced pre-training and supervised beam
training. SE-QPTNet pre-trains by the contrastive information of the target user
and others with the unlabeled CSI, and then it is utilized as the initialization to
fine-tune with a reduced volume of labeled CSI.

6.1 Introduction

This chapter proposes a novel contrastive learning framework, named self-
enhanced quantized phase-based Transformer network (SE-QPTNet), in mmWave
massive MIMO systems to enable reliable beam training with CSI measurements
underlying limited labels. We first design a hierarchical DL architecture, named
quantized phase-based Transformer network (QPTNet), which sequentially ex-
tracts frequency and spatial-domain features to enable effective representation.
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In order to perform a reliable spatial representation, we also develop a latent beam
codebook to align the similar phase features of the frequency domain for exploring
the environmental components. Then we propose the contrastive learning frame-
work SE-QPTNet extended from the QPTNet architecture. The SE-QPTNet
framework is concerned with detecting the relationship between the global beam
signature and the distinctive CSI corresponding to user locations using contrastive
environmental prediction. By leveraging the contrastive information of the un-
labeled CSI, SE-QPTNet is pre-trained as the initialization for fine-tuning with
a limited amount of labels to provide more accurate performance. The main
contributions of this chapter can be summarized as follows:

• We propose QPTNet, a hierarchical DL architecture with two levels, to
enable effective representation of CSI in frequency and spatial domains.
The first level performs gate recurrent unit (GRU) to model and extract
the dependencies among clusters information in the frequency domain. The
second level utilizes the spatial attention mechanism to extract a global
beam signature based on the results of quantization.

• We design a codebook-based phase quantization to explore the complicated
environmental components for reliable spatial representation. This quanti-
zation method can match and aggregate similar phase features with a code-
word, improving the feature robustness from the effect of noise in the CSI. It
converts the prior knowledge of continuous spatial features extracted from
the frequency domain into the posterior knowledge of categorical beams.

• We develop a contrastive learning framework SE-QPTNet benefiting from
the hierarchical QPTNet and codebook-based phase quantization. This en-
hanced model further improves beam training accuracy with limited labeled
CSI. To the best of our knowledge, this is the first study that introduces
contrastive learning in beam training applications. SE-QPTNet performs
two benefits based on contrastive environmental prediction. Firstly, it can
pre-train without any label information by detecting the relationship be-
tween the global beam feature and positive/negative samples. Secondly, the
similarity of a positive sample and beam signature can effectively capture
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the spatial dynamic changes under long inter-frequency spans. SE-QPTNet
preserves the benefits of QPTNet and reduces the labeling cost.

6.2 Spatial attention associated beam prediction

This section presents the efficient spatial attention associated beam predic-
tion, depicted in Fig. 33. Efficient perception of the environment from the ob-
served CSI can significantly improve beam prediction accuracy. Benefiting from
the attention mechanism, we can infer the optimal beam response from implicit
directions by its attention scoring [40]. Moreover, the attention mechanism is
also good at simultaneously capturing features from entire implicit directions for
a comprehensive beam signature.

Beam gain generation module: Since the initial spatial-frequency channel
measurement H is complex-valued, we firstly convert normalized H into real-
valued H̃ and normalize with the maximum amplitude of its elements:

H̃ = [R( H

∥max(H)∥)I( H

∥max(H)∥)]. (40)

Then real-valued H̃ concatenates the real and imaginary components in the spa-
tial domain to simultaneously generate the beam gain. Finally, the input modified
channel can be denoted as H̃ ∈ RNf ×2Nt .
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Figure 33: Overview of spatial attention associated beam prediction.The candi-
date beam responses can be performed by calculating the attention score with the
beam gains and directions representation based on the channel signatures. And
the predicted beam is decided by a scoring evaluation choosing the high pairing
probability of beam gains and direction.

To generate the transmitting beam gain in each antenna direction, we exploit
the linear projection of H̃ to antenna space Nt through an embedding layer. To
preserve the relative distance among the antennas, the distinctive beam gain em-
bedding parameters employ with the linear projection results. The transmitting
beam gains of H̃ can be defined as

Bg = embedding(H̃), (41)

where embedding(·) is a linear projection layer with 2Nt × Nt transmit antenna
dimension, and the size of Bg ∈ RNf ×Nt .

Beam direction tagging module: To symbolize the inherent direction
for the beamforming gains, we consider a beam direction tagging Bt for each
transmitting beam gain in (41), which is generated through the linear projection
Bt ∈ RNf ×Nt with each transmitter antenna index. By combing the (41), the
inputs of Transformer encoder X = Bg + Bt .

Stacked attention module: The Transformer encoder enables the spatial-
frequency feature to deeply learn essential representation by applying the stacked
attention module. Especially, the attention mechanism [40] may capture the rele-
vant relation between the specific LOS/dominate path direction while diminishing
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the effects of NLOS/subordinate by traversing all transmission antennas with the
beam direction query matrix Q, beam gains key matrix K, and corresponding
scoring value matrix V . The stacked attention module devotes more focus to mu-
tually important alignment degrees from the coherence of candidate beam gains
and the beam directions of the local antenna, learning which specific AoD in-
formation is more competitive than others, depending on the limited number of
scatters of LOS and NLOS paths. Then the query matrix Q, key matrix K, and
value matrix V are generated by the wide fully connected (FC) layers with input
signal X as

Q = W qiX,

K = W kiX,

V = W viX,

(42)

where the W qi ,W ki ,W vi are the linear projection layers in i th attention mod-
ule. Attention operation can be introduced as a scaled coherence function in
Fig. 13, which maps a beam direction query and a bunch of candidate beam
gains pairs as a dependency relation. Specifically, we compute the dot-product
of beam direction query matrix Q with all key beam gains matrix K and apply
a softmax(·) activation to obtain the pairing probabilities on the scoring value
matrix V , so that beam gains can be precisely aligned with LOS direction. Then
the output can be computed by

Attention(Q,K,V ) = softmax(QKT
√
Nt

)V . (43)

The candidate pairs context of the beam gains and direction can be extracted
by the forward stacked attention process and decided with the relevant score,
which comes from the softmax probability result. Moreover, the superior collab-
oration of beam gains and direction can effectively improve the beam training
performance.

Output module: Different from the dense FC layer based-prediction scheme,
the global average pooling (GAP) in [66], is introduced to implement the average
of each token from stacked attention operations to the candidate beams which
can be written as

ct = 1
D

D∑
d=1

cd, (44)
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where cd ∈ RNt×1, d = 1, 2, · · · , D is the output from the stacked attention mod-
ule, and the size of beam signature vector ct ∈ RNt×1. One advantage of GAP
over the FC layer is that it summarizes the aligned information between beam
gains and transmitting direction with the weighted average results, thus it is more
robust to spatial translations of the fusion local features of gains and direction. In
addition, there are no extra parameters to optimize in the GAP layer, and over-
fitting can be avoided. The resulting vector ct is directly fed into the softmax(·)
layer and the optimal beam can be chosen with the maximum probability of the
global beam signature ct is

p = softmax(ct),
n∗ = arg max

n∈{1,2,...,Nt}
pn,

(45)

where p is the predicted probability, and pn is the element of p. To train our
model, the cross entropy loss is applied as the evaluation metric for the classifi-
cation problem. The cross entropy loss can be expressed as

Lcls = −
Nt∑
n=1

yc log(pn), (46)

where yc is the actual optimal mmWave beam described by one-hot encoding
as the classification label. If label c is identical to the optimal beam, yc = 1,
otherwise, yc = 0.

6.3 QPTNet associated beam training

This section presents the hierarchical QPTNet for efficiently processing the
CSI. QPTNet has two hierarchical levels and a codebook-based phase quantiza-
tion procedure. The first level is an autoregressive encoder based on GRU, and
the second level is a spatial attention encoder based on the Transformer. The
output of the GRU encoder can be quantized with a generated beam codebook.
Finally, the spatial attention encoder extracts a global beam signature. The
overview of QPTNet is illustrated in Fig. 34.
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Figure 34: Overview of proposed QPTNet. CSI is separately processed along
the frequency subcarriers to capture the continuous spatial feature zl via the
GRU encoder. A latent beam codebook handles the perception of environmental
variations by exploring the relation between the categorical beam gi∗ and the
continuous spatial feature. Moreover, we reconstruct the channel data based on
the selected latent beams via a GRU decoder to update the codebook and hold
the consistency of channel and beamspace. The selected latent beams are fed
into a spatial attention-associated beam prediction. ct indicates the global beam
signature.
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6.3.1 Codebook-based phase quantization

To analyze the components of the propagation environment, we attempt to
capture the implicated relation of cluster AoDs by the discrete phase-based quan-
tization method. We define a latent beam codebook G including NCB codewords
gi ∈ CNt×1, i = 1, 2, · · · , NCB (i.e., NCB-way categorical beams). The latent
beamspace is initialized with randomly sampled angular ϕ̄i ∈ [−π

2 ,
π
2 ], and the

normalized spatial frequency ui is defined as

ui = d sin ϕ̄i
λ

, (47)

where ui ∈ [−1/2, 1/2] for λ/2 element spacing. Intuitively, the beam vector
can be generated by the DFT of u at points separated by 1/NCB. Note that
NCB ≥ Nt and there are NCB categorical beam vectors gi. Thus, the latent
beamspace can be described as

gi = 1√
Nt

[1, e−j2πui , · · · , e−j2π(NCB−1)ui ]T . (48)

Since we only consider the spatial power spectrum, the elements of (48) are
adjustable with the network training.

As shown in Fig. 34(a) and (b), the GRU encoder yields a continuous spa-
tial feature matrix Z with column vectors zl ∈ CNt×1, l = 1, 2, · · · , Nf . Next,
we quantize the continuous feature zl into categorical beam gi∗based on the Eu-
clidean distance dl,i. The categorical beam index is expressed as

i∗ = arg min
i
∥zl − gi∥2︸ ︷︷ ︸

dl,i

. (49)

The minimal dl,i∗ ensures that the continuous spatial features corresponding to the
categorical beams are within a neighboring zone of latent beamspace. Meanwhile,
distance calculation can efficiently reflect the relation of cluster AoDs to represent
the components of the environment. The quantization approach can also perform
the clustering by mapping to the nearest codeword. The posterior categorical
beam distribution p(ẑl = gi|H̃ , ϕ̄i) is formulated as

p(ẑl = gi|H̃ , ϕ̄i) =

1, if i = i∗,

0, else.
(50)
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During the forward pass, we define Ẑ = [ẑ1, ẑ2, · · · , ẑNf
] to present discrete angu-

lar beam responses. ẑl = gi∗ are then selected corresponding to the approximate
AoDs ϕ̄i. Different from the setup in Section 6.2, we acquire the optimal beam
prediction based on the attention-scoring results of Ẑ to enhance the ability of
environmental representation.

6.3.2 Hierarchical learning procedure

The proposed QPTNet contains two hierarchical levels for extracting the fea-
tures from frequency and spatial domains. For the first level, we apply a GRU
encoder to extract the relations between two domains and the spatial feature Z.
We employ the GRU module as the instant feature extractor due to its high train-
ing efficiency and similarity to the LSTM network in temporal sequence learning.
GRU encoder proposes to synchronize the CSI estimation based on the gate mech-
anism to control the spatial feature in different subcarriers. In processing H̃ at
each subcarrier index, the GRU encoder takes in the channel delay response at
the current subcarrier as well as the shared hidden state and output from the
previous subcarrier step (zl−1,Θ) and updates its hidden state Θ at the current
subcarrier index, resulting into a new zl. The process can be described by

zl = P(H̃fl
| H̃fl−1 , · · · , H̃f2 , H̃f1 ,Θ), (51)

where P(·) represents the conditional probability distribution over the subcarriers.
Once the continuous spatial feature zl is extracted, we quantize it by a latent
beam codebook to perceive the environmental component. According to (49) and
(50), we perform a nearest neighbor search to decide the posterior latent beam
vector related to the discrete angular index ϕ̄i∗ .

The input to the decoder corresponds to the selected latent beam matrix
Ẑ. We reconstruct the channel matrix based on Ẑ to guarantee the consistency
between the latent beamspace and channel space. The reconstruction loss is
formulated as

Lrecon = E{ 1
N

N∑
n=1
∥Fenc(H̃)−Fdec(Ẑ)∥2

2/∥Fdec(Ẑ)∥2
2}. (52)

Fenc/Fdec are GRU encoder/decoder mapping and the reconstructed channel Ĥ =
Fdec(Ẑ), respectively. The forward computation pipeline can be regarded as the
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regular autoencoder with a specific non-linearity that corresponds to the 1-of-NCB

latent beam vectors. The optimization of QPTNet follows the back-propagating
in [43]. To make sure the encoder commits to a latent beamspace and its output
does not grow, we add a commitment loss. Thus, the total training loss becomes

Ltotal = Lcls + Lrecon + ∥sg[Fenc(H̃)]−G∥2
2 + β∥Fenc(H̃)− sg[G]∥2

2, (53)

where sg[·] means the stop gradient operator defined as an identity at forward
computation time and has zero partial derivatives, G = [g1, g1, · · · , gNCB

], and
β is a hyperparameter. The first term is the beam prediction loss in (46) and
the optimization does not change the latent beam codebook because of the non-
linearity of quantization. The second term is the CSI reconstruction loss to
update the latent beam codebook. The third term utilizes the l2 norm loss to
move the latent beam codebook vectors close to the encoder output Fenc(H̃),
and the fourth term ensures that the encoder outputs toward the codeword.

6.4 SE-QPTNet associated beam training

This section proposes SE-QPTNet to provide an unsupervised pre-training
strategy for improving the performance of QPTNet given the small training
dataset. In SE-QPTNet, we construct positive and negative samples based on the
anchor operation. Then the pre-training process can be completed by detecting
the relationship among a positive sample of target UE, negative samples of others,
and global beam signature with the contrastive environmental prediction. There-
fore, SE-QPTNet can constantly perceive the environment component under a
contrastive learning framework to further improve the performance of beam train-
ing. Fig. 35 describes the procedure of self-enhanced pre-training in SE-QPTNet.

To pre-train the proposed SE-QPTNet under the contrastive learning frame-
work, we present an anchor operation to acquire the positive and negative sam-
ples. Specifically, we obtain forward latent beam features by splitting the outputs
of quantization with the anchor t and explore the global beam signature ct based
on the attention-scoring evaluation. Meanwhile, the reconstructed channel data
streams recovered by the GRU decoder divide as contrastive samples with length
k, in which the positive sample is determined by the CSI of the target UE lo-
cation while the others determine negative samples. SE-QPNet enhances the
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Figure 35: Overview of proposed SE-QPTNet. The proposed SE-QPTNet com-
pensates for the effects of propagation delay by separately dealing with the sub-
antenna arrays. Practically, the intermediate beam codes ẑ are divided into ẑ≤t

as small scale parts and ẑ>t as large-scale parts by an anchor t. We feed ẑ≤t

to the spatial attention-associated beam prediction for identifying the beam sig-
nature vector ct. Contrastive environmental prediction measures the similarity
between the ct and the reconstructed Ĥrecon, and makes the negative samples
Ĥneg dissimilar to its beam signature.

similarity between the target UE and the prediction of ct while making the other
UE responses dissimilar by the contrastive environmental prediction. Benefiting
from this distinction, we can facilitate latent angular learning within the latent
beams corresponding to the dominant path, discard the noises, and enhance the
representation of the environmental component.

Considering the mmWave massive MIMO system, the amplitudes and phases
of the received signals suffer from spatial differences due to a significant frac-
tion of propagation delay [67]. To achieve robustness, the proposed SE-QPTNet
compensates for the effects of propagation delay by separately dealing with the
selected latent beams. We denote the global view Ẑ output from the quantization
for notational convenience. We select an anchor t and define Ẑ≤t as the forward
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component. Taking inspiration from recent advancements [44], we introduce a
token ẑ0 at the beginning of Ẑ≤t and feed them to the spatial attention associ-
ated beam prediction to identify the beam signature vector ct. We then predict
the k reconstructed channels by a linear mapping H̄ t+k = W t+kct, where W t+k

denotes the weight of the linear mapping T . If the large-scale dense channel signa-
tures can be successfully predicted, it indicates that the beam signature vector ct

contains a global and robust view of the propagation environment. By combining
the positive and negative samples, the loss function of contrastive environmental
prediction is

LN = −
∑
k

exp
(

Ĥ
T

t+kH̄ t+k

)
exp

(
Ĥ

T

t+kH̄ t+k

)
+∑

l exp
(

Ĥ
T

t+kH̄neg,l

) , (54)

where H̄neg,l denotes negative samples taken from other channel data, and the
positive sample is Ĥ t+k. Considering the latent beam codebook updating, the
total pre-training loss is expressed as

Lpre = LN + ∥sg[Fenc(H̃)]−G∥2
2 + β∥Fenc(H̃)]− sg[G]∥2

2. (55)

The pre-training process is illustrated in Algorithm 2.
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Algorithm 2 Pre-training process for SE-QPTNet
Input: Pre-training dataset D, batch size N , anchor t, prediction step k,
latent beam codebook G, structure of Fenc, Fdec, spatial attention S, and linear
operation T .
for sampled minibatch

{
H̃b

}N
b=1

from D do
for all b ∈ {1, · · · , N} do

Obtain spatial feature {zl}
Nf

l=1 = Fenc(H̃b).
for all l ∈ {1, · · · , Nf} do

Obtain the latent beam index i∗ based on (49)
ẑl ← gi∗

end for
Obtain Ẑ ← {ẑl}

Nf

l=1

Select the forward component Ẑ≤t

Global beam signature ct = S(Ẑ≤t)
Reconstruct Ĥ = Fdec(Ẑ)
Ĥ t+k = [ĥt, · · · , ĥt+k]
H̄k = T (ct)

end for
Calculate the loss Lpre based on (55)
Update Fenc, Fdec, S, T , and G to minimize Lpre

end for
return the network model

Once the pre-training process is completed, we transfer the parameters of the
GRU encoder/decoder and spatial attention to the QPTNet for supervised beam
training. According to the (46) and (55), the total beam training loss of the
proposed SE-QPTNet can be described as

Ltot = Lcls + Lpre. (56)

Benefiting from the pre-trained model, the network can achieve high performance
with a small training dataset. It allows mitigation of preprocessing tasks for label-
ing the actual optimal beam knowledge, reduces training overhead, and reaches
stronger adaptability to environmental variation.

81



6.5 Experimental results

6.5.1 Simulation set up

We evaluate the training and predicting performances of the proposed QPT-
Net and SE-QPTNet on three tasks: training performance, success rate, and
achievable rate. The main parameters of the proposed framework are represented
in Table 6.

Table 6: Training hyper parameters

Parameters Values

Dim. of embedded Bg 128
Dim. of Bt 128
Multi-heads 6
Num. of attention modules 2
Dim. of MLP 256
Length of beam codeword 64
Option of latent beam codebook NCB 64, 128, 256
Batch size N 128
Num. of positive sample 1
Num. of negative samples 127
Anchor t 16
Upper bound of k 8
Optimizer Adam
Learning rate 10−3

Num. of epochs 100
Dropout percentage 20%
Dataset size (100%) 10× 104

Dataset split 70%; 30%

6.5.2 Training performance

We first compare the training performance of QPTNet and SE-QPTNet with
different sizes of latent beam codebook options, and then we evaluate the proposed
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Figure 36: Training performance of QPTNet and SE-QPTNet.

schemes against existing related works in [20,32].
Figure 36 presents the training performance of different latent beam code-

book options between QPTNet and SE-QPTNet. The results indicate that the
latent beam codebook with 256 spatial resolution results in the smallest train-
ing loss values for both QPTNet and SE-QPTNet. Additionally, SE-QPTNet
outperforms QPTNet with arbitrary latent beam codebook options, achieving a
much lower training loss curve. These results highlight the importance of higher
spatial-resolution options in precisely quantifying the continuous channel features
into categorical beams to achieve better beam training performance and faster
convergence. It also shows that the contrastive learning framework based SE-
QPTNet can improve the learning efficiency by consistently interacting with the
propagation environment and accounting for the mmWave channel fluctuation in
the re-identification of QPTNet. Therefore, the higher spatial resolution option
and the contrastive environmental prediction can enhance training performance
and learning efficiency. Consequently, we set the latent beam codebook option
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Figure 37: Training performance of QPTNet, SE-QPTNet, spatial attention as-
sociated beam prediction, and DNN [2] and LSTM attention [3].

NCB = 256 for the following results.
Figure 37 illustrates the training comparisons among the proposed SE-QPTNet,

QPTNet, spatial attention associated beam prediction, and DNN [2] and LSTM
attention [3]. The training loss performance indicates that the SE-QPTNet
achieves the fastest convergence with the loss value of 0.12, outperforming LSTM
attention (0.15), DNN (1.8), spatial attention (0.31), and QPTNet (0.4). It
is observed that the learning efficiency of SE-QPTNet is the best among the
comparisons, benefiting from its competitive initial loss value (0.78) and smooth
convergence. Looking closely at QPTNet and spatial attention, the latent beams
can quantify the components of the propagation environment and significantly
improve the accuracy of beam prediction, leading to faster convergence. How-
ever, the latent beam codebook updated by the mmWave channel reconstruction
restricts the learning efficiency of QPTNet, because of the effects of noise and
channel variations.
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6.5.3 Success rate performance

To evaluate the robustness and low training overhead, we evaluate the perfor-
mance of beam prediction in terms of the success rate under the different SNRs
ranging from 0 to 20 dB and with various sizes of training datasets.
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Figure 38: Average success rate performance of SE-QPTNet, QPTNet, QP-DNN,
and LSTM attention [3] with different prior label information.

Figure 38 shows the average success rate of proposed SE-QPTNet, QPTNet,
and related works with different training data sizes. It is visible that the proposed
SE-QPTNet can achieve a success rate of around 0.69 only with 1% training data
and rise to 0.91 given 30% training data. To illustrate the advantage of the pro-
posed phase quantization scheme, we apply the DNN instead of spatial-attention
associated beam prediction, named QP-DNN. It demonstrates that the unsuper-
vised pre-training strategy can perceive informative environmental components to
distinguish the implicit representations of AoDs so that SE-QPTNet can promote
learning ability with a small training dataset. Moreover, the proposed contrastive
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learning framework can enhance the global beam signature with multipath inter-
ference to improve reliability. Compared with the LSTM attention, the proposed
SE-QPTNet obtains almost the same performance with only 5% data, which im-
proves learning efficiency by six times. The result shows the potential to utilize
less training time and mitigation of labeling the actual optimal beam knowledge
to perform a flexible beam training process.
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Figure 39: Average success rate of QPTNet, SE-QPTNet, spatial attention as-
sociated beam prediction, and DNN [2] and LSTM attention [3] with different
SNRs from 0 to 20 dB.

To further investigate the robustness and lower training overhead, we evalu-
ate the average success rate using 50% of the training dataset with the proposed
SE-QPTNet. The results are presented in Fig. 39. It shows the success rate
performance of the proposed SE-QPTNet (50% training data), QPTNet, spatial
attention associated beam prediction, DNN, and LSTM attention. Our proposed
SE-QPTNet achieves a success rate of 0.58, demonstrating its robustness at 0
dB SNR compared to LSTM attention, DNN, and spatial attention, as well as
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Figure 40: Success rate of SE-QPTNet with different codebook sizes, sigmoid-
based quantization [4], and SE-QPTNet without quantization.

the proposed QPTNet, with achievable rates of 0.42, 0.43, 0.26, and 0.39, respec-
tively. The proposed SE-QPTNet exhibited robustness against the effect of noise
with low SNR levels in the comparison due to its contrastive learning framework.
Closely looking at QPTNet, LSTM attention, and spatial attention; the perfor-
mance of QPTNet is sensitive at the low SNR level because the latent beam
codebook updates with the reconstruction of the mmWave channel. It makes
QPTNet incorrectly quantize the spatial feature resulting in fuzzy environmental
components.

Figure 40 illustrates the effectiveness of the proposed codebook-based phase
quantization. We compare the success rate performance of different latent beam

87



codebook options and sigmoid-based quantization [4]. The baseline is the pro-
posed SE-QPTNet without quantization. It is visible that the proposed SE-
QPTNet can obtain a higher success rate performance and faster convergence
than the sigmoid-based method and the baseline method. The sigmoid-based
quantization in [4] can map each frequency information into the range of 0 and 1
to establish a phase relationship. The continuous and monotonically increasing
properties make the results of quantization hardly determine the discrete phase
option. Unlike the sigmoid-based quantization, the proposed codebook-based
method leads to a rich diversity of beam features corresponding to the discrete
phases. Moreover, the proposed quantization method can boost robust perfor-
mance (smaller error band) by increasing the size of the codebook.

Table 7: Complexity of the proposed SE-QPTNet, QPTNet, and related works.

Scheme Total parameters Success rate Achievable rate

SE-QPTNet 34.4K 95.1% 7.37

QPTNet 34.4K 92.5% 7.24

CNN LSTM [25] 13K 80.4% 6.51

LSTM attention [3] 41.9K 87.6% 7.11

Spatial Attention [40] 48K 83.5% 6.80

DNN [2] 186K 50.7% 5.38

In Table 7, we compare the complexity of SE-QPTNet, QPTNet, and re-
lated works. Both the success rate and the achievable rate of SE-QPTNet can
obtain the best performance against the related works. Although the achiev-
able rate of QPTNet and SE-QPTNet are almost identical, the success rate of
SE-QPTNet is higher. We can observe an improvement of 2.6%, owing to the
contrastive environmental prediction that enables it to update the latent beam
codebook efficiently. The number of parameters of SE-QPTNet is lower than
those of LSTM attention [3], spatial attention [40], as well as the DNN [2], which
can save 18%, 28%, 82% parameter requirements. The results demonstrate that
the proposed contrastive learning framework can improve DL performance with
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low overhead. Additionally, contrastive environmental prediction is beneficial for
improving learning efficiency by distinguishing the target UE from others, main-
taining a low parameter overhead, and better global beam signature representa-
tion. Consequently, the proposed contrastive learning framework contributes to
promoting learning efficiency and getting rid of high complexity.

Table 8: Performances of different attention module options.

Num of attention Total parameters Success rate Achievable rate

1 31.0K 76.9% 6.43

2 34.4K 95.1% 7.37

4 41.0K 95.5% 7.36

6 47.7K 95.5% 7.36

8 54.3K 95.9% 7.38

Table 8 investigates the effects of spatial attention modules for beam predic-
tion. We compare the complexity, success rate, and achievable rate of different
spatial attention options. According to the results, the success rate can be im-
proved by 20% when the number of attention modules is larger than 1. Increasing
the number of attention modules does not significantly improve the accuracy of
beam prediction, but increases the overhead. Therefore, we adopt 2 spatial at-
tention modules as the optimal option for SE-QPTNet.

6.5.4 Achievable rate performance

The proposed SE-QPTNet can obtain extra performance by pre-training with-
out label information, and achieve a high transmission rate with a reduced amount
of labeled CSI. To evaluate the training overhead and robustness in practical sys-
tems, we plot the achievable rate for different training dataset sizes and their
performance under different SNR levels.

In Table 9, we compare the achievable rate of QPTNet and SE-QPTNet
against different latent beam codebook options. The achievable rates of SE-
QPTNet and QPTNet are close but still higher than that of QPTNet without
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noise effects. Although the performance of QPTNet and SE-QPTNet are almost
identical, SE-QPTNet is more robust. We can observe an improvement of 0.41
in 10 dB SNR, owing to the contrastive environmental prediction that enables it
to update the latent beam codebook efficiently. The results demonstrate that a
larger spatial resolution can comprehensively quantify environmental variations
to improve beam prediction accuracy. Additionally, contrastive environmental
prediction is beneficial for improving robustness by the inherent representation
of the global beam signature among different UEs.

Table 9: Achievable rate of the proposed QPTNet and SE-QPTNet with different
SNRs and NCB options.

Scheme SNR [dB]
NCB

64 128 256

QPTNet
No noise 7.18 7.20 7.24

10 3.25 5.22 6.20

SE-QPTNet
No noise 7.32 7.34 7.37

10 5.13 5.23 6.61

To illustrate the low training overhead of proposed solutions, Fig. 41 shows
the achievable rate of the proposed SE-QPTNet, QPTNet, and DNN approaches,
defined in (8) for different dataset sizes. Note that the dot-dash line in Fig. 41
represents the upper bound on the performance of the given system and channel
models. The horizontal axis represents the training data size, and the achievable
rate results achieve with 1%, 5%, 10%, 30%, 50%, 70%, 100% training data. The
results of SE-QPTNet and QPTNet are close to the upper bound with only 10%
training data, indicating that the proposed solutions allow the BS to apply the
desired beam with an efficient training scheme. It is visible that SE-QPTNet can
successfully predict the optimal beam based on the contrastive learning frame-
work with only 1% training data at the BS. It clearly illustrates the ability of
the self-enhancement to efficiently represent the desired angular sector with pos-
itive and negative samples, achieving negligible training overhead. Moreover,
the proposed solutions are flexible in customizing the beam solution with small
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Figure 41: Achievable rate performance of QPTNet, SE-QPTNet, and DNN [2]
with different training samples.

training data. Therefore, approaching this bound illustrates the optimality of the
proposed solutions.

To verify the robustness of the proposed SE-QPTNet and QPTNet, we in-
vestigate the achievable rate of different SNR levels for generating the imperfect
CSI, as shown in Fig. 42. The dot-dash line represents the upper bound perfor-
mance, the optimal rate without noise for the given system and channel models.
The results show that SE-QPTNet and QPTNet are consistently better than the
simple DNN beam training approach. Benefiting from the contrastive environ-
mental prediction to update the latent beam codebook, SE-QPTNet can achieve
a higher rate than the QPTNet at low SNR levels. Both proposed beam training
schemes are near the optimal rate when SNR is higher than 15 dB. It illustrates
that the hierarchical strategy and the quantization can deal with the frequency
and spatial channel efficiently, and the ability of self-enhancement can provide a
better perception of the complicated propagation environment by the contrastive
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Figure 42: Achievable rate performance of QPTNet, SE-QPTNet, and DNN [2]
(imperfect CSI) with different SNRs from 0 to 20 dB.

learning framework. Moreover, the contrastive environmental prediction can im-
prove the robustness relying on the distinct global beam signature by considering
the similarity among global beam signature and positive/negative samples.

To explore the performance of the proposed SE-QPTNet and QPTNet with
different options of labeled CSI, we provide the achievable rate of different SNR
levels, as shown in Fig. 43. The dashed line represents the upper bound per-
formance, which is generated by the actual beam vectors (ground truth). The
results reveal that SE-QPTNet and QPTNet can preserve a similar achievable
rate with a small labeled CSI option and are consistently better than the simple
DNN beam training approach. Benefiting from the proposed contrastive learn-
ing framework to pre-train, SE-QPTNet permits the practical networks to train
with friendly requirements of labeling. Moreover, both proposed beam training
schemes are better than the baseline DNN approach. It illustrates that the hier-
archical paradigm can provide a better global beam signature with the views of
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Figure 43: Achievable rate performance of QPTNet, SE-QPTNet, and DNN [2]
(different labeled CSI for fine-tuning) with different SNRs from 0 to 20 dB.

frequency and spatial efficiently, and the quantization can enhance the robustness
by the discrete spatial representation.

6.6 Concluding remark

This chapter proposed a novel framework SE-QPTNet for beam training based
on spatial attention and quantization, utilizing the contrastive environmental pre-
diction to detect the relationship between the beam signature of the target UE
and others. The proposed hierarchical scheme QPTNet quantized the continuous
spatial features into controllable latent beam responses within a wide range of
discrete phases achieving higher robustness. The proposed contrastive learning
framework SE-QPTNet enhanced the capability of identifying the beam signa-
ture by contrastive environmental prediction with a small fraction of the labeled
CSI dataset. The proposed SE-QPTNet permitted DL-integrated beam training
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to adapt flexibly to wireless environments with low labeling costs. The simu-
lation results showed that the proposed SE-QPTNet framework can achieve a
data rate of 7.01 bps/Hz with only 5% labeled data, which represents 95.1% of
the performance utilizing the full-size dataset. The proposed SE-QPTNet frame-
work outperformed existing DL-based schemes, obtaining higher capacity with
lower expertise requirements and highly reliable performance for mmWave mas-
sive MIMO systems.
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7 Conclusion

Future wireless communication networks will predominantly be formed with
mobile devices such as smartphones, tablets, wearables, the Internet of Things
(IoT), etc. This has resulted in exponential growth in the amount of wireless data
being created. However, spectrum resources in the current microwave regime are
almost expended and it is evident that the wave of data requirement will not
be met with the current state-of-the-art technologies. Hence, the DL-based in-
telligent design of future wireless networks become extremely important. This
doctoral dissertation has presented a comprehensive investigation into the effects
of DL-based beam training on mmWave massive MIMO systems. Through inher-
ent characteristics of complicated propagation environment analysis and empirical
studies related to DL-based proposals, several key findings have emerged.

In Chapter 4, we provided a non-deterministic quantization-based DL pro-
posal and a wise voting scheme that enables highly reliable and hardware-friendly
SoC applications for the massive MIMO mmWave systems. The key idea of the
developed strategy was to quantize the noise and fading affected mmWave channel
as binary sequences through a non-deterministic quantization instead of modeling
from the noisy intensities of the wireless channel directly. Moreover, in Chapter
5 we proposed a hierarchical DL paradigm to capture the environmental informa-
tion from the frequency and spatial views to conduct the optimal beam prediction.
Benefiting from the dual views of CSI, the proposed methods can achieve a highly
reliable and robust beam prediction compared with the existing unitary model-
ing schemes for the mmWave massive MIMO system. Finally, in Chapter 6 we
provided a novel self-supervised learning scheme to get rid of the expensive label-
ing cost and requirement of expertise for the DL-integrated beam training. The
proposed contrastive learning framework enhanced the capability of identifying
the beam signature by contrastive environmental prediction and performed the
beam prediction with a small fraction of the labeled CSI dataset. The proposed
contrastive learning framework permitted DL-integrated beam training to adapt
flexibly to wireless environments with low labeling costs.

While this dissertation provides valuable insights into the current state of DL
integrated beam training in the face of 5G/beyond 5G systems, further research
is encouraged to address certain knowledge gaps. When the wise-voting scheme
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is considered for achieving a robust beam application, the constraint on the mul-
tiple results of inference is time-consuming and more feasible for the static UE.
Furthermore, the massive number of antennas provides holistic spatial sensing
but it will increase the burden for the current DL-based beam training schemes.
The current proposals contribute to beam training for general massive MIMO but
they lack dealing with the extremely complicated massive MIMO systems (more
than 1024). It is mandatory to process the redundancy of frequency and spatial
CSI in advance to relieve the overhead of DL design. Moreover, the current pro-
posals confine the static or low mobile UE which fall into the same cellular. The
proposed schemes may moderate the beam prediction of the high mobile UE or
multi-cellular systems under the distortion of Doppler effects.

Extending the possibility of the current SSL framework to the 6G wireless
systems, we devote to exploring future works for the integrated sensing and com-
munication (ISAC) networks. In the ISAC, the network can be regarded as a huge
sensor to sense physical information, provide propagation details, and detect user
positions [68]. The DL plays a key role in joint sensing and communication,
sensing-aided communication, and communication-aided sensing systems by fus-
ing the physical information that came from the different sensors [69,70]. Future
studies concentrate on establishing an identical relation of sensing the target UE
from different sensors and enhancing its capacity to represent and distinguish
with the other physical information.
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