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Japanese Incremental Text-to-speech Synthesis
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Tomoya Yanagita

Abstract

Incremental Text-to-Speech (iTTS) synthesizes a speech incrementally from

a synthesis chunk smaller than sentence units. The iTTS is a key component

for simultaneous speech-to-speech translation and spoken dialogue systems. The

challenge of iTTS is to maintain high speech quality with low latency by opti-

mizing synthesis chunks. Existing iTTS systems use a word unit as a synthesis

chunk. The Japanese language has a mora-timed rhythm and a tonal aspect

accent, where an accent phrase is a critical unit for representing accents and

meaning. This dissertation proposes a high-quality Japanese iTTS system with

low latency by using accent phrase units. We first propose HMM-based Japanese

iTTS and investigate the speech quality and latency. Experimental results show

that (1): an accent phrase unit and features are necessary to improve speech

quality for Japanese iTTS, (2): using the following one accent phrase unit effec-

tively improves speech quality. Second, we investigate neural iTTS for Japanese.

The neural iTTS systems proposed for English use a prefix-to-prefix neural iTTS

framework with 1-2 word units a look-ahead. Since the Japanese language is

based on accent phrase units, using a prefix-to-prefix neural iTTS with a look-

ahead approach increases latency. We propose an alternative approach to the

neural iTTS that does not use look-ahead. We propose a method that uses an

accent phrase unit and exploits information embedded in the previous synthe-

sizing step. We experimentally investigated latency and speech quality. The

experimental results show that the proposed Japanese iTTS is able to synthesize
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better speech quality, with a similar latency range, than that of the conventional

baseline prefix-to-prefix neural iTTS with word units. The proposed approach

can be applied to the other tonal-aspect accented languages.
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1. Introduction

1.1 Research Background

Multilingual speech communication is necessary to understand or speak each lan-

guage for overseas travel, business, and education. To understand a language,

it is necessary to learn its vocabulary, grammar, and the speech’s phonological

information. Learning an additional language other than the mother language re-

quires much time and effort. One of the promising solutions is the construction of

a machine Speech-to-Speech Translation (S2ST) system for multilingual speech

communication. Figure 1 shows the architectures of a cascaded S2ST system.

The Cascaded S2ST system concatenates automatic speech recognition (ASR),

machine translation (MT), and text-to-speech (TTS) synthesis [3]. ASR recog-

nizes a source language’s text in speech, and MT translates the text of a target

language. A TTS system generates the target speech from the translated text.

Each cascaded model uses a neural end-to-end system, and these models were

recently reported to outperform ASR [4], MT [5], and TTS [1]. The S2ST system

works sentence-by-sentence. In other words, the S2S system cannot translate in-

crementally while the speaker speaks and generates speech. Since spoken speech

is long, the S2ST system will cause significant latency in the resulting translation

and lack quick responses like human communication.

Figure 1. Machine Speech-to-Speech Translation systems.

Human interpreters generally break sentences into smaller chunks, resulting

in a shorter latency [6]. As a solution to incrementally generate a speech, several
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studies aimed to construct an incremental S2ST system [7, 8, 9, 10, 11] that

could produce high-quality speech translations with minimizing the latency of the

translation process. Figure 2 shows an incremental S2ST system. The system uses

three models: incremental ASR (iASR), incremental MT (iMT), and incremental

TTS (iTTS). Each model works chunk-by-chunk at each time step. For instance,

a chunk of incremental ASR is the speech segment, and ASR outputs the text

word-by-word. After that, iMT translates the source’s one word to target words,

and an iTTS system synthesizes a speech for target words. The incremental

S2ST system can produce the output’s speech without waiting for the input of a

sentence at each time step (Figure 2).

English speech

iASR iMT iTTS

Japanese speechMy watashi

English speech

iASR iMT iTTS

Japanese speechname

English speech

iASR iMT iTTS

Japanese speechis

no namae

wa

Time steps

Figure 2. Machine incremental Speech-to-Speech Translation system.

2



The challenging task of the incremental approach is to reduce latency without

affecting the model’s performance. If an input chunk is full-sentence, the model

can be given important information (e.g., speech’s pronunciation for ASR, word’s

inflection or word order for MT, and speech’s pronunciation or intonation for

TTS). However, the incremental approach does not have available information

from the next time step, and the performance is lower than the non-incremental

model. Vital information differs between tasks, and each incremental model in-

dependently uses a different input chunk. Consequently, developing iASR, iMT,

and iTTS systems are necessary. In this dissertation, we focus on developing the

Japanese iTTS system. An iTTS system that synthesizes a speech in a shorter

synthesis chunk is required to construct the incremental S2ST. To construct S2ST

for the Japanese language, we proposed the Japanese incremental text-to-speech

synthesis based on an accent phrase unit.

Existing iTTS technologies based on a Hidden Markov Model (HMM) [12, 13,

14] and a neural end-to-end framework [15] generate a speech from a word unit

as a synthesis chunk. At the first step of iTTS, most investigations for the iTTS

framework focused only on German, English, and French languages. English and

German are stress-timed languages, and French is a syllable-timed language [16].

The Japanese language is a mora-timed and pitch-accent aspect language.

The accent of each mora, which indicates the relative pitch change, plays an

important role in prosody, which resembles tone types in tonal languages [17].

One mora is approximately equivalent to one hiragana character. The Japanese

word “ha shi” can mean either a bridge or a pair of chopsticks. If the pitch

changes from high to low, it means a bridge; if the pitch changes from low to

high, it means a pair of chopsticks.

Figure 3 shows accent types in the Japanese language, and the standard

Japanese dialect has four patterns. (1) Heibangata does not have pitch changes

from a high pitch to a low pitch. (2) Atamadakagata has a high pitch for the first

mora and a low pitch for others. (3) Nakadakagata has a high pitch for middle

mora and a low pitch for others. (4) Odakagata has a low pitch for the first mora

and a high pitch for others, and the pitch for the next mora is changed from a

high pitch to a low pitch.

An accent phrase is constructed by accent sandhi. Figure 4 shows an exam-
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One
mora

Two
moras

Three 
moras

(1) Heibangata (2) Atamadakagata (3) Nakadakagata (4) Odakagata

... ...

Accent types : a blue circle represents low pitch, and an orange circle represents high pitch. 

T
h

e
 n

u
m

b
e
r 

o
f 

m
o
ra

s

Undefined 
pattern

Undefined 
pattern

...

... ...

Next mora

Four 
moras

or

Figure 3. Accent types for the Japanese language. Note that a circle represents

mora units, an orange circle represents a high pitch, a blue circle represents a low

pitch, and a dashed circle represents the next mora units.
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ple of the Japanese accent sandhi. The second accent type is modified by the

pitch of the first accent type, and one accent phrase, which consists of words, is

constructed by accent sandhi. One accent phrase has only one accent type. Such

pitch information is represented not in words or phonemes but in accent phrase

units, which have one accent type that changes a pitch from high to low1. The

accent type is critical for representing the meaning in a given context, although

it does not represent a phoneme or word sequence. Accent phrase information

is used in the Japanese TTS system to represent the meaning in the context,

and we must use the accent phrase information for the Japanese iTTS system.

Therefore, we need the accent phrase units for the Japanese iTTS system.

Figure 4. An example of the Japanese accent sandhi. Note that a circle represents

mora units, an orange circle represents a high pitch, a blue circle represents a low

pitch, and a dashed circle represents the next mora units.

1Strictly speaking, although Heibangata and Odakagata are different, a TTS system treats

them as identical.
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1.2 Research Scopes and Future Directions in This Disser-

tation

Figure 5 shows my dissertation’s research scope and future direction. First, we in-

troduce an HMM-based TTS system that cascades to many models. After that,

we introduce an end-to-end neural TTS approach (Chapter 2). Some existing

works adopt the HMM-based TTS system to an HMM-based iTTS system. How-

ever, these works focus only on the word unit as a synthesis chunk. A TTS system

is a language-dependent technique, so we may consider a more extended unit than

a word unit since the word unit can not aim for enough information to synthesize.

Therefore, we use the Japanese language to clarify this research point. We adopt

an HMM-based Japanese TTS system to an HMM-based Japanese iTTS system.

We evaluate the quality and latency using a more extended unit than a word

(Chapter 3).

Although the HMM-based iTTS system is standard, the quality did not reach

that of human speech. There are many modules in an HMM-based TTS system.

The current research topic is the neural end-to-end iTTS system for a more

natural synthesis speech. The neural end-to-end architecture can simplify the

model and let neural networks directly map efficiently from the input feature

to the output spaces of speech acoustics. Moreover, the speech quality reaches

human speech [1]. We first proposed an iTTS approach concept without waiting

for the look-ahead synthesis chunk in the neural end-to-end iTTS system (Chapter

4), and we used a neural vocoder to reconstruct speech. The neural vocoder has a

more powerful ability to reconstruct the speech than a vocoder based on a digital

filter [18].

Recently, an end-to-end neural iTTS with a neural vocoder [15] also uses word

units as a synthesis chunk, and this iTTS needs to wait for 1-2 look-ahead words

to improve speech quality. However, since we do not evaluate both approaches in

the Japanese language, we also investigate an accent phrase as an optimal unit in

the neural end-to-end iTTS approach (Chapter 4). The evaluation of the optimal

synthesis chunk of an end-to-end neural iTTS is conducted by speech quality and

latency analysis in Chapter 4.

At last, we discuss future works (Chapter 5) for adopting the proposed meth-

ods to a simultaneous speech translation system.
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Relationships between total latency and quality in a simultaneous speech translation 
system (Future works)

The proposed Japanese iTTS system requires an accent phrase unit than a word unit 
Evaluation between latency and speech quality

End-to-end Japanese iTTS system to 
improve quality without a look-ahead 
approach

Relationships between latency and speech

Investigation of speech quality with neural 
end-to-end Japanese iTTS system with a look-
ahead approach and minimal latency

Proposed method :
Japanese HMM-based iTTS system. 
Chapter 3.

Future work:
A Full simultaneous speech translation 
system

Proposed method:
Japanese neural end-to-end iTTS system.
Chapter 4.

Basic TTS 
approaches.
Chapter 2.

Basic knowledge of speech and TTS systems
An HMM-based TTS approach
A neural end-to-end TTS approach

Figure 5. Relationships between research scope and this dissertation.

1.3 Contribution of this Dissertation

The following are the contributions of this dissertation.

• We proposed an HMM-based Japanese iTTS system. The pro-

posed methods evaluate synthesized speech quality and latency

of iTTS systems. Using the proposed approach, we show that

an accent phrase, a longer unit than a wort unit, is essential for

the Japanese iTTS system (Chapter 3).

• We proposed the first concept of the neural end-to-end incremen-

tal TTS system without a look-ahead approach to investigate the

relationship between the optimal synthesized speech quality and

its latency for Japanese neural iTTS (Chapter 4). The proposed

methods are a strategy to synthesize a speech for accent phrase

units as a synthesis chunk and a strategy to use the previous

information of the model. Additionally, we proposed additional

input features for the Japanese neural end-to-end iTTS. We com-

pare the proposed methods to a prefix-to-prefix end-to-end iTTS

with a neural vocoder [15].
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2. Speech and Text-to-speech Technology

2.1 Introduction

This chapter introduces basic knowledge of the speech (section 2.2), an HMM-

based TTS system (section 2.3),a neural end-to-end neural TTS system (sec-

tion 2.4), and summery of this chapter (section 2.5).

2.2 Process of Producing Speech and Acoustic Features

Figure 6 shows the production process of human speech. Speech is uttered by a

sound source generation and an articulation to construct a speech pronunciation.

Exhalation 
from lungs

Vocal cords

Voiced sound : periodic vibration
Unvoiced sound : Exhalation or

noise components

Vocal tract

Resonance occurs by changing 
the shape of the vocal tract.

It builds pronunciation 
and voice tone.

Speech

Figure 6. A producing process of human speech.

The vocal cords are vibrated by exhalation from the lungs, and sound sources

are generated. Sound sources are constructed as voiced sound and unvoiced

sound. Voiced sound is the periodic vibration of the vocal cords, and unvoiced

sound is aperiodic components like the turbulent flow of exhaled breath. The

lowest frequency in periodic vibration is called a fundamental frequency (F0).

The fundamental frequency affects a pitch in sound and relates to speech prosody.

Sound sources are resonated by changing a shape of a vocal tract, and pro-

nunciations in speech are constructed. Pronunciations are also involved in lips,

8



tongue position, teeth, and exhaled breath movements. These processes that

construct speech are called articulation.

Acoustic features represent speech characteristics related to prosody and ar-

ticulation. Acoustic features such as speech prosody use fundamental frequencies

and aperiodic components. Acoustic features representing the property of artic-

ulation utilize a Mel cepstrum, a Mel generalized cepstrum [19], and a Mel spec-

trum. These features are analyzed by a Fourier Transformation or STRAIGHT

[20].

A property of speech has language dependent. It represents an accent and a

rhythm in speech. English has a stress accent that controls the prosody by the

stress of the sound. In construct, Japanese is a pitch aspect accent that controls

the prosody by the relative pitch change. The rhythm is also different. The

English rhythm is based on stress, and the Japanese rhythm is based on mora

units [21].

Mora units are sub-unit syllables consisting of a consonant and a vowel or one

vowel. In this dissertation, a mora unit uses one Japanese Hiragana character

except for the contracted sound. As described in section 1.1, such pitch infor-

mation is represented not in words or phonemes but in accent phrase units with

mora units. An accent phrase has one accent nuclear, which changes a pitch from

high to low. This is called an accent type. One accent phrase has only the accent

type depending on context. The accent type is essential to represent the meaning

of context, but it does not represent a phoneme sequence. The Japanese TTS

system needs another input for accent phrases.

2.3 HMM-based Text-to-speech

This section describes technologies for an HMM-based TTS system. Figure 7

shows the HMM-based TTS processing outline. The upper part of Figure 7 shows

the processing at the training step, and the bottom part shows the processing at

the synthesizing step.

At the training step, a text processor extracts linguistic features to repre-

sent the language property of speech (section 2.3.1), and acoustic features are

extracted from speech (section 2.2). A pair of linguistic features and acoustic

features are used for training an HMM-based acoustic model (section 2.3.2, sec-

9



tion 2.3.3, and section 2.3.4).

The text processor extracts linguistic features at the synthesizing step, and

HMM states are selected from linguistic features. A sequence of HMMs generates

acoustic features with a generation algorithm (section 2.3.5), and a digital filter

that imitates human products generates speech from acoustic features (section

2.3.6). The filter is called a vocoder.

HMM model

Speech and text

Text process performs to get 
linguistic features.

Speech analysis extracts 
speech parameter (F0, mel-cepstrum, etcetera.) 

Training HMM

Text

Training step

Synthesizing step

Text processing
Parameter generate from 

HMMs with parameter 
generation algorithm.

Digital
filter

Synthesized 
speech

Figure 7. An overview of the HMM-based TTS system.

2.3.1 Text Processing

Language-dependent linguistic features are extracted from a text to represent

language-dependent speech (section 2.2) for training a TTS system. Figure 8

shows an example of Japanese linguistic features. A phoneme is the shortest unit

in linguistic features. Linguistic features consist of phoneme label sequences.

Word units are piled up phoneme sequences. Accent phrase units include some

words, and breath group units have some accent phrases. A breath group is de-

tected by punctuation in a sentence. Linguistic features have hierarchical and

temporal architectures. An example of temporal architecture is phonemes’ for-

ward or backward location information.
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Figure 9 shows a converting process from surface text to inputs: a phoneme

and an accent type in the accent phrase. The Japanese surface text has no word

boundary, such as a space character in English, and a morpheme unit is useful

to obtain the phoneme and the accent type. Consequently, morpheme analysis

detects morphemes in the text. Each morpheme includes pronunciation, a part-

of-speech tag, accent information of the morpheme, and other features like the

original form of the morpheme, etc. Accent information in the morpheme includes

the morpheme’s accent type and the number of moras. To obtain features for an

accent phrase, pronunciations in morpheme units are reconstructed by mora units.

Furthermore, the accent phrase boundary is detected by the part-of-speech tags,

and the accent type of the accent phrase is obtained from rules with part-of-speech

and accent information of the mora unit. Finally, pronunciations are converted

to a sequence of phonemes with a pronunciation dictionary. Phonemes, part-of-

speech tags, and accent types are used as inputs for the Japanese TTS. Breath

group units are detected by punctuation in the sentence and are used as inputs

for the Japanese TTS. Sentence features are used as inputs to count the number

of words, moras, and breath groups. We use Open Jtalk2 as a text processor.

Open Jtalk detects accent phrase boundaries with the rules and part-of-speech

(POS) tag. After detecting the accent phrase boundary, accent type estimates

Sagisaka’s rule [22].

Text: 今日は、良い天気です (It is a good weather today.)

Sentence

Breath group

Accent  phrase

Word (Part-of-Speech tag)

Phoneme

Total brath group=2, Total accent phrase = 3

Breath group=1

N. PP

ky o o w a

Breath group=2

pause

Unk.

Unk.

Unk.

N. Auxil.v.

t eNk i de s ui

Adj.

yo

High pitch
Low pitch

Figure 8. An example of Japanese linguistic features for TTS.

2Open Jtalk – http://open-jtalk.sourceforge.net/
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Figure 9. Flowchart of extracting accent phrase information for Japanese TTS

inputs .
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2.3.2 Definition of HMM

1 2 3

𝑎11 𝑎22 𝑎33

𝑎12 𝑎23

𝑏1(𝑜𝑡) 𝑏2(𝑜𝑡) 𝑏3(𝑜𝑡)

Figure 10. An illustration of a left-to-right HMM model.

Figure 10 shows a left-to-right HMM. As shown in Figure 10, the HMM is

defined as the probability distribution bi(ot) to output the vector ot and the state

transition probability aij = P (qt = j|qt−1 = i). Here, t is an index of time. i and j

are the index of the HMM state, respectively. The left-to-right HMM models each

variation of speech and frequency. A parameter set λ of N -state HMM is given

by the set of transition probability A = {aij}Ni,j=1, the set of output probability

distribution B = {bi(·)}Ni=1, and the set of initial state probability π = {πi}Ni=1,

that is, the parameter set λ of HMM is {A,B,π}.
When a HMM state transitions to a sequence q = [q1, q2, · · · , qT ], the output

probability for the sequence of output vectors O = [oT
1 , · · · ,oT

T ]
T is given by the

following equation:

P (O, q|λ) =
T∏
t=1

aqt−1qtbqt(ot), (1)

where, aq0q1 = πq0 is the transition probability from the initial state to q0, and T

is represented in the transposition of a matrix or a vector. The probability that
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O is output from the λ is represented in the following equation:

P (O|λ) =
∑
all q

P (O, q|λ), (2)

where “all q” is represented in all combinations of state transitions.

At the training step, the HMM parameter set λ is optimized by maximiz-

ing the likelihood P (O|λ), and the optimized parameter set λ̂ is given by the

following equation:

λ̂ = argmax
λ

P (O|λ), (3)

where O is a set of the sequence of output vectors in training data and argmax
λ

is represented in an argument of the maximum for the parameter set. The

learning algorithm for maximizing the likelihood can be solved by the Expec-

tation–Maximization algorithm called the Baum-Welch algorithm.

2.3.3 Acoustic Model of HMM

To use an HMMmodel as an acoustic model, one HMMmodels one phoneme unit.

The transition probability of section 2.3.2 is the duration of acoustic features, T

is the total frame of acoustic features, and the output probability of section 2.3.2

is the probability of the sequence of acoustic feature vectors.

A multidimensional Gaussian distribution bi(ot) is used as an output proba-

bility of acoustic features. The probability is the following equation:

bi(ot) = N (ot;µi,Σi) =
1√

(2π)D|Σi|
exp{−1

2
(ot − µi)

TΣ−1
i (ot − µi)}, (4)

where D is the number of dimensions in the Gaussian distribution, and µi and

Σi are the mean vector and covariance matrix of the Gaussian distribution for

state i, respectively.

In an HMM-based TTS, an output vector ot is represented in a matrix and

defined as ot = [cTt ,∆cTt ,∆
2cTt ]

T. Here, ct = [c1t , · · · , cDa
t ]T is an acoustic feature

vector with Da dimentions. ∆ct and ∆2ct are dynamic features [23]. Dynamic

features are calculated by static feature vectors around ct with weighted coeffi-

cients for dynamic features. Dynamic features represent variation among acoustic
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feature vectors, and first-order and second-order differential values among acous-

tic feature vectors are used as dynamic features.

For the fundamental frequency of acoustic features, voiced speech takes con-

tinuous values, and unvoiced speech indicating a symbol of silence takes discrete

values. Therefore, it can not directly model the fundamental frequency using

continuous distribution HMMs or discrete distribution HMMs. A Multi-Space

probability Distribution HMM (MSD-HMM) is used for modeling the fundamen-

tal frequency [24]. The MSD-HMM can mix discrete and continuous distributions

in the HMM and simultaneously model the fundamental frequency’s continuous

and discrete values.

A control for the duration of acoustic features is based on the state continu-

ation length of the HMM. The HMM’s state continuation length is modeled by

using the state transition probability and the state duration distribution [25].

2.3.4 Context Clustering

After training phoneme HMM, a context-dependent HMM to consider tempo-

ral phonological information of the speech is trained by using a combination

of linguistic features. The context-dependent HMM can learn a more accurate

acoustic model by considering the temporal fluctuation of speech; however, the

combination of linguistic features increases exponentially. Therefore, the training

data of the context-dependent model decreases. Moreover, preparing training

data corresponding to all linguistic feature combinations is challenging. The

context-clustering technique is used to solve these problems while training the

context-dependent HMM.

The context-clustering technique builds a decision tree using questions about

linguistic features, and the decision tree classifies the HMM parameters. The lack

of training data is prevented by sharing HMM parameters based on linguistic

features and decision tree classification.

2.3.5 Generation Algorithm for Acoustic Features

A decision tree and linguistic features select the HMM parameter λ̂ for gener-

ating acoustic features. A sequence of HMM states q̂ = [q̂1, · · · , q̂t, · · · , q̂T ] is
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determined by a likelihood maximization and duration models. After determin-

ing HMM state sequences, statistic acoustic features are generated by constraints

based on dynamic features [23]:

Ĉ = argmax
O

P (O|q̂, λ̂) subject to O = WC, (5)

where W represents a weighted matrix to convert O = [oT
1 , · · · ,oT

T ]
T from C =

[cT1 , · · · , cTT ]T and ot = [cTt ,∆cTt ,∆
2cTt ]

T in section 2.3.3.

When the output vector ot uses as only the statistic feature vector ct at the

training step, generated statistic feature vectors ĉ are analytically known to be

a sequence of mean vectors in output probabilities [uT
q̂1
, · · · ,uT

q̂T
]T. An over-

smoothness, which generates a mean vector, makes synthesized speech muffled.

Dybanuc feature vectors can be avoided over-smoothness.

2.3.6 Speech Generation by a Digital Filter

Generated acoustic feature vectors are reconstructed to speech using a discrete-

time digital filter. Figure 11 shows an illustration of the discrete-time filter on

the basis of a source-filter model. An excitation signal e(n) is constructed to

pulse signals for a voiced sound and white noise signals for an unvoiced sound.

The excitation signal is chosen by a switch to control voiced or unvoiced sounds.

The f0 values determine the period in the pulse sequence. A linear time-invariant

system has an impulse response to represent a vocal tract, and speech signals

x(n) can be computed by the following equation:

x(n) = h(n) ∗ e(n),

where h(·) is the impulse response to represent a vocal tract, and ∗ is a discrete

convolution function. In the digital filter, a Mel-Los Spectrum Approximation

(MLSA) filter is used as an approximation digital filter to synthesize a speech

waveform from acoustic feature vectors [26], and aperiodic components are also

used for representing noise components in the voiced sound.
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Figure 11. An illustration of a discrete-time filter on the basis of a source-filter

model.

2.4 End-to-end Based Text-to-speech

This section introduces technologies about neural networks and a neural end-

to-end TTS system. At the training step, a text processor extracts linguistic

features, and acoustic features are extracted from speech. A pair of linguistic

and acoustic features are used for training an end-to-end neural acoustic model.

The one neural network model can directly map a relationship between linguistic

and acoustic features. The text processor extracts linguistic features at the syn-

thesizing step, and one neural network generates frame-wisely an acoustic feature.

Synthesized speech is reconstructed from acoustic features with a vocoder on the

basis of neural networks.

2.4.1 Text Processing for End-to-end Text-to-speech

Text processing is the same as the HMM-based TTS system, as described in

section 2.3.1. In the HMM-based TTS system, many combinations of linguistic

features on the basis of various units, such as a phoneme, a word, an accent

phrase, a breath group, and a sentence, are used for training context-dependent

HMM and constructing a decision tree (section 2.3.4). In the Japanese neural

end-to-end TTS system, a sequence of phonemes and a sequence of accent phrase

information are enough inputs to the end-to-end TTS system [27, 28, 29].
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2.4.2 Definition of Neural Network Framework

This section introduces basic neural network frameworks: a linear layer, a convo-

lution layer, a recurrent network, and combinations of these layers.

The linear layer performs an affine transformation to inputs. The linear layer

is defined by following an equation:

y = f(xAT + b), (6)

where y and x are an output vector and an input vector, respectively. A is

a transforming matrix, b is a vector for the bias term, and f is an activation

function.

Multiple neural network frameworks use activation functions to perform non-

linear transformations and represent a complex distribution. Sigmoid, Tanh,

and ReLU functions are used as activation functions to perform the non-linear

transformation. These activation functions are the following equations.

Sigmoid(x) = σ(x) =
1

1 + exp(−x)
,

Tanh(x) = tanh(x) =
exp(x)− exp(−x)

exp(x) + exp(−x)
,

ReLU(x) = relu(x) = max(0, x),

where exp(·) is an exponential function, max(·) is represented in a ramp function,

and x is a scalar input. When the input is a vector or matrix, these functions

calculate element-wise.

Convolutional Neural Network (CNN) is also one type of linear layer. The

most significant difference of the linear layer is in computing an affine transfor-

mation to partial inputs. CNN utilizes location information about input and uses

the same weight matrix to calculate outputs. An end-to-end TTS uses a 1D CNN

with one-dimensional sequences as an input. The equation is the following:

ai =
∑
c

K−1∑
k=0

wc
kx

c
i+k + bi, (7)
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where c is the size of the input channel, K is a size of kernel, wc
k is an element

of the weight matrix W in a channel c, xc
i is an input element of i in channel c,

and bi is a bias element of i in b. Other parameters in CNN are stride, padding,

dilation, and output channels. The stride controls the weight position to multiply

an input sequence. The stride equals 1 in equation (7). The padding parameter

decides the amount of padding to the input because it aligns a length between

the input and output. The dilation controls a gap between kernel elements when

it multiplies to an input. Output channels are a number of output channels that

determine the number of weight matrices, bias terms, and output dimensions.

There are two types of CNN: a causal CNN and a non-causal CNN. Figure 12

shows an example of the non-causal CNN with one output channel. The non-

causal CNN calculates the output element ai by scanning the same weight matrix

W to an input sequence considering left to right. The non-causal CNN inserts

padding sequences on the left and right sides to uniformize the series length.

Figure 13 shows an example of causal CNN with one output channel. The causal

CNN does not use the following input elements xc
i=1,2,· when calculating the output

a0 (Figure 13). Therefore, padding sequences are inserted on the left sides of the

inputs.
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𝑥𝑖
𝑐

Input sequences ( 𝑖 = 5, 𝑐 = 2 )

𝑎𝑖
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𝑐
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Output 
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Weight matrix
K = 3
Dilation = 0
Output channel = 2

Figure 12. Visualizing a non-causal CNN.

𝑥𝑖
𝑐

Input sequences ( 𝑖 = 5, 𝑐 = 2 )

𝑎𝑖

Weight matrix
K = 3
Dilation = 0
Output channel = 2𝑤𝑘

𝑐

Padding

Output 
sequences

Padding

Figure 13. Visualizing a causal CNN.
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Recurrent Neural Networks (RNN) model a temporal sequence. The basic

RNN computes an output vector ht at time t. ht is the following equations:

ht = tanh(W ihxt + bih +W hhht−1 + bhh),

where ht is the output vector of RNN at time t, xt is the input vector to RNN at

time t, W ih is a transforming matrix to xt, W hh is a transforming matrix to the

previous output vector ht−1, bih is a vector for a bias term of the current input,

and bhh is a vector for the bias term of the previous output state. The RNN

output vector relates to all previous inputs. So RNN has a problem: no strongly

related previous information is used to compute the current output. RNN should

not represent a model which is not necessary for such long previous sequences.

Long Short-Term Memory (LSTM) is a type of RNN to solve it. The LSTM

computes ht as the following equations:

it = σ(W iixt + bii +W hiht−1 + bhi),

f t = σ(W ifxt + bif +W hfht−1 + bhf ),

gt = tanh(W igxt + big +W hght−1 + bhg),

ot = σ(W ioxt + bio +W hoht−1 + bho),

ct = f t ⊙ ct−1 + it ⊙ gt,

ht = ot ⊙ tanh(ct),

where ht is the output vector at time t. ct,ot, gt,f t, and it vectors are called a cell

state, an output gate, a cell gate, a forget gate, and an input gate, respectively,

⊙ is the Hadamard product. W and b with subscripts are transforming matrixes

and vectors of bias terms for each gate. LSTM performs to forget not necessary

previous sequence by each gate function. However, there are more parameters

than RNN to use many gates.

Unidirectional models such as RNN and LSTM calculate outputs from x1(initial

input) to xt. We also use bi-directional models to get rich information about time

sequences. The output vector in a bidirectional LSTM is calculated by a direction

from x1 to xt and a direction from xt to x1. The bidirectional LSTM has twice

the parameters as the unidirectional LSTM to calculate each direction output

vector. So, it needs more memory than the unidirectional LSTM.
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A normalization approach is used to prevent over-fitting neural networks. A

TTS uses Dropout [30], Batch Normalization [31], and Zoneout [32].

2.4.3 Attention-based Encoder-decoder for Acoustic Model

In the end-to-end neural approach, we defined the notation x1:N = [x1, · · · , xS] as

the sequence of x with length S. An encoder-decoder directly models conditional

probability between two sequences p(y1:T |x1:S,θ), where y1:T = [y1, · · · , yT ] is the
sequence of the output with length T , x1:S = [x1, · · · , xS] is the sequence of the

input with length S, and θ is parameter set of neural networks such as weighted

matrix in all networks.

The encoder-decoder model with attention is on the basis of stacked neural

networks. It has three networks in one model: an encoder, a decoder, and an

attention mechanism. The encoder transforms the input sequence into another

sequence of the encoder’s hidden states h1:S = [h1, ...,hS]. After getting the

encoder’s hidden states, the context vector ct represents the important informa-

tion from h1:S to the decoder at the decoding step t. A context vector ct and

alignment weight αs
t are computed as the following equations:

αs
t =

exp (score(ht,hs))∑
Ś exp (score(ht,hś))

, (8)

ct =
S∑

s=1

αs
ths (9)

Here, ht is a decoder’s hidden state which usually uses an RNN hidden state in

the networks of the decoder. A score function is used as the following:

score(ht,hs) =


hT

t hs dot

hT
t W αhs general

vT
α tanh(W α1ht +W α2hs) content

(10)

,where T is a transposition, W α1, W α2, and vα are matrix to align the two

dimensions. After calculating the context vector, yt is estimated by the decoder

network with the ct and the decoder’s input.

A task of neural end-to-end TTS by using an encoder-decoder with atten-

tion models the conditional probability between p(y1:T |x1:S,θ), where x1:S =
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[x1, · · · , xS] is the sequence of inputs with length S and y1:T = [y1, · · · ,yT ] is

the sequence of the acoustic features with length T . The neural end-to-end TTS

generates the sequence of acoustic features from one neural network. Acoustic

features are generated frame-wise.

In the dissertation, we use Tacotron2 [1] as an architecture. Figure 14 shows

the architecture of Tacotron2. The encoder has an embedding layer, three 1D

CNN layers with Dropout and ReLU activation functions, and Bi-directional

LSTM. The decoder has two linear layers (Pre-net) with Dropout and ReLU, two

layers of Uni-directional LSTM with attention, a linear layer to project a stop

flag from an LSTM output vector, a linear layer to project mel spectrum from the

LSTM output vector, and five 1D CNN layers (Post-processing net) to estimate

a difference of mel spectrum.

The decoding step is stopped by detecting the stop flag that 0 means not to

stop the decoder, and 1 means to stop the decoder. Tacotron2 can be controlled

to terminate the decoder by a stop flag.

The model parameter θ of Tacotron2 trains from the dataset, and the training

process is to decrease a value for the loss function. A loss function without a

neural vocoder is the following equation:

Loss(y1:T , ŷ1:T , y
stop
1:T , ŷstop1:T ) =

1
T

∑T
1 {MSE(yt, ŷt)}

+ 1
T

∑T
1 {ŷ

stop
t log (ystopt ) + (1− ŷstopt ) log (1− ystopt )}. (11)

Here, ŷ1:T = [ŷ1, · · · , ŷT ] is the sequence of generated acoustic feature vectors

ŷt, ŷ
stop
1:T = [ŷstop1 , · · · , ŷstopT ] is the sequence of probability for the predicted stop

flag ŷstopt , ystop1:T = [ystop1 , · · · , ystopT ] is the sequence of the truth label of the stop

flag ystopt , ystopt has a value for 0 or 1, and MSE(·) is a function of Mean Squared

Error.

Tacotron2 trains the encoder-decoder with attention for predicting the mel

spectrum and a neural vocoder for generating speech at the same time. In our

experiment, we have trained the model separately due to having a limitation of

GPU memory. The training method of a neural vocoder introduces later. The

speech quality of Tacotron2 with phoneme inputs is reached to a speech quality of

a human, and Tacotron2 indicates that the mel spectrogram is enough information
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to synthesize a speech [1].
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layers

Zero vector

Decoder
LSTM
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LSTM
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LSTM

Decoder
LSMT

0,0 0,1
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vocoder

Neural 
vocoder

Synthesized 
speech
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Char.
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K y o w a i i t e n k i d e s u.
(It a good wether today.)

…

…

𝒉1:𝑆 = [𝒉1, … , 𝒉𝑆]

ෝ𝒚1:𝑇
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𝑥1:𝑆 = [𝑥1, … , 𝑥𝑆] t=Tt=1

Figure 14. An architecture of Tacotron2 [1].

2.4.4 Forward Attention in Acoustic Model for Text-to-speech

An attention model can automatically learn the durations between input and

output sequences at the training step. A Forward Attention [33] can get faster

convergence for the attention mechanism of end-to-end TTS. The Japanese end-

to-end TTS also uses it [28].

The initial weights for the Forward Attention are defined as α̂1
0 = 1, α̂2

0 =

0, . . . , α̂S
0 = 0. Here, α̂0

t is defined as 0. The new alignment weight α̂′s
t at a time

step t is given by the following equations:

α̂′s
t = (α̂s

t−1 + α̂s−1
t−1 )α

s
t

α̂s
t =

α̂′s
t∑ś=S

ś=1 α̂
′ś
t

. (12)
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Here, αs
t is given by equation (8). The context vector for forward attention c′t is

the following equation:

c′t =
S∑

s=1

α̂s
ths (13)

We use Forward Attention with Transit Agent [33]. The agent outputs a scalar

value ut between 0 and 1 at a timestep t, and the value of ut controls the ratio of

mixing the α̂s−1
t−1 and α̂s−1

t−1 . The transit agent uses a linear layer with the Sigmoid

function. The following equations give attention weight to use the transit agent

and ut:

α̂′s
t = ((1− ut−1)α̂

s
t−1 + ut−1α̂

s−1
t−1 )α

s
t

ut = FF (c′t,ht, ŷt, ),

where FF (·) is the linear layer, ht is a decoder’s hidden state vector, ŷt is gen-

erated acoustic feature vector, and the initial value of u0 is 0.5.

2.4.5 Neural Vocoder for Generating a Speech

Generator
(WaveNet)

Random noise 
𝑧1:𝑁
Auxiliary feature
𝒄1:𝑇

STFT loss 
(1st)

STFT loss 
(Mth)

STFT loss 
(2nd)

…

𝐿𝑠
(1)

Discriminator
Natural speech
𝑥1:𝑁

Real/Fake Adversarial
loss

Discriminator
loss

Σ ×
ො𝑥 𝐿𝑠

(2)

𝐿𝑠
(𝑀)

1

𝑀

Σ
𝐿𝑎𝑢𝑥

×
𝐿𝑎𝑑𝑣

𝜆𝑎𝑑𝑣

𝐿𝐷 Gradients
w.r.t. D

Parameter
update

𝐿𝐺

Gradients
w.r.t. G

Parameter
update

Figure 15. An architecture of Parallel WaveGAN [2].
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A neural vocoder is a vocoder based on neural networks. We use a Parallel

WaveGAN [34] to reconstruct a speech from generated acoustic feature sequences

with Tacotron2 as the acoustic model. Figure 15. shows a process of Parallel

WaveGan. Parallel WaveGan uses Generative Adversarial Networks (GAN) to

represent a good distribution of a waveform without recurrent inputs. GANs

consist of two neural networks: Generator (G) and Discriminator (D). Parallel

WaveGan is a model conditioned on an auxiliary feature like mel spectrogram.

Parallel WaveGan uses the same network architecture in Wavenet, but the model

uses no non-causal CNNs instead of causal CNN. Inputs to Parallel WaveGan are

a mel spectrum sequence and a white noise sequence z, and a Generator parallelly

synthesizes the waveform. The mel spectrogram is entered as an auxiliary feature.

At this time, the mel spectrogram is used with interpolation and CNN to unify the

length of the audio waveform. The Generator learns the distribution of natural

speech from random noise and auxiliary features. The Generator is trained by

minimizing the adversarial loss:

Ladv(G,D) = E[(1−D(G(z1:N)))
2], (14)

where z1:N is the sequence of white noises, E[·] is a function to calculate expected

value,D(·) represents a Discriminator’s process, andG(·) represents a Generator’s

process. The Discriminator trains classifications of either fake or real speech

from the Generator’s output and natural speech. The loss used for training the

Discriminator is the following equation:

LD(G,D) = E[(1−D(x1:N))
2] + E[(D(G(z1:N)))

2], (15)

where x1:N is the sequence of a natural speech sample.

Additional loss is used as a multi-resolution STFT auxiliary loss (STFT loss

in Figure 15) for improving a training process. A single STFT loss Ls(·) is the

following equation:

Ls(G) = E[Lsc(x1:N , x̂1:N) + Lmag(x1:N , x̂1:N)], (16)

Lsc(x1:N , x̂1:N) =
∥|STFT (x1:N)| − |STFT (x̂1:N)|∥F

∥|STFT (x1:N)|∥F
, (17)

Lmag(x1:N , x̂1:N) =
1

Ns

∥ log |STFT (x1:N)| − log |STFT (x̂1:N)| ∥1, (18)
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where ∥ · ∥F and ∥ · ∥1 are Frobenius and L1 norms, |STFT (·)| is the STFT
magnitude spectrum, Ns is the number of elements in the magnitude, and x̂1:N

is a sequence of a synthesized speech sample from the Generator.

Then, multi-resolution STFT loss is the summation of the STFT losses with

different STFT parameter sets. Multi-resolution STFT loss is defined as follows:

Laux(G) =
1

M

M∑
m=1

L(m)
s (G). (19)

Here, M is a number of STFT losses with a different STFT parameter, such

as FFT size, window size, and the dimension of magnitude spectrum. Using

multi-resolution STFT loss, the Generator is made to learn the time-frequency

characteristics of speech [2, 35].

The loss function to train the generator is a combination of the multi-resolution

STFT loss and the adversarial loss. The equation is defined as follows:

LG(G,D) = Laux(G) + λadvLadv(G,D), (20)

where λadv is the weighted parameter for two losses.

The generator can effectively learn the natural speech distribution by optimiz-

ing the adversarial loss for the waveform domain and the multi-resolution STFT

loss for the time frequency domain [2].

2.5 Summary

This chapter has introduced outlines in the section 2.1, basic knowledge of the

speech (section 2.2), HMM-based TTS system (section 2.3), and neural end-to-

end based TTS (section 2.4).

The HMM-based approach (section 2.3) has the following characteristics in

techniques: (1) Many HMMs are used for representing a relationship between text

and its acoustic features, and acoustic feature vectors are generated on HMM state

units. (2) To consider speech for time-series changes, combinations of linguistic

features are used for context-dependent HMMs with a decision tree clustering.

(3) Output vectors consisting of statistic and dynamic acoustic feature vectors

are used for the generation algorithm. (4) Synthesized speech is reconstructed

from generated acoustic feature vectors with a discrete-time digital filter.
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The end-to-end TTS (section 2.4) has the following characteristics compared

to the HMM-based approach: (1) One neural network framework models rela-

tionships between text and its acoustic feature vectors, and the acoustic feature

vector is generated by neural networks framewisely. (2) The sequence of lin-

guistic features, such as phonemes and accent phrases, are used for inputs to

end-to-end TTS, and full-context labels in linguistic features are not required.

(3) To generate acoustic features, dynamic and statistic features are not neces-

sary for conditions in the neural end-to-end TTS. The framewise generation can

predict detailed acoustic feature vectors. (4) Synthesized speech is reconstructed

from generated acoustic feature vectors with neural networks.
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3. HMM-based Japanese Incremental TTS

3.1 Introduction

Many contextual linguistic features (e.g., phoneme identity and word stress) are

needed to improve synthesized speech quality because linguistic factors can repre-

sent the prosodic characteristics of speech. Specifically, in statistical parametric

speech synthesis based on HMM, the following two processes are executed: (a)

Text processing performs to extract linguistic features, and the process performs

sentence-by-sentence; (b) HMM model is selected by linguistic features and esti-

mating acoustic features to generate a speech waveform while performing global

optimization so that acoustic features could be changed smoothly [23, 36]. De-

spite its ability to produce high-quality speech, a conventional TTS system can

only synthesize speech sentence by sentence. It requires language-dependent con-

textual linguistic information of a complete sentence and parameter smoothing.

An iTTS system attempts to produce a natural-sounding speech waveform

“on the fly” before receiving a complete sentence. The main challenge is estimat-

ing the target prosody online from partial knowledge of the sentence’s syntactic

structure. In contrast to the process in the conventional TTS system, for part

(a), the iTTS system has to extract linguistic features in a situation where some

(next part-of-speech (POS) tag, the next word, et cetra.) are unknown. In pro-

cessing (b), a limited HMM sequence must be constructed from a limited number

of linguistic features, local optimization must be performed, and acoustic fea-

tures must be estimated. Unfortunately, speech quality may deteriorate due to

the limited number of linguistic features and local optimization.

3.2 Related Work of HMM-based Incremental TTS

Various studies on the HMM-based iTTS system have proposed ways to address

the above problems. Baumann et al. investigated how unknown linguistic fea-

tures influence prosodic estimation in English and German iTTS systems [37, 13].

Pauget et al. proposed an iTTS training strategy based on HMM with unknown

linguistic features [14]. In addition, they also proposed an approach to predict

the POS of the next word and use it as a linguistic feature [38]. By adopt-
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ing the above approaches, iTTS quality improves. However, most investigations

into the iTTS framework focus only on German, English, and French. English

and German are stress-timed languages, and French is a syllable-timed language

[16]. This dissertation focuses on the Japanese language, with different prosodic

characteristics to German, English, and French.

3.3 Proposed Method

Figure 16 shows the different scopes of contextual linguistic features. The solid

line box in the figure shows a conventional TTS system, given a complete text sen-

tence and its linguistic information. In contrast, an iTTS system generates acous-

tic features for a speech waveform given only a partial text sentence(Figure 16,

dashed line box).

sentence

a r a y u r u g e N j i ts u w o m a g e t a n o d aPhoneme …

あらゆる 曲 げ た の だ現 実 を , …

Pos1Word Pos2 Pos3 Pos10
Pos

11

Pos

12

Pos

13
…

Breath group 1
Breath 

group
… Breath group 2

Accent 

phrase
…

Extraction of 

linguistic 

feature

Selection of HMM 

states for each phoneme
…

Generated

acoustic features …

HMM-TTS

High pitch

Low pitch

HMM-

ITTS

Figure 16. A differential process scopes in TTS and iTTS systems.
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Table 1 shows linguistic features for standard TTS and iTTS systems. A

breath group is a more extended unit than an accent phrase. A punctuation

mark detects breath group into text and silence part into a speech. In iTTS

systems, underlined linguistic features are the available case. For an example of

iTTS with a word as the synthesis chunk, the next phoneme’s identification can

be used in the current word.

The main difference between TTS and iTTS systems is the following two

points. First, the sentence unit’s linguistic features cannot be used for iTTS

because it requires a sentence as input.

Second, pause insertion between accent phrases is not used by the iTTS sys-

tem. Since we aim to synthesize speech in real-time, we do not use linguistic

features that are difficult to detect within the current time step, such as “pause

insertion occurrence between accent phrases.”

Table 1. Utilization of Linguistic Features in This Dissertation.
Synthesis chunk normal TTS iTTS (An underlined feature used if it is available)

Phoneme Identity of {past, current, next} phoneme. Identity of {past, current,next} phoneme.

Word {past, current, next} POS tag information of the word. {past, current, next} POS tag information of the word.

Accent phrase

The relative position between an accent nucleus and a mora unit.

The number of mora in {past, current, next} accent phrase.

{past, current, next} accent type of the accent phrase.

Pause insertion occurrence between accent phrases.

{forward, backward} position of mora in the current accent phrase.

The relative position between an accent nucleus and a mora unit.

The number of mora in {past, current, next} accent phrase.

{past, current, next} accent type of the accent phrase.

{forward, backward} position of mora in the current accent phrase.

Breath group

The number of accent phrases in the {past, current, next} breath group.

Position of the accent phrase in the current breath group.

{forward, backward} position of breath group in the sentence.

The number of accent phrases in the {past, current} breath group.

A position of the accent phrase in the current breath group.

{forward} position of breath group in the sentence.

Sentence
The number of {mora, accent phrases, breath groups} in the sentence.

{forward, backward} position of {mora, accent phrase} in the sentence.

3.3.1 Linguistic Features

For an iTTS system, the more features we use, the better the quality can be.

However, this approach becomes less incremental, and the latency gets longer.

Therefore, it is essential to investigate the optimum linguistic and temporal lo-

cality.

First, we classify several possible linguistic locality choices to define the level

of linguistic abstraction or the granularity of the “current” chunk. These choices

are as follows:

Pho: Only phoneme features.

Pho+POS: Phoneme and word POS.
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Pho+Accphr: Phoneme and accent phrase.

Pho+Bre: Phoneme and breath group.

Pho+POS+Accphr: Phoneme, word POS, and accent phrase.

Pho+POS+Bre: Phoneme, word POS, and breath group.

Pho+Accphr+Bre: Phoneme, accent phrase, and breath group.

Pho+POS+Accphr+Bre: Phoneme, word POS, accent phrase, and breath

group.

+Next: An underlined feature used if it is available.

As an example of a combination of language features, in the case of “Pho+POS,”

linguistic features within a phoneme unit and a word unit are used, but un-

derlined linguistic features are not used. On the other hand, in the case of

“Pho+POS+Next,” the next phoneme (an underlined linguistic feature of the

phoneme unit in Table 1) is used because it can use any latency. However, the

next word POS isn’t used because waiting for the next word is necessary.

3.3.2 Synthesis Chunk

Next, we change the chunks for iTTS systems according to the above experimen-

tal result, investigate its speech quality via objective evaluation, and visualize

acoustic features in each chunk. Furthermore, to maintain the smoothness be-

tween chunks, we investigate possible ways of connecting several chunks while

synthesizing text “on-the-fly” (Figure 17). Chunks include:

ChunkCurr: Synthesize the current chunk (Figure 17 (a)).

ChunkCurr+wPast: Synthesize the current chunk by connecting one chunk of

a previous one (Figure 17 (b)).

ChunkCurr+wAllPast: Synthesizing the current chunk by connecting all chunks

from the previous chunk (Figure 17 (c)).

ChunkCurr+wPast+wNext: Synthesize the current chunk by connecting one

chunk of a previous chunk and one chunk of the next chunk (Figure 17 (d)).
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A current synthesis chunk is “Accphr-3”.

(a) ChunkCurr

(b) ChunkCurr+wPast

(c) ChunkCurr+wAllPast

(d) ChunkCurr+wPast+wNext

Accphr-3Accphr-2Accphr-1 Accphr-4

（b）
（a）

（c）
（d）

<s> iTTS

Sppeech of

Accphr-3

Figure 17. Possible ways of connecting several chunks while synthesizing a text.

ChunkCurr shows a current synthesis chunk as an accent phrase.

3.4 Experiment

3.4.1 Dataset and Experimental Conditions

We used the ATR 503 phonetically balanced sentences [39] of the HTS demo

[40] as the dataset, from which 450 sentences were used as the training set while

the rest were used for the test set. The speech features include 39-dimensional

Mel cepstrum coefficients, 1-dimensional fundamental frequency, 5-dimensional

aperiodic components, and their respective dynamic features. We also used

STRAIGHT [20] to extract speech features and the HTS engine for speech syn-

thesis.

First, we synthesized speech using a TTS system and used the results as a

reference. After that, we synthesized speech using various iTTS systems. A

perceptual-based measure of the differences in terms of fundamental frequency

(F0) between TTS and iTTS systems was calculated as follows:

Cf0 =
1

T

T∑
t−1

1200log2
|f0tar,t |
|f0src,t |

, (21)

where f0
tar
,t is the F0 of TTS system at t frame, f0

src
,t is the F0 of iTTS system at

t frame. F0 is evaluated in cent between two speeches, and 1200 cents represents
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the difference of 1 octave [14]. Furthermore, we also calculated the accuracy of

the estimated spectrum using a Mel cepstral distortion [41] in dB, which is defined

as follows:

MCD =
1

T

10

log10

T∑
t=1

√√√√2
D∑

d=1

(ydt − ŷdt )
2, (22)

where t and d are the number of frames and the Mel cepstrum dimensions, re-

spectively. ydt is a Mel cepstrum component with TTS systems. ŷdt is a Mel

cepstrum component with iTTS systems. In addition to an objective evaluation,

we also conducted a mean opinion score (MOS) test as a subjective evaluation

[42]. Subjects listened to each presented speech and were required to rate the

overall quality of naturalness. We use a 5-point MOS scale, where five indicated

“excellent” (the speech utterance sounds very clear and perfectly natural) and

one indicated “bad” (the speech utterance sounds unclear and unnatural).

3.4.2 Evaluation without Next Linguistic Feature

We investigated the classes we defined in section 3.3.1 that represent linguistic

abstraction or the granularity of the “current” chunk. The objective and sub-

jective evaluations were done based on a comparison with the TTS model using

full-context linguistic information. The global optimization by dynamic features

was affected in these evaluations because the “current” chunks are sentences.

In this experiment, generated acoustic features were considered the upper limit

speech quality of a Japanese iTTS system. In other words, we assume it has a

lower speech quality than that of a conventional TTS system.

Table 2 shows the F0 difference average in the objective evaluation, the

MCD average in the objective evaluation, and the MOS average in the sub-

jective evaluation. The results show that there is not much difference when

we use only phonemes or phonemes with the word POS as the level of linguis-

tic abstraction (see “Pho” vs. “Pho+POS”). However, features in an accent

phrase level could improve the prosody quality (see “Pho+POS+Accphr”). As

expected, the best performance was the most extended context information (see

“Pho+Accphr+Bre”). Nevertheless, the MCD value of those systems is almost

the same.
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Table 2. MCD and f0 error of cent unit without available next linguistic features

for iTTS. Note that a synthesis chunk is sentence units, and linguistic features

are used conditions of iTTS.

Combination of linguistic features Cf0 [cent] MCD[dB] MOS

Pho 242.5 3.5 -

Pho+POS 211.2 3.5 2.25

Pho+Accphr 178.8 3.4 -

Pho+Bre 186.8 3.5

Pho+POS+Accphr 141.1 3.4 3.16

Pho+POS+Bre 175.3 3.4 -

Pho+Accphr+Bre 83.9 3.3 3.33

Pho+POS+Accphr+Bre 84.2 3.3 -

Topline TTS 0.0 0.0 3.66

Yokomizo reported that phonemes and accent phrase features are enough to

decrease F0 errors in the Japanese HMM-based TTS system [17]. The HMM-

based TTS system can use the next linguistic information, and phonemes and

accent phrases effectively improve speech quality. The Japanese iTTS with

phonemes, part-of-speech tags, and accent phrases (“Pho+POS+Accphr”) is

a lower F0 error than the Japanese iTTS with phonemes and accent phrases

(“Pho+Accphr”). The Japanese HMM-based iTTS system can not use the next

linguistic features, and part-of-speech tags can help to improve speech quality.

As a result of the results of Table 2, we selected three variations of contextual

linguistic features (“Pho+POS,” “Pho+POS+Accphr,” and “Pho+Accphr+Bre”)

and performed a subjective evaluation. Sixteen native Japanese speakers con-

ducted the subjective evaluation. There were 45-60 speech utterances (15 utter-

ances per system) presented in random order. Each speech utterance could be

played as many times as the subjects wished.

We also included the MOS test for a TTS model with full-context linguistic

information. The result of the iTTS system with only “Pho+POS” linguistic

information was the lowest.

“Pho+POS“ and “Pho+POS+Accphr“ significantly differ by less than 1%. The
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results revealed that it is challenging to construct the Japanese iTTS system

that produces synthesized speech word by word. The MOS scores of iTTS

with “Pho+POS+Accphr” versus “Pho+Accphr+Bre” were quite close. This

result indicates that the minimum level of linguistic abstraction would be in

the accent phrase. Surprisingly, the MOS scores of “Pho+POS+Accphr” and

“Pho+Accphr+Bre” are not that different from the TTS system, and these sys-

tems do not have any information on the next linguistic features. However, this

might be the effect of the global optimization by dynamic features. We will thus

choose the accent phrase or breath group as the synthesis chunk and further

investigate its effect in the next experiment.

To determine a synthesis chunk for the next experiment, we analyze the total

latency of iTTS systems for a synthesizing speech. The total latency consists of

three parts: (1) extracting latency is the time to extract linguistic features from an

input text, (2) generating latency is the time to synthesize speech from linguistic

features, and (3) playing latency is the time for speech duration in a synthesis

chunk. Table 3 shows the test datasets’ average text length and average latency.

The synthesis chunk selects an accent phrase, a breath group, and a sentence

for the standard TTS system. Note that (1) is simulated values, and the text

of the synthesis chunk converts to linguistic features with a sentence-based text

processor.

The latency reduces to 2.6 seconds compared to the sentence’s and accent

phrase’s latency. Therefore, an iTTS system with a chunk as an accent phrase is

more suitable for real-time applications than a TTS system. Moreover, a breath

group is also more suitable than the TTS system because the latency of the breath

group reduces by 1.66 seconds. However, some test data do not have a breath

group, so the latency is the same as the TTS system in some test data. On the

other hand, in the case of an iTTS system with a chunk as the accent phrase, the

dataset always contains two or more accent phrases, and the latency is always

shorter than the TTS system. From this result, an accent phrase is essential from

a latency viewpoint. Therefore, the next experiment evaluated a synthesis chunk

as an accent phrase.

In the next experiment, we focused on an iTTS system based on the accent-

phrase unit with “Pho+POS+Accphr.” We investigated the speech quality of
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Table 3. Average text length [characters] and latency [seconds]. Note that ex-

tracting latency is the time to extract linguistic features from an input text,

generating latency is the time to synthesize speech from linguistic features, and

playing latency is the time for speech duration in a synthesis chunk. Note that

extracting latency is simulated values, and the text of the synthesis chunk con-

verts to linguistic features with a sentence-based text processor.

ChunkCurr
/Linguistic features Text length

Extracting
latency

Generating
latency

Playing
latency

Sentence/normal TTS 20.36 0.015 0.119 4.224
Breath group

/Pho+POS+Accphr+Bre 9.76 0.015 0.071 2.610
Accent phrase

/Pho+POS+Accphr 3.96 0.014 0.045 1.668

Japanese iTTS temporal locality choices to define an accent phrase as the syn-

thesis chunk. Since we synthesized text accent phrase by accent phrase, a prosody

break would occur between accent phrases. After that, we connected the chunk-

based synthesized speech to a synthesized sentence-based speech.

Table 4 shows the averages for F0 difference, MCD, and MOS for iTTS with

only an accent phrase as the synthesis chunk. As expected, the F0 difference and

MCD values are worse than those for “Pho+POS+Accphr” in Table 2.

Figure 18 shows a comparison of the generated F0 sequences based on dif-

ferent linguistic and temporal localities: (a) F0 sequences based on full-context

linguistic features (TTS); (b) F0 sequences based on “Pho+POS+Accphr” lin-

guistic context given the sentence as a synthesis chunk; (c) F0 sequences based on

“Pho+POS+Accphr” and a current accent phrase as a synthesis chunk (“Chunk

Curr”). Here, “sil,” “pau,” and “accent phrase” indicate boundaries of silence,

pause, and accent phrase, respectively. The results of Figure 18 indicate that

smooth f0 sequences generate using a longer temporal locality (see Figure 18(a)

and Figure 18(b)). However, a prosody break occurs using only the synthesis

chunk as the current accent phrase (see Figure 18(c)).

The results reveal that “ChunkCurr+wPast+wNext” gave the best perfor-

mance. A smoother prosodic estimate could be made among the accent phrases
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by considering the past and next accent phrase units. The subjective evalu-

ation results show a similar tendency to the objective evaluation. Connect-

ing all past accent phrase chunks could improve naturalness. Nevertheless, the

best system is “ChunkCurr+wPast+wNext.” This result suggests waiting for one

chunk before starting the synthesis process. Figure 18(d) shows f0 sequences of

“ChunkCurr+wPast+wNext.” As expected, f0 sequences are also much smoother

than those for iTTS systems(Figure 18(c)).

“ChunkCurr+wPast+wNext” needs to use the previous accent phrase and to

wait for the next accent phrase, except for the accent phrase at the end of the

sentence. The extracting latency for “ChunkCurr+wPast+wNext” would be as

follows: (extracting latency for “ChunkCurr” of an accent phrase in Table 3)×
3 = 0.014× 3 = 0.042. The generating latency would be as follows: (generating

latency for “ChunkCurr” of an accent phrase in Table 3) × 3 = 0.045 × 3 =

0.135. The playing latency for “ChunkCurr+wPast+wNext” would be the same

as “ChunkCurr” in Table 3 since a speech chunk is one accent phrase. The playing

latency is 1.668 seconds. The total latency for “ChunkCurr+wPast+wNext”

would be as follows: 0.042 + 0.135 + 1.668 = about 1.85 seconds.

“ChunkCurr+wPast+wAllPast” uses a current accent phrase from previous

accent phrases, so the latency for “ChunkCurr+wPast+wAllPast” would range

from one accent phrase to the number of accent phrases in a sentence. The latency

simulates the minimal latency for “ChunkCurr+wPast+wAllPast” as latency for

“ChunkCurr” of an accent phrase in Table 3. The minimal latency is about 1.72

seconds. The maximum latency is simulated as follows: 5.15 (average the number

of accent phrases in the test dataset) × (extracting latency for “ChunkCurr” of

an accent phrase in Table 3)+ 5.15 × (generating latency for “ChunkCurr” of

accent phrase in Table 3) + the playing latency for “ChunkCurr” of an accent

phrase in Table 3. The maximum latency is about 1.98 seconds. Relationships

between MOS and its latency are shown in Figure 19.

38



0

20

40

60

80

100

120

140

160

180

200

F
0

[H
z]

Frames

sil Accent-

phrase 1

Accent-

phrase 2

pau Accent-

phrase 3

Accent-

phrase 4

Accent-

phrase 5
sil

(a) F0 sequences based on full-context linguistic

context (standard TTS)

0

20

40

60

80

100

120

140

160

180

200

F
0

[H
z]

Frames

sil Accent-

phrase 1

Accent-

phrase 2

pau Accent-

phrase 3

Accent-

phrase 4

Accent-

phrase 5
sil

(b) F0 sequences based on “Pho+POS+Accphr”

linguistic context given the whole chunk se-
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(c) F0 sequences based on

“Pho+POS+Accphr” linguistic context and

current accent phrase chunk (“ChunkCurr”)
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Figure 18. Comparison of generated F0 sequences based on different linguistic

and temporal localities.
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Table 4. Objective and subjective evaluation of iTTS systems with various chunk

connections. Note that a synthesis chunk is an accent phrase

Current synthesis chunk Cf0 [cent] MCD[dB] MOS

ChunkCurr 232.6 5.2 2.7
ChunkCurr
+wPast 170.5 4.5 -

ChunkCurr
+wAllPast 160.8 4.2 2.83
ChunkCurr
+wPast
+wNext 157.3 4.0 3.29

3.4.3 Evaluation with Next Linguistic Feature

In this section, we evaluate the effect of the next linguistic context (+Next)

proposed in section 3.3.1. A dataset, a subjective evaluation method, and an

objective evaluation method are the same in section 3.4.2. Ten native Japanese

speakers conducted the subjective evaluation. There were 45-60 utterances, 15

utterances per system, presented in random order. Each speech utterance could

be played as many times as the subjects wished. In the latency for the next

available linguistic features, a text process extracts all available features in a

current synthesis chunk, and we select whether to use it. For this reason, the

latency for extracting available features will be the same as the input without

available next linguistic features. As a result, the total latency will be the same

as the latency of section 3.4.2.

First, we investigated the classes we defined in section 3.3.1 that represent the

+Next or the granularity of the “current” chunk. The objective and subjective

evaluations were done by comparing the TTS model with full-context linguistic

features. Table 5 shows the F0 difference average and MCD average in the ob-

jective evaluation. The value in brackets shows the difference without +Next in

Table 2. The results show that all cases could improve the MCD from around 0.2

to 0.5. An error of F0 decreased using accent phrases and breath groups (see.

“Pho+Accphr+Bre+next” and “Pho+POS+Accphr+Bre+Next”). In the case

of “Pho+POS+Accphr”, the error of F0 is slightly increasing (0.9↑).
Second, a subjective evaluation performs TTS systems with full-context lin-
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Figure 19. MOS scores of iTTS systems with various chunk connections and its

latency.

Note that The total latency for “ChunkCurr+wPast+wNext” would be 1.85.

“ChunkCurr+wPast+wAllPast” uses a current accent phrase from previous ac-

cent phrases,

so the latency for “ChunkCurr+wPast+wAllPast” would range from 1.72 to 1.98

seconds. Latency for ChunkCurr is an actual value (1.72 seconds). Latency

for “ChunkCurr+wPast+wNext” and “ChunkCurr+wPast+wAllPast” are simu-

lated values by the latency of “ChunkCurr.”

guistic features (a topline TTS system), “Pho+Pos+Accphr,” and “Pho+Pos

+Accphr+Next.” Table 5 shows the result. The difference in MOS between

“Pho+POS+Accphr” and “Pho+POS+Accphr+Next” is slight (0.03). More-

over, there is no significance. Therefore, we conclude that the available next

features (+Next) are no natural improvement.
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Table 5. MCD and f0 an error of cent unit with available next linguistic features

for iTTS.

Linguistic features Cf0 [cent] MCD[dB]

Pho+POS+Next 207.0 (↓4.2) 3.3 (↓0.2)
Pho+Accphr+Next 172.4 (↓6.4) 3.2 (↓0.2)
Pho+Bre+Next 182.5 (↓4.3) 3.0 (↓0.5)
Pho+POS+Accphr+Next 142.0 (↑0.9) 3.1 (↓0.3)
Pho+POS+Bre+Next 177.2 (↑1.9) 3.0 (↓0.3)
Pho+Accphr+Bre+Next 74.7 (↓9.2) 2.8 (↓0.5)
Pho+POS+Accphr+Bre+Next 73.4 (↓10.8) 2.8 (↓0.5)

Table 6. MOS score with the presence or absence of next linguistic features.

Linguistic features MOS

Pho+POS+Accphr 3.60

Pho+POS+Accphr+Next 3.63

Topline TTS 3.84

At last, we perform a speech quality evaluation in that we have proposed a syn-

thesis chunk with “Pho+Pos+Accphr+Next”. The synthesis chunk use sentence,

“ChunkCurr,” and “ChunkCurr+Past+Next.” We used the sentence as a synthe-

sis chunk in a TTS and the accent phrase as the synthesis chunk in iTTS systems.

Moreover, as a first step, we attempted to smooth the waveforms by applying a

Hanning window function when connecting waveforms of synthesis chunks. Ta-

ble 7 shows the subjective and objective results. MOS improves by about 0.6

from the synthesis chunk as one accent phrase to use the next accent phrase (see,

“ChunkCurr+wPast+wNext” and “ChunkCurr”). “ChunkCurr+wPast+wNext”

and “ChunkCurr” have a significant (<0.001). Results mean that the next input

chunk is an important approach to improve quality, and even if the iTTS system

uses the next linguistic features, the speech quality could not improve. Moreover,

the TTS system and the iTTS system with “ChunkCurr+wPast+wNext” have

a huge MOS score difference (almost 1.0 points). Simple smoothing with the
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Hanning window can improve an F0 error and an MCD value, but the Hanning

window decreases the MOS score. There are some unnatural sounds between each

chunk. Another problem is that it is far from the real-time application because

the HMM-based iTTS system is far from the HMM-based TTS system or natural

speech. Relationships between MOS and its latency are shown in Figure 20.

Table 7. Evaluation of iTTS systems with various input chunks and avail-

able next feature. A ChunkCurr uses an accent phrase. Note that

“Pho+POS+Accphr+Next+smoothing” uses the Hanning window function for

smoothing each waveform.
Synthesis chunk/linguistic features Cf0 [cent] MCD[dB] MOS

Sentence/normal TTS 0.0 0.0 3.76

ChunkCurr+wPast+wNext/Pho+POS+Accphr+Next 154.8 3.71 2.81

ChunkCurr+wPast+wNext/Pho+POS+Accphr+Next+smoothing 152.8 3.52 2.67

ChunkCurr/Pho+POS+Accphr+Next 201.7 5.61 2.21
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Figure 20. Relationships between MOS scores with available next features, vari-

ous chunks, and its latency.

Note that latency for “ChunkCurr” and a TTS are actual values in Table 3. La-

tency for “ChunkCurr+wPast+wNext” is simulated values by “ChunkCurr” in

Table 3.

3.5 Summary

In this chapter, we investigated a combination of linguistic features for HMM-

based Japanese iTTS systems and a relationship between a synthesis chunk and

its latency. We proposed an HMM-based iTTS system with accent phrase units

as the synthesis chunk. Evaluations performed not only a speech quality but

also a latency analysis. As a result, features of phonemes, words, and accent

phrases could be training context-dependent HMMs for an HMM-based iTTS

system, and accent phrase units were essential for a synthesis chunk. The quality

was improved using the next accent phrase units as the synthesis chunk, and
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the available linguistic features in the synthesis chunk did not improve speech

quality. This result showed that using the next accent phrase was essential for

the Japanese iTTS system. However, the latency using the next accent phrase

unit would be huge for one accent phrase, and the latency would be longer than

the breath group. For example, the latency would be the same as a sentence unit

when the sentence was in two accent phrases. So we must consider improving

quality without the next accent phrase.
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4. Neural End-to-end Incremental TTS

4.1 Introduction

Recently, end-to-end TTS systems have been proposed [43, 1], based on a sequence-

to-sequence model with attention [5]. Unlike an HMM-based TTS system, the

neural end-to-end architecture simplifies models so that the neural network di-

rectly maps input features to speech or acoustic feature outputs. Developments of

neural vocoders [18, 44, 2] to reconstruct speech from acoustic features or a noise

sequence have also made remarkable progress. Therefore, the end-to-end architec-

ture’s speech quality has reached the human speech level [1], and the end-to-end

TTS system is better speech quality than HMM-based TTS [40, 43, 45, 46].

In this chapter, we take an initial step toward constructing a Neural iTTS

and propose a quality improvement method. To the best of our contribution,

this is the first study that attempts to synthesize speech in real-time using neural

iTTS. We also investigated the effects of various incremental units on the quality

of end-to-end neural iTTS in the Japanese language.

4.2 Related Works

Taking into account the performance improvement by end-to-end TTS systems,

sequence-to-sequence modeling has also been applied to iTTS recently [47, 15, 48,

49, 50, 51]. In English, a prefix-to-prefix framework [15] was proposed that allows

waits for a look-ahead of 1-2 words in iTTS. Although this prefix-to-prefix iTTS

used phoneme sequences as input and produced good speech quality, it could

not automatically control the look-ahead length. Another work [49] proposed a

prefix-to-prefix iTTS with reinforcement learning to control the tradeoff between

look-ahead words and speech quality. Other research [48] analyzed the look-ahead

effects in a prefix-to-prefix iTTS approach and found that the look-ahead word

length significantly affected quality. From this analysis, Stephenson et al. [50]

proposed a method that predicts look-ahead text using a language model. A

similar method [51] was then also proposed. These related works [15, 48, 49,

50, 51] use phoneme sequences as input features and word units for a synthesis

chunk.
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In a Japanese iTTS system, based on the HMM framework in the chapter

3, the input features are phonemes, words, and accent phrases. The synthe-

sis chunk is an accent phrase unit, and the following accent phrase can improve

speech quality. Since accent phrases are longer than a word, a word-based, prefix-

to-prefix neural network cannot be simply applied to a Japanese iTTS system.

When we apply the prefix-to-prefix neural network to the Japanese iTTS system,

the look-ahead length is 1-2 accent phrases. Using 1-2 accent phrases with the

look-ahead approach does not produce an unacceptable latency. We previously

presented a preliminary result of a neural Japanese iTTS system [47] that uses

accent phrases and phonemes without a look-ahead approach. This chapter con-

sists of newer modeling, a deeper analysis of the synthesis unit, and comparisons

of latency and quality with those of the related works. Furthermore, we propose

an additional method, using various accent features in addition to accent phrases,

and use Parallel WaveGan [2] and Tacotron2 [1] to improve speech quality. For

the Japanese baseline prefix-to-prefix iTTS systems, we use a morpheme unit

as the synthesis chunk to minimize latency and compare it to our proposed ap-

proaches. The latency and quality of the proposed iTTS systems are analyzed

and compared to the results of prefix-to-prefix iTTS systems.

4.3 End-to-end Japanese ITTS Inputs

As described in section 1.1, the Japanese language is a pitch-accent aspect lan-

guage. Using features in the accent phrase for Japanese end-to-end TTS systems

is known to improve speech quality [27, 29, 52]. Therefore, we use a sequence of

phonemes, and accent phrase features as inputs for the neural end-to-end iTTS

system. Features of the accent phrase are assigned to each phoneme and defined

on the mora unit. Therefore, the same feature of the accent phrase will be as-

signed to each phoneme. Figure 21 shows accent phrase features of “kyo o wa”

(“Today is”) on mora units in the accent phrase. We use five features in the

accent phrases. A1 is the difference between the position of the phoneme in mora

units and the positions of the accent type. For example, A1 of the phoneme

“o” in the second mora unit is 1 because the difference between the position of

the phoneme “o” in the mora unit and the mora’s position of the accent type is

2− 1 = 1. We expect A1 to increase the number of features related to the accent
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ky o

o w a

A2, A3

{forward, backward} position of mora in phonemes

A5

Accent type

A1

The positional relationship 

between accent type and mora in phonemes

A4

The number of mora

in the accent phrase
Relative

pitch of 

mora

High

Low

Forward/backward 

mora positions: 1/3

2/2 3/1

Figure 21. Japanese accent features in an accent phrase

type and mora units. A2 and A3 are the forward and backward positions of the

mora in the accent phrase, that is, A2 of the phoneme “o” in the second mora

unit is 2, and A3 of the phoneme “o” in the second mora unit is also 2. A4 is the

number of moras in the accent phrase, and A5 is the accent type of the accent

phrase.

4.4 Methods

This chapter deals with the neural TTS system, which consists of two steps: a

neural encoder-decoder model to infer acoustic features from input sequences and

a neural vocoder to synthesize speech from acoustic features.

The baseline prefix-to-prefix iTTS system uses a word unit as the synthesis

unit [15]. As described in section 2.3.1, a morpheme unit is useful in obtaining

inputs for Japanese TTS systems. In later experiments, the Japanese baseline

prefix-to-prefix iTTS system used morpheme units as the synthesis chunk instead

of word units.

4.4.1 Sentence-based TTS

A sentence-based TTS system processes a text sentence by sentence; a synthesis

chunk is a full sentence. A full sentence containing N words is represented with

a sequence of words x1:N = [x1, ..., xN ], where the word xτ = [x1
τ , ..., x

sτ
τ ] includes
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Figure 22. Synthesis chunks and their elements for a sentence-based TTS, a

prefix-to-prefix iTTS, and the proposed accent-phrase-based iTTS

an input sequence of phonemes with a length sτ
3.

The encoder transforms the input sequence into another feature sequence

as hidden states h1:N = Enc(x1:N) = [h1, ...,hN ] = [h1
1, ...,h

s1
1 , ...,h1

N , ...,h
sN
N ],

where Enc(·) represents the encoder’s process.

After getting the encoder’s hidden states, the decoder infers acoustic features.

The chunk of acoustic features for the word yτ = [y1
τ ,y

2
τ , ...] is estimated by h1:N

and y<τ , where y<τ = [y1, ...,yτ−1] are sequences of acoustic features until the

previous words. More specifically, the i-th frame for any word is as follows:

yi
t = Dec(h1:N ,y<τ ◦ yτ,<i), (23)

where Dec(·) denotes the decoder’s process, yτ,<i = [y1
τ , ...,y

i−1
τ ], and ◦ is the

concatenation of two sequences. Finally, the sentence’s speech waveform w1:N =

[w1, ..., wN ] = [w1
1, w

2
1, ..., ] is as follows:

w1:N = ϕ(y1:N), (24)

where ϕ(·) represents the neural vocoder’s process, y1:N are acoustic features of

the full-sentence.
3Note that τ represents a step for the iTTS process on the basis of the synthesis chunk.
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4.4.2 Word-based iTTS

Unlike a sentence-based TTS system, an iTTS system uses a partial synthesis

chunk instead of a full sentence. We use a prefix-to-prefix iTTS approach as a

baseline, where the synthesis chunk is one word (top table in Figure 22). The

prefix-to-prefix iTTS approach uses a look-ahead approach to account for the

following speech changes. The look-ahead approach waits for k words before the

encoder process. The look-ahead length is determined by the following function:

g(τ) = min{τ + k, |x1:N |}, (25)

where |x1:N | indicates the total number of words in the sentence.

Under the condition of the look-ahead approach, the sequence of hidden states

for the word is represented by h1:g(τ) = Enc(x1:g(τ)) = [h1, ...,hg(τ)]. In other

words, the sequence of hidden states is conditioned by the g(τ) words. Therefore,

the i-th acoustic feature for the word and the speech waveform of the word are

as follows:

yi
τ = Dec(h1:g(τ),y<τ ◦ yt,<τ ), (26)

wτ = ϕ(yτ ). (27)

4.4.3 Proposed Accent-phrase-based iTTS

As described earlier, an accent phrase is important for representing Japanese in-

tonation and meaning. Therefore, we propose the Japanese iTTS system on the

basis of the accent phrase as the synthesis chunk. In contrast to subsection 4.4.2,

the full sentence containing M accent phrases is represented with a sequence of

the accent phrase x′
1:M = [x′

1, ...,x
′
M ], where the accent phrase x′

τ = [x′1
τ , ...,x

′rτ
τ ]

includes an input sequence of phonemes with length rτ and a sequence of ac-

cent features (bottom table in Figure 22). We propose two methods to estimate

acoustic features for the accent phrase.

The first method is dec+in. The encoder’s hidden states of the accent phrase

are observed:

h′
τ = Enc(x′

τ ) = [h′1
τ , ...,h

′rτ
τ ]. (28)

Acoustic features in the accent phrase y′
τ = [y′1

τ ,y
′2
τ , ...] are estimated by h′

τ and

the last acoustic feature for the previous accent phrase y′p
τ−1. The i-th acoustic
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feature for the accent phrase is the following:

y′i
τ = Dec(h′

τ ,y
′p
τ−1 ◦ y′

τ,<i), (29)

where y′
τ,<i = [y′1

τ ,y
′2
τ , ...,y

′i−1
τ ]. The h′

τ does not use the hidden vectors in the

previous accent phrase x′
τ−1.

Figure 23 (a) shows how dec+in functions in the Japanese iTTS system. The

first accent phrase starts from the beginning of the sentence, and other accent

phrases start from its middle. We set the initial decoder’s inputs as the Mel

spectrogram’s last frame from the previous accent phrase.

The second method, dec+in+hidden, connects not only the last acoustic

feature but also the previous states of the model to the current states of the

model (Figure 23 (b)). Therefore, the encoder’s hidden states and the acoustic

feature are as follows:

h′
τ = Enc(x′

1:τ−1 ◦ x′
τ ), (30)

y′i
τ = Dec(h′

τ ,y
′
<τ ◦ y′

τ,<i), (31)

where y′
<τ = [y′

1, ...,y
′
τ−1]. y′p

τ−1 in (29) and y′
<τ in (31) are different due to

encoding processes in (28) and (30). In using the second method, we expect it to

learn the acoustic feature time-series and the model’s internal state change.

Finally, the speech waveform of the accent phrase is the following:

wτ = ϕ(y′
τ ). (32)
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(a) dec+in: connecting the last synthesis vector to the decoder’s initial input

(b) dec+in+hidden: connecting not only the last synthesis vector but also the

model’s internal states to the encoder and decoder

Figure 23. Proposed approaches to the Japanese iTTS system
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4.5 Experiment

4.5.1 Dataset and Models

We used the JSUT dataset (version 1.1), which has 7,696 sentences (10 hours

of audio sampled at 48-kHz, which we down-sampled to 22.05-kHz) spoken by a

single native female speaker [53]. The data were divided into 7,196 pairs (speech

and input sequences) for training, 250 pairs for the development set, and 250

pairs for the test set. We used Open Jtalk4 for extracting the phoneme and

accent features from the text and files with speech duration5. We used a Geforce

RTX TITAN with a memory of 24 gigabytes.

The acoustic features were extracted by Fourier transform, and our final set

was composed of 80 dimensions of log Mel spectrogram features. The size of the

Fourier transform was 2,048 points. The frameshift and frame lengths were 10

and 50 milliseconds, respectively. We used Tacotron2 [1] to estimate acoustic

features from inputs and a Parallel WaveGan [2] to reconstruct speech from the

acoustic features. Unlike the original Tacotron2, we used a uni-directional LSTM

to connect hidden states of the model and Forward Attention with Transit Agent

[33] to quickly converge the attention. We used an Adam [54] optimizer with a

32-batch size. The learning rate was 1e-3.

We used the prefix-to-prefix model as a baseline iTTS. The input feature is a

phoneme sequence (Pho). To accommodate such pitch information, we used two

input types of Japanese iTTS to improve speech quality. Pho+AccType uses

phonemes and only accent types (A5) in accent phrases. We used two embedding

layers for the phonemes and the accent types. Then we concatenated two embed-

ding outputs as single input. Pho+AccFeats uses phonemes and both accent

types (A5) and many accent features (A1, A2, A3, and A4) in the accent phrases.

We used six embedding layers for the phonemes and many accent features and

concatenated the embedding outputs as one input.

4Open Jtalk – http://open-jtalk.sourceforge.net/
5https://github.com/r9y9/jsut-lab
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Table 8. Input feature types and embedding dimensions

Input feature types Input and embedding dimensions

Pho
Phoneme feature dimension: 44,

embedding dimension: 512

Pho+AccType

Phoneme feature dimension: 44 (TTS) or 46 (iTTS),

embedding dimension: 480

A5-feature dimension: 23, embedding dimension: 32

Pho+AccFeats

Phoneme feature dimension: 44 (TTS) or 46 (iTTS),

embedding dimension: 432

A1-feature dimension: 26, embedding dimension: 16

A2-feature dimension: 20, embedding dimension: 16

A3-feature dimension: 20, embedding dimension: 16

A4-feature dimension: 23, embedding dimension: 16

A5-feature dimension: 23, embedding dimension: 16

Table 8 shows the size of each embedding layer in our experiment. The first

column indicates input features, and the second indicates the size of each embed-

ding layer. We replaced low-frequency input features with an unknown symbol

using a threshold to deal with unknown inputs. In Japanese iTTS, the vocabulary

size is increased by two due to the special characters that indicate the middle.

Baseline TTS and iTTS systems were trained in sentence-based units. The

speech was synthesized using each synthesis chunk by adding location symbols

to differentiate the unit’s location: <s> is the sentence’s start and </s> is the

sentence’s end. The terminating process of the decoder differs in each model.

The decoding process in the TTS is controlled by the stop flag[1]. The iTTS

uses the stop flag and the alignment distribution to stop the decoder in order to

synthesize Mel spectrogram frames[15].

On the other hand, our proposed method was trained on the accent-phrase-

based units, and the decoding process was controlled only by the stop flag. The

speech was synthesized using the accent phrase by adding location symbols to

differentiate the unit’s location: <s>, </s>, <m> is the middle sentence’s

start, and </m> is the middle sentence’s end. When we used dec+in, we

connected only the Mel spectrogram to each synthesis chunk. When we used
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dec+in+hidden, we connected not only the Mel spectrogram but also the RNN

hidden states on each synthesis chunk.

4.5.2 Evaluation Indexes

We used natural speech as a reference in our objective evaluation of speech quality.

Then, we synthesized the speech using various iTTS systems. We calculated a

perceptual-based measure in terms of the fundamental frequency (F0) between

synthesized speech as follows:

Cf0 =
1

T

T∑
t=1

1200log2
|f0tar,t |
|f0src,t |

, (33)

where f0
tar
,t is F0 of synthesized speech with a topline sentence-based TTS, f0

src
,t

is F0 of synthesized speech with target systems, and 1200 cents represents a

difference of 1-octave [14]. We also calculated the accuracy of the estimated

spectrum using Mel cepstrum distortion [41] in dB, defined as follows:

MCD =
1

T

10

ln(10)

T∑
t=1

√√√√2
D∑

d=1

(ydt − ŷdt )
2, (34)

where t and d are the number of frames and the Mel cepstrum dimensions, re-

spectively. ydt is a Mel cepstrum component with a TTS system. ŷdt is a Mel

cepstrum component with an iTTS system.

In our subjective evaluation of speech quality, we calculated a mean opinion

score (MOS) test [42] for the naturalness of changing lengths of incremental units.

Subjects listened to each presented bit of speech audio and rated the overall qual-

ity based on its naturalness. We used a 5-point MOS scale, where 5 indicated

excellent speech utterances (very clear and completely natural), and 1 indicated

bad speech utterances (unclear and completely unnatural). We conducted subjec-

tive evaluations in Japanese with 13 native speakers. Synthesized speech samples

were evaluated from 10 speech utterances per model.

We used a re-speaking system to analyze latency that synthesized the same

speech after playing natural speech with each chunk. We measured the latency

time from starting an input sequence to finishing each bit of synthesis speech.

Then we calculated the frequency of latency in each model. The input sequence is
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prepared in advance, and the analysis does not include latency for a text process.

An incremental text process is the future direction, and We will work for it in

future works.

4.5.3 Objective Evaluation of Methods

As described above, we used two types of input features in Figure 21 and a

proposed approach that uses the previous decoder’s input and hidden states of

a model. In this section, we evaluate the differences in the input types and the

effectiveness of the models. The iTTS’s speech quality is objectively evaluated

for the differences in input and method.

Table 9 shows the results of the objective evaluations with methods, input

features, models, and synthesis chunks. We made four observations regarding

the Japanese iTTS. First, the objective evaluation in F0 and MCD demonstrated

that the proposed iTTS system approaches the sentence-based TTS (see (3-3) or

(3-4)). Second, the proposed Japanese iTTS systems with dec+in+hidden are

more efficient than word-based iTTS systems that we reimplemented ourselves.

Third, regarding the different input types in the accent phrase, Pho+AccFeats

is more efficient than Pho+AccType, that is, the speech quality is improved by

using accent types and position of mora units in accent phrases. Input features

in accent types and mora units are well represented in the Japanese language

property as a tonal-aspect accent and a mora-timed rhythm to the Japanese

iTTS systems. Finally, our proposed method dec+in+hidden is better than

dec+in, that is, using a large amount of previous information is efficient.

Moreover, increasing the number of input features related to the accent phrase

can improve speech quality with the Japanese iTTS systems using the same accent

phrase unit (see (2-3) and (3-3), or (2-4) and (3-4)). The Japanese iTTS system

with two accent phrases using many accent phrase features has better speech

quality than one accent phrase; the longer synthesis chunk with many accent

phrase features can improve speech quality (see (3-3) and (3-4)).
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Table 9. Objective evaluations of proposed methods. Note that a full sentence

in a column of the synthesis chunk means a sentence unit as the synthesis chunk,

1 morpheme+look-k means one morpheme as the synthesis chunk with a look-

ahead of k length, and 1 accent phrase and 2 accent phrases mean one accent

phrase as the synthesis chunk and two accent phrases as the synthesis chunk.

Methods Models Synthesis chunk F0 error

[cent]

MCD

[dB]

Input type: Pho

(1-1): Baseline TTS Sentence-based TTS Fulll sentence 259.71 5.76

(1-2): Baseline prefix-to-prefix iTTS Word-based iTTS 1 morpheme+look-1 302.31 6.12

(1-3): Baseline prefix-to-prefix iTTS Word-based iTTS 1 morpheme+look-2 300.00 6.13

(1-4): Baseline prefix-to-prefix iTTS Word-based iTTS 1 morpheme+look-3 293.55 6.08

(1-5): Baseline prefix-to-prefix iTTS Word-based iTTS 1 morpheme+look-4 286.47 6.03

(1-6): Baseline prefix-to-prefix iTTS Word-based iTTS 1 morpheme+look-5 289.98 6.00

(1-7): Baseline prefix-to-prefix iTTS Word-based iTTS 1 morpheme+look-10 268.17 5.85

Input type: Pho+AccType

(2-1): Baseline TTS Sentence-based TTS Full sentence 207.04 5.57

(2-2): Japanese iTTS Accent phrase-based iTTS

with dec+in

1 accent phrase 300.14 6.30

(2-3): Japanese iTTS Accent phrase-based iTTS

with dec+in+hidden

1 accent phrase 252.27 6.04

(2-4): Japanese iTTS Accent phrase-based iTTS

with dec+in+hidden

2 accent phrases 266.56 5.98

Input type: Pho+AccFeats

(3-1): Topline TTS Sentence-based TTS Full sentence 0.00 0.00

(3-2): Japanese iTTS Accent phrase-based iTTS

with dec+in

1 accent phrase 261.57 6.23

(3-3): Japanese iTTS Accent phrase-based iTTS

with dec+in+hidden

1 accent phrase 225.43 5.92

(3-4): Japanese iTTS Accent phrase-based iTTS

with dec+in+hidden

2 accent phrases 208.43 5.70

4.5.4 Objective Evaluation of Relationship between Speech Quality

and Latency

An accent phrase is longer than a morpheme. Therefore, we must compare the

latency of the baseline iTTS and our proposed iTTS before subjectively evaluating

our proposed method. We analyzed the latency of the iTTS models with five

methods: (1-2), (1-3), (1-4), (3-3), and (3-4).
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Figure 24 shows latencies and their frequencies. The latencies of the proposed

iTTS were 0.655 seconds with one accent phrase and 1.20 seconds with two accent

phrases. While the latencies of the baseline methods are 0.572 seconds with

a look-ahead of two morphemes and 0.667 seconds with a look-ahead of three

morphemes. The latency of the proposed method with one accent phrase is

slightly slower but has lower F0 error and MCD.

4.5.5 Subjective Evaluation of Naturalness

Next, we conducted a MOS test as a subjective evaluation of naturalness under

six experimental conditions: a baseline iTTS with one morpheme as a synthesis

chunk and no look-ahead approach (1-0), a baseline prefix-to-prefix iTTS with

one morpheme as a synthesis chunk and a look-ahead-1 (1-2), a baseline prefix-

to-prefix iTTS with one morpheme as a synthesis chunk and a look-ahead-2 (1-3),

a topline TTS (3-1), our proposed iTTS with one accent phrase as a synthesis

chunk (3-3), and our proposed iTTS with two accent phrases as a synthesis chunk

(3-4). Method (1-0) used one morpheme as a short sentence with the baseline

TTS model.

The subjective evaluation results and each average latency are shown in Fig-

ure 25. The baseline iTTS that used each morpheme as a short sentence showed

a lower quality than the baseline prefix-to-prefix iTTS systems since that model

did not use look-ahead inputs [15]. The best model was the topline TTS with all

phonemes and accent features in the sentence; the latency was 4.63 seconds and

longer than the others. Although the objective results showed that the proposed

iTTS system approached the level of the topline TTS, the subjective results of the

proposed iTTS showed room for improvement. The intonation between accent

phrases might attract strong attention from the evaluators, or the Japanese iTTS

system might need more comprehensive information. The baseline prefix-to-prefix

iTTS approach additionally proposed multiple words as an input chunk instead of

one word. The prefix-to-prefix iTTS approach with phonemes assumes that the

quality of the sentence-based TTS approach with phonemes is the upper bound.

The approach does not consider the features of accent phrase units, and our pro-

posed iTTS systems can have a better objective result than the sentence-based

TTS with phonemes. As a result, our proposed methods would produce higher
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Figure 24. Relationship between latency and its frequency. The top figure is (1-

2): baseline prefix-to-prefix iTTS with one morphoneme+look-1 (black: average

latency of 0.464 seconds) and (3-3): iTTS with one accent phrase as a synthesis

chunk (red: average latency of 0.655 seconds). The middle figure is (1-3): baseline

prefix-to-prefix iTTS with one morphoneme+look-2 (gray: average latency of

0.572 seconds) and (3-4): iTTS with two accent phrases as a synthesis chunk

(yellow: average latency of 1.20 seconds). The bottom figure is (1-4):prefix-

to-prefix iTTS with one morphoneme+look-3 (green: average latency of 0.667

seconds).
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quality than the baseline prefix-to-prefix iTTS approach with multiple words and

a look-ahead approach. When the prefix-to-prefix approach uses phonemes as

inputs and accent phrase units as the synthesis chunk, the speech quality would

be better than the prefix-to-prefix approach with one or two-word units and lower

than our proposed Japanese iTTS systems with accent phrase units.

Our iTTS systems with accent phrases showed better quality than baseline

iTTS systems. Furthermore, a statistical significance test was conducted between

the baseline prefix-to-prefix iTTS with look-ahead-2 and each proposed Japanese

iTTS system, and a significant difference was confirmed (p<0.001).

Figure 25. Relationship between MOS and its average latency. Note that MOS

score of (1-0) is 1.14, (1-2) is 2.78, (1-3) is 2.83, (3-1) is 4.47, (3-3) is 3.45, and

(3-4) is 3.87.

4.6 Summary

In this chapter, we proposed a novel Japanese end-to-end neural iTTS architecture

without a look-ahead approach, and our proposed methods used phonemes and

features based on accent phrases. We presented a method to connect the initial
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input by considering the acoustic time series and connecting the model’s internal

state. Moreover, we used two types of input features for the accent phrase unit.

We experimentally investigated the latency of various iTTS systems with different

modeling and synthesis chunks.

We objectively evaluated the speech quality regarding the differences in input

and method. The objective evaluation in F0 and MCD demonstrates that the

proposed iTTS system approaches the sentence-based TTS system, while the

MOS score of the proposed iTTS is still lower. The proposed Japanese iTTS

systems using the previous initial input and the previous model’s internal state

are more efficient than word-based iTTS systems. The speech quality is improved

by using input features in accent types and mora units in accent phrases. Input

features in accent types and mora units are well represented in the Japanese

language property as a tonal-aspect accent and a mora-timed rhythm to Japanese

iTTS systems. Moreover, using a large amount of previous information is also

efficient.

Furthermore, we also subjectively evaluated speech quality. Our results reveal

that the proposed method with one accent phrase had better MOS scores, with a

similar latency range between the baseline with a look-ahead of two morphemes

and the baseline with a look-ahead of three morphemes. A method with two

accent phrases improved speech quality, although the latency is slightly longer

than in a baseline with a two-morpheme look-ahead approach.
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5. Conclusion and Future Direction

5.1 Conclusion

In this dissertation, we proposed the Japanese iTTS on the basis of accent phrase

units. Existing iTTS works were word units as a synthesis chunk. The Japanese

iTTS systems were used in accent phrase units that were longer than word units.

In Chapter 2, we have described basic speech knowledge, HMM-based TTS

technologies, and neural end-to-end TTS technologies. In the HMM-based TTS,

many HMMs are used for representing a relationship between text and its acoustic

features, and acoustic feature vectors are generated on HMM state units. Output

vectors consisting of statistic and dynamic acoustic feature vectors are used for

the generation algorithm. Synthesized speech is reconstructed from generated

acoustic feature vectors with a discrete-time digital filter. In the end-to-end TTS,

one neural network framework models relationships between text and its acoustic

feature vectors, and the acoustic feature vector is generated by neural networks

framewisely. To generate acoustic features, dynamic and statistic features are

not necessary for conditions in the neural end-to-end TTS, and the framewise

generation can predict detailed acoustic feature vectors. Synthesized speech is

reconstructed from generated acoustic feature vectors with neural networks.

In Chapter 3, we have proposed the Japanese HMM-based iTTS system. We

have investigated a combination of linguistic features for iTTS, a relationship

between synthesis chunk and its latency. We have performed speech quality of

our iTTS systems with latency. The experimental results show that the HMM-

based Japanese iTTS system uses accent phrases as input chunks, and input

features were used as part-of-speech tags and accent phrases. Using the next

accent phrase improved speech quality, but the latency would be close to an

HMM-based TTS. Therefore, we have proposed the first concept of the neural

end-to-end TTS system without look-ahead inputs in Chapter 4.

In Chapter 4, we have proposed a novel Japanese end-to-end neural iTTS

architecture without a look-ahead approach, and our proposed methods used

phonemes and features on the basis of accent phrases. Our proposed method could

synthesize a speech with various chunks, and two accent phrases were optimal for

synthesizing a speech without a look-ahead synthesis chunk. Our proposed neural
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iTTS systems could improve speech quality using information from only previous

chunks. The proposed approach was as follows: the model connected the previous

acoustic features and the model’s hidden states to current states; the model used

many accented features and a neural vocoder. This approach could improve the

quality of Japanese iTTS. The result indicated that a baseline prefix-to-prefix

iTTS with a look-ahead of two words and proposed iTTS with one accent phrase

are the same latency range. A proposed iTTS with two accent phrases are better

speech quality than the prefix-to-prefix iTTS, but the latency range is huge from

others. The experimental results show that the proposed Japanese iTTS with one

accent phrase is able to synthesize better speech quality with a similar latency

range than that of the conventional baseline prefix-to-prefix neural iTTS with

word units.

Finally, we have discussed our proposed methods in terms of input features

and a synthesis chunk. In the input features, the Japanese HMM-based iTTS

uses phonemes, part-of-speech tags, and accent phrase information for effectively

training many HMMs of iTTS. A Japanese neural end-to-end TTS can train

a single model from phonemes and accent phrase information. The end-to-end

TTS’ speech quality has reached the human speech level, and the end-to-end TTS

system is better speech quality than HMM-based TTS. Therefore, the Japanese

end-to-end iTTS can generate a better speech than the HMM-based iTTS, and

the number of features of Japanese end-to-end iTTS is fewer features than the

HMM-based iTTS. In the synthesis chunk, both HMM-based iTTS and a baseline

neural prefix-to-prefix iTTS use a look-ahead approach for improving continuity

among acoustic features. However, a look-ahead approach can increase latency

for look-ahead synthesis chunks. In conclusion, the proposed neural iTTS can

synthesize high-quality speech with a low latency range between two words. Our

end-to-end neural iTTS could be applied to other languages having the same

properties, such as pitch-aspected accent and mora-timed rhythm.

5.2 Future Direction

We used a sentence for inputs to a text processor, and linguistic features were

extracted by sentence units. The dissertation states that accent phrase units are

essential for acoustic models to generate acoustic features from input features
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and for a vocoder to synthesize speech from acoustic features. To implement the

complete Japanese incremental TTS, an incremental text process must extract

accent phrases and their features from a partial sentence. An incremental text

process is a future direction; we will work for it in future works. We will model

an incremental text processor as a wait-k approach [55]. An incremental machine

translation task uses the wait-k approach, translating target words after waiting

for k’s source words. The text processor with the wait-k approach would output

phonemes and accent phrase features after waiting for the k Japanese input words

such as Hiragana, Katakana, and Chinese characters. However, the Japanese

incremental text processor would wait for the end of Chinese characters instead

of k characters to estimate the pronunciations of compound words in Chinese

characters, and latency would be longer than the other Japanese iTTS processes.

Another direction is that we need an approach to keep the latency to one

accent and the quality to two accents. English iTTS proposed using predicted

future inputs with a language model, improving the speech quality without wait-

ing for the next input [50, 51]. The same approach may use our Japanese iTTS

without the input of two accent phrases. However, predicting for Japanese iTTS

is more challenging than for English iTTS. English iTTS successfully reaches

human speech with only phoneme inputs, and the prediction task for the next

input needs only phoneme sequences. On the other hand, our Japanese iTTS suc-

cessfully improves speech quality with phonemes and accented features like the

accent type. Therefore, the prediction task for the next inputs of the Japanese

iTTS system becomes multi-task predictions. Future work will propose to pre-

dict both future features (i.e., next phonemes and accent features) for Japanese

iTTS. Fine-tuning to train a neural vocoder with iTTS systems outputs could

also improve speech quality without increasing latency.

Future work investigates the latency and the quality of iTTS under simul-

taneous speech translation. We will further investigate the performance of the

neural iTTS system, given the partial output from the iMT systems in incremen-

tal machine speech translation systems. In this case, each incremental system’s

input has a prediction error. In other words, the incremental simultaneous speech

translation system has a prediction error between each ASR, incremental MT, and

iTTS system. Moreover, to decrease the latency of the Japanese iTTS system,
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we suggest using an iTTS system with one accent phrase and a predictor for

the next accent phrase information. However, by adding a predictor to an in-

cremental simultaneous speech translation, there are more complex relationships

between the error of each model, latency, and output quality. The investigation

of relationships will be a future direction.
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