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Parallel Processing Techniques
for Parameter Estimation in Bayesian methods∗

Hiroki Nishimoto

Abstract

In recent years, the increase in computer data processing speeds and Internet com-
munication speeds has made it possible to store a vast amount of data on a wide variety
of events that occur in the world. This massive amount of data is called "big data,"
and the trend is to analyze it and use it for business and research. In addition to neural
networks, which have been attracting attention recently, there is another method of data
analysis that defines data as a mathematical model, sets the probability distribution
that generates the data, and infers the parameters of the probability distribution from
the data using an algorithm based on Bayesian inference. This method using Bayesian
inference is more explanatory than the one using neural networks and is still used as
the center of data analysis even now that neural networks are widely used.

The first part of this study consists of two parts. The first part is a study on speeding
up a method called clustering, which is one of the typical big data analysis methods that
classify data into groups by similarity and analyze their attributes from among various
properties and characteristics that exist in a mixture. Clustering is a method that attracts
attention as a means of analyzing user segments and recognizing brand positions, etc.
There are various methods to realize clustering, but the method using a mixed Gaussian
distribution that classifies data according to several Gaussian distributions is highly
accurate, and furthermore, the method that uses the concept of Bayesian inference for
the mixed Gaussian distribution has high accuracy. Clustering by Gaussian distribution
obtained by parameter estimation using the variational inference method, which uses the
concept of Bayesian inference and the parameters of the Gaussian distribution as random
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variables generated from the cointegration probability distribution, is characterized by
its difficulty in overlearning and its ability to automatically determine the number of
clusters. However, the variational inference method for mixed Gaussian distributions
is known to take a long time to converge, and the computation time is enormous in
proportion to the number of data. Therefore, as a first step in applying variational
mixed Gaussian distributions to large-scale data, the variational inference method for
Gaussian distributions in parallel using GPUs is implemented and evaluated, which is a
parallel computing architecture. The proposed method was about 192 times faster when
the number of data was about 1 million and about 107 times faster when the number of
clusters was 256 while maintaining the same accuracy as the CPU implementation of
the same algorithm. Compared to the method using the EM algorithm, it was also able
to prevent excessive shrinkage in the number of clusters while maintaining the same
speed and clustering score.

The second part is concerned with the design and evaluation of hardware to speed
up parameter estimation in sequential Monte Carlo methods. The variational inference
method described above is a powerful parameter estimation technique. However, it has
a narrow range of applicability depending on the model and probability distribution
used. There are only a few models, such as variational mixed Gaussian distributions, for
which calculation algorithms have been established. Furthermore, complex models are
difficult to implement. Instead, parameter estimation methods that use random number
generators, such as Markov chain Monte Carlo methods, are used. The sequential
Monte Carlo method generates many groups of probability distributions called particles.
Then, random numbers are generated from each group, the likelihood of the data is
calculated, and those with high likelihood are copied, and those with low likelihood
are rejected, which is suitable for parallelization at the hardware level. This research
is concerned with the hardware implementation of the process Resampling step, which
is the bottleneck for speeding up parameter estimation using sequential Monte Carlo
methods. In order to improve the efficiency of hardware dedicated to metropolis
resampling, metropolis resampling is optimized for integer execution and evaluated
the algorithm and hardware for 32, 16, and 8-bit data widths. The proposed method
maintains the same resampling performance as the common 32-bit single-precision
floating-point method in 8-bit execution. In the hardware evaluation, it reduces resource
usage in any data width implementation. In the main modules such as the coefficient

ii



generator and the execution of the Metropolis test, the LUT In the main modules,
such as the coefficient generator and the Metropolis test, the system achieved a 31%
reduction in 32-bit, 57% in 16-bit, and 64% in 8-bit, as well as up to 3.0x improvement
in throughput and up to 75% reduction in memory usage at other bottlenecks.

Keywords:

Parallel Computing, Architecture, Approximate, Gaussian Mixture Models, Sequential
Monte Carlo
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1. Introduction

1.1. Motivation

Machine learning technologies have been developed along with the performance im-
provement of CPUs and general-purpose graphic processing units (GPGPUs). Various
real-world applications, such as the analysis of big data, are well performed by using
advanced machine learning technologies, where clustering is one of the significant
tasks [1, 2].

Among all clustering algorithms, the Gaussian mixture model (GMM) is known as
a representative methodology for the wide use of data mining and computer vision. By
probability density modeling, GMMs perform near-nature applications well due to the
soft clustering mechanism. Patel et al. [3] have presented a more sensitive clustering
than K-means, also a clustering algorithm, in analyzing big data. For example, Reynold
et al. [4] have constructed a speaker verification system using GMM to model the
speaker’s voice from speech data and have succeeded in the NIST speaker recognition
evaluation. Also, Stauffer et al. [5] designed a system that uses probabilistic analyses
to determine whether each pixel belongs to a background, instead of belonging and not
belonging binary values in order to extract the background from a video stream using
GMM.

However, the parameters of a GMM are always estimated from the datum by a combi-
nation of many methods. As typical fashions of parameter estimation, the expectation-
maximization(EM) algorithm, Markov Chain Monte Carlo, and variational Bayesian
method are applied.

Parameter estimation is one of the critical issues to clustering quality. The variational
Bayesian Gaussian mixture model (VB-GMM), in which the parameters are estimated
through variational Bayesian theory [6], is widely considered a high-performance
candidate since it eliminates the over-fitting problem, and the appropriate number
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of clusters can be determined in a single training run without cross-validation [5]
Unfortunately, VB-GMM leads to the computation explosion. Much more iterations are
necessary for convergence in contrast to most other parameter estimation fashions [7].
Thus, CPU-oriented implementations of VB-GMM are impractical in some application
fields due to poor speed. For conventional GMM schemes such as those by expectation-
maximization, the GPGPU implementations have been well investigated and proven
helpful to speed up [8].

1.2. Challenges and Contribution

In this work, the GPGPU implementations of VB-GMM are developed by structure-
oriented optimizations. Fitting the parallelism specification and memory structure of
GPGPU, the CPU-GPGPU co-operation, execution re-order, and memory optimization
propose the VB-GMM optimization strategy. An implementation flow with thirteen
stages is presented in detail. Following this implementation flow, the VB-GMM, which
is usually executed on the CPU, is migrated onto the GPGPU platform. Five types
of real-world clustering tasks are verified by the proposed GPGPU implementation
of VB-GMM, including MNIST, CIFAR10, PAMAP2, and Gas sensors for home
activity monitoring Data Set [9–12], The experimental results show that the VB-
GMM is successfully executed on GPGPU platforms and achieves 192 times speed-up
compared to CPU. Moreover, It succeeded in finding the correct number of clusters,
which is challenging to do with the EM algorithm.

1.3. Composition of Part I

The rest of this part is organized as follows. Section 2 provides an introduction to GMMs
and the variational Bayesian method for GMM, an introduction to GPU architecture, and
introduces previous work. The implementation of VB-GMM on GPGPU is explained
in Section 3. Section 4 presents some evaluation of our implementation and the
comparison of results with other implementations. The extended discussion is shown
in Section 5. The conclusion is presented in Part III, along with those from Part II.
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2. Background Theory and Related Works

2.1. Structural Analysis of GPGPU

Graphics processing units (GPUs) were initially developed as computing processors
for generating and displaying 3D graphics. GPUs have massive homogeneous cores
and achieve high speed by distributing the operations to those cores. Due to the high
parallelism and processing capacity, the general-purpose utilization of GPUs leads
the trend in many fields of high-performance computing [13, 14]. In general, GPUs
perform well for executing single instruction multiple data (SIMD), in which a single
instruction is applied to multiple data simultaneously, and all operations are processed
in parallel, The key to speeding up processing lies in parallelizing the instructions.

The architecture of GPUs supporting NVIDIA’s CUDA [15] is briefly shown in Fig.
2.1. This GPU consists of a streaming multiprocessor (SM) lined up on a block, a
thread execution manager that controls the SM, and a video memory that stores the
data. This video memory is called device memory, as opposed to host memory, which
is managed by the CPU. The number of streaming multiprocessors (SMs) varies in the
model. The GPU used in this study, the NVIDIA GTX RTX3090, has 82 SMs [16]. As
mentioned earlier, each SM contains cores, shared memory, and registers, which are
small in capacity but fast in access. Parallel operations are performed using these many
cores and high-speed memory. The device memory is implemented with DRAM, which
is slower in access speed than the shared memory but has a large capacity. In parallel
operations using the GPU, data is moved among the host memory, device memory, and
processing cores. After the calculation, the data is stored in the device memory; and
then moved from the device memory to the main memory of the host device.

As shown in Fig. 2.2, the kernel of CUDA consists of Threads, which is the
smallest unit of instructions; Thread Block, which summarizes Thread; and Grid,
which summarizes Thread Blocks hierarchically. The user can arbitrarily change the

4



Figure 2.1.: Architecture of GPUs. The red arrows show the flow of data, and the black
arrows show the flow of instructions.

number of dimensions of the Thread Block, as shown in BlockDim.x and y in the
figure, as long as the limit is not exceeded. Within a thread block, 32 threads are
divided into a group called a warp; and in the SM, memory readings and operations are
performed in parallel in this warp. Since threads in the same warp are always executed
simultaneously, if even one thread is delayed by a conditional branch etc., the efficiency
of all threads in the warp is reduced. In addition, by accessing consecutive global
memory addresses within the same warp, a high-speed memory access called coalesce
access becomes feasible. Therefore, the efficiency of memory access and operations in
each warp is important for GPU acceleration [17].

2.2. Fundamentals of Gaussian Mixture Models

Gaussian Mixture Models: GMM is a probabilistic model for clustering as represented
by Eq. 2.1.

𝑝(𝑥 |𝜋, 𝜇, Σ) =
𝐾∑
𝑘=1

𝜋𝑘N(𝑥 |𝜇𝑘 , Σ𝑘 ). (2.1)
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Figure 2.2.: Constitution of CUDA Kernel. The kernel of a GPU consists of threads,
blocks, which are collections of threads, and grids, which are collections
of blocks. The actual number of threads running on the SM is 32, which is
called the warp.

It is expressed by the sum of the number of clusters𝐾 Gaussian distributionN(𝑥 |𝜇𝑘 , Σ𝑘 )
multiplied by each mixture weight 𝜋𝑘 . Figure 2.3 shows an example of GMM, where
the number of clusters and the dimension is 3 and 1, respectively.

In addition to clustering for data analysis, GMMs have been used in a variety of
applications. Reynold et al. [4] used GMMs to model the speaker’s voice from speech
data to construct a speaker-matching system, which was successfully evaluated in the
NIST speaker recognition evaluation. Toda et al. [18] have constructed a voice quality
transformation framework using GMMs. Stauffer et al. [5] designed a probabilistic
system for extracting background from video streams using GMMs, where each pixel
is assigned to a background rather than a binary value of belonging or not belonging.
Fujita et al. [19] used GMMs to model wireless location information for location
estimation using wireless LANs, reducing the amount of data to about 5 percent of that
of conventional methods and making the database lighter.

In recent years, more and more research has been combining GMM with Deep Neural
Networks (DNN). Shahin et al. [20] combined GMM and DNN to design an emotion
recognition model that is more robust to noise than existing methods. Koguchi et al. [21]
overcame the problem of GMM-based speech synthesis, where GMM performs well
in speech classification but poorly in speech synthesis, with a GMM-DNN composite
model in which the synthesis part is replaced by a DNN, achieving better-synthesized
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Figure 2.3.: Example of a GMM. This GMM consists of 3 weights(𝜋) and 3 Gaussian
distributions, and it is the sum of the 3 Gaussian distributions multiplied
by 𝜋={0.2,0.5,0.3}.

speech than GMM alone and better initialization than DNN alone.

2.3. Variational Inference for GMM

For adapting the GMM to the dataset, three parameters 𝜋, 𝜇, and Σ must be optimized
for all 𝐾 clusters.

However, the optimal GMM parameters are difficult to compute directly from the
data. It is common to compute them using algorithms that maximize the likelihood by
iterative computation or It is common to compute them using an iterative algorithm to
maximize the likelihood of a sampling algorithm.

The variational Bayesian method is a general strategy for parameter estimation,
which is widely applied to various problems of function optimization. In this work,
this method is employed for the parameter estimation of GMM. Three distributions,
Dirichlet, Gaussian, and Wishart are introduced as prior distributions for 𝜋, 𝜇, and Λ,
respectively as shown in Eq.s (2.2, 2.3 ,2.4).

𝜋 ∼ 𝐷𝑖𝑟 (𝛼). (2.2)

𝜇 ∼ N(𝑚, (𝛽Λ)−1). (2.3)

7



Figure 2.4.: Graphical models of Two types of GMMs. The left one shows GMM with
the EM algorithm. The right one shows GMM with variational Inference.

Λ ∼ W(𝑊, 𝜈). (2.4)

where 𝛼 is a parameter of Dirichlet distribution that is a prior distribution of 𝜋; m and 𝛽
are parameters of a Gaussian distribution that is a prior distribution of 𝜇; and W and 𝜈
are parameters of a Wishart distribution that is a prior distribution of an inverse matrix
Λ of a covariance matrix Σ. Figure 2.4 shows graphical models of two types of GMMs
with EM algorithms and variational inference, respectively. Thus, VB-GMM is seen as
an extension of the parameters of EM-GMM as a probability distribution. Introducing
these prior distributions makes it possible to obtain the parameters of GMM by an
algorithm, which is called the variational-EM algorithm.

This algorithm consists of four steps, as shown below.

1. Initialization

In this step, mean 𝜇 and precision Λ by are initialized by data 𝑋 , and also
initialize mixture weight 𝜋 is initialized by the number of cluster 𝐾 , which are as
hyper-parameter Also, 𝛼, 𝛽,𝑊, 𝜈, 𝑚 are initialized by each hyper-parameter.

2. Variational E Step

In this step, 𝜋,Λ are estimated.

ln �̃� ≡ E[ln 𝜋𝑘 ] = 𝜓(𝛼𝑘 ) − 𝜓
(
𝐾∑
𝑖=1

(𝛼𝑖)
)
. (2.5)
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ln Λ̃𝑘 ≡ E[ln |Λ𝑘 |]

=
𝐷∑
𝑑=1

𝜓

(
𝜈𝑘 + 1 − 𝑑

2

)
+ 𝐷 ln 2 + ln |𝑊𝑘 |.

(2.6)

Also, estimate correlation coefficient 𝜌 by current parameters.

𝜌𝑛𝑘 = 𝜋𝑘 |Λ𝑘 |1/2

× exp
{
− 𝐷

2𝛽𝑘
− 𝜈𝑘

2
(𝑥𝑛 − 𝜇𝑘 )𝑇𝑊𝑘 (𝑥𝑘 − 𝜇𝑘 )

}
.

(2.7)

At the end of the E step, normalize p to obtain the responsibility 𝑟 by Eq. 2.8.

𝑟𝑛𝑘 =
𝜌𝑛𝑘∑𝐾
𝑗=1 𝜌𝑛 𝑗

. (2.8)

3. Variational M Step

In this step, some parameters are computed by updated parameters in step 2.

𝑁𝑘 =
𝑁∑
𝑛=1

𝑟𝑛𝑘 . (2.9)

𝑥𝑘 =
1
𝑁𝑘

𝑁∑
𝑛=1

𝑟𝑛𝑘𝑥𝑛. (2.10)

𝑆𝑘 =
1
𝑁𝑘
𝑟𝑛𝑘 (𝑥𝑛 − 𝑥𝑘 )(𝑥𝑛 − 𝑥𝑘 )𝑇 . (2.11)

𝛼𝑘 = 𝛼0 + 𝑁𝑘 . (2.12)

𝛽𝑘 = 𝛽0 + 𝑁𝑘 . (2.13)
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𝜈𝑘 = 𝜈0 + 𝑁𝑘 . (2.14)

𝑚𝑘 =
1
𝛽𝑘

(𝛽0𝑚0 + 𝑁𝑘𝑥𝑘 ). (2.15)

𝑊−1
𝑘 = 𝑊−1

0 + 𝑁𝑘𝑆𝑘 +
𝛽0𝑁𝑘
𝛽0 + 𝑁𝑘

(𝑥𝑘 − 𝑚0) (𝑥𝑘 − 𝑚0)𝑇 . (2.16)

4. Convergence check

Lower bound L𝑛𝑒𝑤 is computed by Eq. 2.17. Comparing L𝑛𝑒𝑤 with L𝑜𝑙𝑑 , if the
difference between them falls below a pre-defined value, the process terminates.
Otherwise, L𝑛𝑒𝑤 is substituted into L𝑜𝑙𝑑 and the process is returned to step 2.

L = −
𝑁∑
𝑛=1

𝐾∑
𝑘=1

(𝑒𝑟𝑛𝑘 × 𝑟𝑛𝑘 )

−
𝐾∑
𝑘=1

(
𝜈𝑘 |𝑊𝑘 | +

𝜈𝑘𝐷 ln 2
2

−
𝐾∑
𝑘=1

ln Γ (𝜈𝑘 )
)

−
(
ln Γ

(
𝐾∑
𝑘=1

𝛼𝑘

)
−

𝐾∑
𝑘=1

ln Γ (𝛼𝑘 )
)

−
𝐷

∑𝐾
𝑘=1 ln 𝛽𝑘
2

. (2.17)

The above process can obtain parameters that fit the data of interest. The GMM
obtained by this algorithm optimizes the number of clusters 𝐾 , which indicates how
many Gaussian distributions the GMM is composed of. Unlike GMMs obtained by
maximum likelihood estimation with the EM algorithm, they are fitted without excessive
data decomposition.

Figure 2.5(a) shows data sampled from a GMM with 𝐾 clusters and two dimensions.
The hyperparameter, the number of clusters 𝐾 , is given as 5. The clustering result is
the GMM fitted by the maximum likelihood estimation using the EM algorithm. Figure
2.5(b) shows the result of clustering the same data with the same hyperparameter of
five for the number of clusters 𝐾 , fitted with the variational EM algorithm. The GMM
clustering obtained by parameter estimation with the EM algorithm in Figure2.5(a) over-
decomposes the data, whereas the clustering with the GMM fitted with the variational
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(a) (b)

Figure 2.5.: (a) The clustering result of GMM using EM algorithm
(b) The clustering result of GMM using variational inference

EM algorithm in Figure2.5(a) over-decomposes the data. The clustering of GMMs
obtained by parameter estimation with the variational EM algorithm in Figure2.5(b)
shows that the data is divided into three clusters, which is the true number of clusters.

2.4. Related Works of Gaussian Mixture Models on
GPUs and FPGAs

For related research on speeding up GMM, Guo et al. [22] made the EM algorithm for
Gaussian mixture models suitable for pipeline processing in order to speed up execution
on CPU and FPGA. In addition, He et al. [23] implemented FPGA processing by
making the pipeline processing of [22] more efficient. Kumar et al. [8] proposed an
EM algorithm model for GMM using a GPGPU. However, both are implementations
of maximum likelihood estimation using the EM algorithm, and the speeding up of
VB-GMM has not been realized.
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3. Proposed GPU Implementation of
Variational Gaussian Mixture Models

This implementation handles only diagonal components, that is, variances, instead of
covariances, in order to reduce the amount of computation of matrix calculations in the
same way as [23] and [8]. The main kernel implementation is described below. Let
𝑁, 𝐾, 𝐷 be the number of data, the number of clusters, and the number of dimensions,
respectively. In this section, the 𝑂 (𝑥) means the order of computational complexity is
𝑥.

In VB-GMM, the variational-EM algorithm described in section is iterated, so once
data is transferred to the GPU, there is no need to communicate with the host memory.
Therefore, communication with the host is not the most worrisome aspect. This problem
can be rephrased as “how to reduce the number of accesses using shared memory” and
“how to achieve the coalesce-access for the minimum required access”. The shared
memory is a memory structure that threads can share in a block, and its access latency
is smaller than that of global memory. Therefore, if a specific value is to be used
repeatedly in a single kernel, it is faster to copy it from the global memory to the shared
memory.

Also, in programming for CUDA-enabled GPU architectures, a critical performance
consideration is coalescing accesses to global memory. The loading and storing of
global memory by the warp threads are combined into as few transactions as possible
by the device. Processing that can be SIMD parallelized according to the number of
cores can ideally be parallelized to increase speed. However, processing that competes
for access, such as computing the sum of arrays, i.e., Eq. (2.9) and (2.17) cannot be
SIMD parallelized in VB-GMM.
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Figure 3.1.: (a) Contiguous with respect to the number of data 𝑁 matrix. (b) Not
contiguous with respect to the number of data 𝑁 matrix. (c) The difference
in physical memory layout between (a) and (b)

3.1. Optimizing Memory Allocation

In CUDA programming, paying attention to the memory layout and making it easy for
coalescing access is essential. Variational inference in VB-GMM uses many arrays to
perform calculations, but care must be taken with arrays related to the number of data:
𝑁 .

In this case, care must be taken in calculating Eq.s ( 2.7, 2.9), etc. Particular attention
should be paid to Eq.s ( 2.9 ) and ( 2.17 ) since they are processes of sums of elements
with 𝑁 of data. Therefore, in this implementation, the data is arranged so that the data
size 𝑁 is contiguous with the rows of the array. Figure 3.1 shows the difference in
physical memory layout between contiguous arrays concerning the number of data 𝑁
and those that are not, using an array size of 𝑁 × 𝐾 .

3.2. Optimizing Number of Threads

In CUDA programming, the key to determining the number of threads per block is
to maximize the coalescing to access the global memory and the memory allocation
described above and select the number of threads that can effectively use the shared
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memory in each block.
In this study, the optimal number of threads per block (𝐵𝑙𝑜𝑐𝑘𝐷𝑖𝑚𝑥 , 𝐵𝑙𝑜𝑐𝑘𝐷𝑖𝑚𝑦)

and blocks (𝐺𝑟𝑖𝑑𝐷𝑖𝑚𝑥 , 𝐺𝑟𝑖𝑑𝐷𝑖𝑚𝑦) are set for each kernel. To enable coalescing,
𝐵𝑙𝑜𝑐𝑘𝐷𝑖𝑚𝑥 is set so that the data to be accessed is accessed at warp size in the
continuous address direction, and 𝐵𝑙𝑜𝑐𝑘𝐷𝑖𝑚𝑦, 𝐺𝑟𝑖𝑑𝐷𝑖𝑚𝑥 , and 𝐺𝑟𝑖𝑑𝐷𝑖𝑚𝑦 are set
according to various parameters such as the number of data and the number of clusters.
𝐵𝑙𝑜𝑐𝑘𝐷𝑖𝑚𝑦 is set to a value close to even, which does not exceed the maximum
number of threads inherent to each GPU and makes little difference in the processing
time of each block, and 𝐺𝑟𝑖𝑑𝐷𝑖𝑚𝑥 and 𝐺𝑟𝑖𝑑𝐷𝑖𝑚𝑦 are set accordingly to the data to be
calculated.

3.3. Changing Execution Order

In this implementation, E step shown in section 2 is calculated in logarithm to prevent
overflow, etc. Therefore, when moving from the E step to the M step, processes such
as summation are difficult in logarithms and must be exponentiated. When moving
from the E step to the M step, all the values needed for the calculation are already in
place. L = −∑𝑁

𝑛=1
∑𝐾
𝑘=1 (𝑒𝑟𝑛𝑘 × 𝑟𝑛𝑘 ) in Eq. (2.17) of Convergence Check shown in

section 2. Therefore, the calculation of this value and the exponentiation process can
be combined to improve efficiency.

3.4. Details of each kernel

The above decomposes and implements the parameter estimation of VB-GMM into 13
kernels. Tab. 3.1 shows the correspondence between the implemented kernel and the
equations in the variational-EM algorithm.

1. Estimation of WEIGHT

This kernel calculates the value of the array WEIGHT of size K according to Eq.
(2.5). Since the computational cost of this kernel is not high, it is computed on
the CPU.

2. Estimation of LAMBDA
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Table 3.1.: Correspondence between the implemented kernel and the equations in the
variational-EM algorithm

Kernel Corresponding equation
WEIGHT Eq. (2.5)
LAMBDA Eq. (2.6)
GAUSS 𝐷

2𝛽𝑘 −
𝜈𝑘
2 (𝑥𝑛 − 𝜇𝑘 )𝑇𝑊𝑘 (𝑥𝑘 − 𝜇𝑘 ). in Eq. (2.7)

WLP Eq. (2.7)
LR Eq. (2.8)
SR

∑𝑁
𝑛=1

∑𝐾
𝑘=1 (𝑒𝑟𝑛𝑘 × 𝑟𝑛𝑘 ) . in Eq. (2.17)

NEC Eq. (2.9)
MEC Eq. (2.10)
CEC Eq. (2.11)
PRI Eq.s (2.12, 2.13, 2.14)

MEAN Eq. (2.15)
PC Eq. (2.16)
LB Eq. (2.17)

Estimation of the array LAMBDA is shown in Eq. (2.6). This kernel’s order of
computation is also relatively small; it is straightforwardly computed in parallel
since each element is independent.

3. Estimation of log Gaussian probability: GAUSS

The purpose of the GAUSS kernel is to compute the 𝑁 × 𝐾 array GAUSS
computed in 𝐷

2𝛽𝑘 −
𝜈𝑘
2 (𝑥𝑛−𝜇𝑘 )𝑇𝑊𝑘 (𝑥𝑘−𝜇𝑘 ). This equation can be computationally

transformed as shown in Eq. (3.1).

𝐷

2𝛽𝑘
− 𝜈𝑘

2
(𝑥𝑛 − 𝜇𝑘 )𝑇𝑊𝑘 (𝑥𝑘 − 𝜇𝑘 )

= − 𝐷

2𝛽𝑘
− 𝜈𝑘

2

(
𝐷∑
𝑑=1

(𝜇 ◦ 𝜇 ◦𝑊) (𝑘,𝑑)

−2𝑥(𝜇 ◦𝑊)𝑇 + 𝑥 ◦ 𝑥𝑊𝑇

)
. (3.1)
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In this kernel, 𝑀1 =
∑𝐷
𝑑=1 (𝜇 ◦ 𝜇 ◦𝑊) (𝑘,𝑑) , 𝑀2 = 𝑥(𝜇 ◦𝑊)𝑇 , and 𝑀3 = 𝑥 ◦ 𝑥𝑊𝑇

are calculated in parallel, and after each calculation, − 𝐷
2𝛽𝑘 −

𝜈𝑘
2 (𝑀1 − 𝑀2 + 𝑀3) is

calculated. The 𝑎 ◦𝑏 is used in the computation of M1, M2, and M3 representing
the Hadamard product, which is the computation of multiplying the elements of
each matrix by each other and can be processed in SIMD. Therefore, the process
of multiplying the elements is performed for each thread to speed up the process.
For the matrix product, the cublasSgemm from cuBLAS, a numerical computing
library of CUDA, is used. The 𝑥 ◦ 𝑥 used in the calculation of M3 is fixed when
the data is given and is stored so that it does not need to be recomputed once.
Finally, compute the Eq. ( 3.2) on the thread with row thread ID 𝑛 and column
thread ID 𝑘 tuned for coalesce accessibility.

G𝐴𝑈𝑆𝑆(𝑛,𝑘) = 𝑀1 (𝑘) − 2 × 𝑀2 (𝑛,𝑘) + 𝑀3 (𝑛,𝑘) . (3.2)

In this calculation, the computation shown in Eq. (3.2) is performed twice instead
of once per block, considering the trade-off between the function call and memory
access overhead. Figure 3.2 shows an overview of the calculation process for the
block with the id of 1. Since 𝑀1 uses the same value for each block, it is stored
in shared memory and then referenced.

4. Computation of weighted log probability: WLP

Using the GAUSS, LAMBDA is calculated on the GPGPU, and the WEIGHT is
calculated on the CPU and transferred to calculate the weighted log probability:
WLP. This kernel is computed together with the next kernel, LR, to reduce
overhead. The computation of array WLP is shown in Eq. (3.3).

W𝐿𝑃(𝑛,𝑘) = W𝐸𝐼𝐺𝐻𝑇 𝑘 +
L𝐴𝑀𝐵𝐷𝐴𝑘

2
+ G𝐴𝑈𝑆𝑆(𝑛,𝑘) . (3.3)

5. Estimation of log responsibility: LR

Normalize the WLP to get array responsibility: LR in Eq. (3.4) to update
parameters in the Variational M step.

L𝑅𝑘 = W𝐿𝑃𝑘 −
𝐾∑
𝑖=1

(W𝐿𝑃𝑖). (3.4)
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Figure 3.2.: Overview of the GAUSS kernel for the block with the id of 1. M1, M2,
and M3 represent the data stored in the global memory. Block 𝑏1 fetches
the data and executes Eq. (3.2) with 𝐵𝑛 ×𝐾 threads according to the value
𝐵𝑛 set based on the coalescing. The part indicated by "shared memory"
indicates the data copied to the shared memory on the block.

Here, The method called 𝑙𝑜𝑔𝑠𝑢𝑚𝑒𝑥𝑝 is used, represented in Eq. (3.5) to prevent
overflow and underflow.

log

(
𝑁∑
𝑖=1

exp(𝑥𝑖)
)

= log

{
exp(𝑥𝑚𝑎𝑥)

𝑁∑
𝑖=1

exp(𝑥𝑖 − 𝑥𝑚𝑎𝑥)
}

= log

{
𝑁∑
𝑖=1

exp(𝑥𝑖 − 𝑥𝑚𝑎𝑥) + 𝑥𝑚𝑎𝑥

}
. (3.5)

In this algorithm, each thread cannot complete the process independently because∑𝑁
𝑖=1 exp(𝑥𝑖 − 𝑥𝑚𝑎𝑥) is obtained after finding the maximum value in the column

direction of WLP. Also, since this operation refers to the same value many times,
it can be processed faster by making effective use of shared memory.

a) Compute WLP in each thread using Eq. (3.3), and store it in shared memory.
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Figure 3.3.: Overview of the WLP and LR kernels for the block whose id is 1. GAUSS,
WEIGHT, and LAMBDA represent the data stored in global memory.
Block 𝑏1 fetches the data according to the value 𝐵𝑛 set based on the
coalescing and executes Eq. (3.3,3.4) with 𝐵𝑛 × 𝐾 threads.

b) If the id of the threads in the column is 0, it will calculate
∑𝐾
𝑘=1 exp(W𝐿𝑃𝑘−

W𝐿𝑃𝑚𝑎𝑥) and store it in shared memory. Otherwise, it will wait for those
threads to finish their calculations.

c) Compute LR in each thread using Eq. (3.4), and store it in global memory.

In this kernel, the computation shown above is performed twice instead of once
per block, considering the trade-off between the function call and memory access
overhead the same as GAUSS. Figure 3.3 shows an overview of the calculation
process for the block with the id of 1.

6. Computation of Sum of Resp: SR

Calculate a value sum resp: SR, which is represented by Eq. (3.6), to calculate
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the lower bound later.

S𝑅 = −
𝑁∑
𝑛=1

𝐾∑
𝑘=1

(𝑒𝐿𝑅𝑛𝑘 × 𝐿𝑅𝑛𝑘 ). (3.6)

In the Variational M step, exponentiated values of LR are needed. But the
calculation of lower bound needs, which is the next step of the Variational M
step, needs the current LR value. Thus, SR is calculated before the Variational M
step. As mentioned above, the process of finding the sum cannot be parallelized
straightforwardly. This kernel was implemented as shown below, referring to
Harris’s method for speeding up the calculation of the sum of sequences [24].

a) Reads the value of 𝐵𝑁 × 2, the number of coalescing accessible threads,
from global memory, calculates 𝑒𝐿𝑅𝑡𝑖𝑑 ,𝑛𝑘 , and stores it in global memory for
M step.

b) Calculate 𝑒𝐿𝑅(𝑡𝑖𝑑 ,𝑘 ) + 𝐿𝑅(𝑡𝑖𝑑 ,𝑘) and 𝑒𝐿𝑅(𝑡𝑖𝑑+𝐵𝑁 ,𝑘 ) + 𝐿𝑅(𝑡𝑖𝑑+𝐵𝑁 ,𝑘) and add them
together and store it in the shared memory in each thread.

c) Set 𝑆𝐼𝑍𝐸 = 𝐵𝑁 . A thread with id of 𝑆𝐼𝑍𝐸/2 or less reads the value of its
own 𝑡𝑖𝑑 and the value of 𝑡𝑖𝑑 + (𝑆𝐼𝑍𝐸/2) from shared memory, adds them
together and writes them to its own tid. Then, reduce 𝑆𝐼𝑍𝐸 by half. This
process is repeated until 𝑆𝐼𝑍𝐸 becomes 32.

d) To make the addition even faster, the shfl_down_sync, a function that can
refer to the same warp value without using shared memory, is used.

e) Once all the accumulated values in a block are obtained, they are stored in
a temporary array for addition in global memory.

f) Further, the sum of the values in the temporary array for addition is calcu-
lated in the same way to obtain the total value.

g) This process is done for all the rows to get the exponentiated LR and SR.

Figure 3.4 shows an overview of the calculation process for the block with the id
of 1.

7. Estimation of Num of Each Cluster: NEC
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Figure 3.4.: Overview of the SR kernel for the block with the id of 1. LR and SUM
Array represent the data stored in the global memory. Block 𝑏1 fetches
the data and executes Eq. (3.6) with 𝐵𝑛 ×𝐾 threads according to the value
𝐵𝑛 set based on the coalescing. The part indicated by "shared memory"
indicates the data copied to the shared memory on the block.

This kernel computes values of array NEC according to Eq. (2.9). Since this
kernel is a summation process, as in SR, and cannot be parallelized in a straight-
forward way, The method employed to speed up the Harris array summation
calculation was also used in SR.

8. Estimation of Mean of each cluster: MEC

The computation of matrix MEC is represented by Eq. (2.10). This calculation
can be replaced by using data: X and LR and NEC in Eq. (3.7).

M𝐸𝐶 = L𝑅𝑇𝑋/(N𝐸𝐶). (3.7)

In this kernel, cublasSgemm is used the same as GAUSS.
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9. Estimation of Covariance of Each Cluster: CEC

The computation of matrix CEC is represented by Eq. (2.11), and this calculation
can replace Eq. (3.8) if the GMM uses diagonal covariance.

𝑆 =
𝑟𝑥 ◦ 𝑥
𝑁𝑘

− 2
𝑥 ◦ 𝑟𝑥
𝑁𝑘

+ 𝑥 ◦ 𝑥. (3.8)

Therefore, L𝑅𝑇 (𝑋 ◦𝑋) and L𝑅𝑇𝑋 is able to be computed by using cublasSgemm
and compute them as Eq. (3.8).

10. Estimation of 𝛼, 𝛽, 𝜈: PRI

The calculation cost of these values is shown in Eq.s (2.12, 2.13, 2.14) are not
high. So, their calculations are conducted on the CPU.

11. Estimation of MEAN

The Computation of prior of mean: MEAN is represented in Eq. (2.15). MEAN
is also calculated on the CPU. Because the next calculation, which is for the
precision matrix, needs 𝑥𝑘 value.

12. Estimation of Precision Cholesky: PC

The computation of prior precisions is represented by Eq. (2.16). After com-
puting it, substitute its square root into the PC. It also computes the logarithmic
determinant of the PC for the computation of the lower bound and the next vari-
ational E-step. This kernel’s order of computation is also relatively small, and
since each element is independent, it is straightforwardly computed in parallel.

13. Computation of lower bound: LB

Lastly, the computation of lower bound functioned as the indicator computed
by Eq. (2.17). Sum resp and log determinant precision Cholesky have already
been calculated. The calculation cost of rest values is negligible. So, Their
combinations are conducted on the CPU.

3.5. Optimizing Data Transfer and CPU-GPGPU Co-operationscheme

Frequent communication between host memory and device memory is a big loss when
it comes to GPU acceleration. Therefore, in this implementation, communication
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between host memory and device memory is basically performed only twice, before
the start of the variational-EM algorithm and after convergence. Exceptionally, data
necessary for WEIGHT, PRI, MEAN, and LB calculations are sent and received at
each step of the variational-EM algorithm. These are because the computation and
data transfer of the kernel is relatively very small when the amount of data is large, so
it can overlap with the computationally large kernel running on the GPU. Therefore,
this implementation cannot support the case where memory on the device cannot be
allocated.
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4. Evaluations and Results

To demonstrate the superiority of the GPGPU implementation of VB-GMM, we con-
ducted an evaluation experiment comparing the CPU implementation of VB-GMM
with the GPGPU implementation of the EM algorithm. The experiment is divided into
two parts. One is an evaluation using artificial data, and the other is an experiment using
actual data. Here, to avoid confusion, our implementation is called VB-GPU; CPU
implementation of VB-GMM is VB-CPU; and GPU implementation of EM algorithm
GMM is EM-GPU. The evaluation environment is shown in Tab. 4.1.

Table 4.1.: Evaluation environment

VB-GPU EM-GPU VB-CPU
Algorithm Variational inference EM algorithm Variational inference

OS CentOS Linux release 7.9.2009 (Core)
CPU Intel(R) Core(TM) i9-10940X CPU @ 3.30GHz

GPGPU GeForce RTX3090 N/A
Memory 256GB
Compiler NVIDIA (R) Cuda compiler driver V11.2.142 gcc version 4.8.5
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4.1. Evaluation with Artificial Data

4.1.1. Kernel processing time compared to CPU

For VB-GPU and VB-CPU, for each kernel shown in Section 3, the comparison of the
processing time, one time of the variational-EM algorithm to see which kernel is faster
and to confirm the validity of the experimental results, is conducted. In VB-GPU,
NVIDIA Visual Profiler, Chrono library [25], and CUDA Runtime API are used to get
percentages. In VB-CPU, C standard time function is used. For the kernels running in
parallel on the GPU and CPU in Section 3.5, the two are described together, and the
kernel running on the GPU is taken as its execution time.

In this evaluation, Artificially created data with 32, 16, and 1e+06 clusters, dimen-
sions, and data, respectively, were used, and ran the variational-EM algorithm ten times,
measured the execution time of each kernel, and divided by 10 to calculate the execution
time per run for each kernel. Table 4.2 shows a comparison of the breakdown of the
execution time of one variational-EM algorithm for the two implementations. From
Tab. 4.2, kernels account for most of the execution time in the CPU implementation
has been greatly accelerated, and speedup has been achieved.

4.1.2. Kernel processing time compared to OpenCL

CUDA is one of the most useful programming models for GPGPU. However, its porta-
bility is low. Therefore, in addition to comparing the kernels of each CPU, an additional
OpenCL implementation of the kernel that had a significant parallelization is created
for effect in the aforementioned experiment and compared to this implementation.

Data placement and kernel structure were basically the same as in the CUDA imple-
mentation. The data used for verification was the same as that used for comparing kernel
time with the CPU. In the OpenCL implementation, the matrix product is the matrix
product function of clBLAS [26], the arithmetic library for OpenCL, clblasSgemm.
Table 4.3 shows a comparison of CUDA and OpenCL for the breakdown of execution
time for each kernel in one iteration. From Tab. 4.3, the execution speed of CUDA is
fast for many major kernels is indicated. Also, all major kernels are significantly faster
than the CPU, even in implementations using OpenCL.
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Table 4.2.: Comparison of CUDA and CPU for the breakdown of execution time for
each kernel in one iteration

CPU [ms] (t1) GPU [ms] (t2) Speed-Up t1/t2
WEIGHT 0.0059

2.1938 328.39
GAUSS 720.4222
LAMBDA 0.0381 0.0278 1.37
WLP+LR 982.9521 1.3113 749.60
SR 773.6876 7.8857 98.11
NEC 58.7554 7.4401 7.90
MEC 108.8799

0.4742 229.59
PRI 0.0016
CEC 128.9425

0.9323 138.31
MEAN 0.0055
PC 0.0151 0.0213 0.71
LB 0.1013 0.0931 1.09

4.1.3. Comparative experiments with varying parameters of the
dataset

These evaluations use data sampled by Gaussian mixture models whose parameters
were set intentionally. This experiment consists of three experiments, each of which
changes the number of data 𝑁 , the number of clusters to sample 𝐾 , and the number
of dimensions 𝐷. The main evaluation items are execution time to evaluate execution
speed and the Davis-Bouldin Score (DB Score) to evaluate the quality of clustering.
All evaluation items and their contents are shown in Tab. 4.4.

Varying number of data

The number of dimensions and the number of clusters is fixed at 16 and 32, respectively.
The number of data is varied from 1e+03 to 1e+07. The experimental results are shown
in Tab. 4.5, and the extracted time and DB score are shown in Fig. 4.1.

Figure 4.1 indicates that the execution time of the CPU implementation increases as
the number of data increases, while the execution speed of the two GPU implemen-
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Table 4.3.: Comparison of CUDA and OpenCL for the breakdown of execution time
for each kernel in one iteration

OpenCL [ms] (t1) CUDA [ms] (t2) Speed-Up t1/t2
GAUSS 18.44 2.19 8.78
WLP+LR 0.54 1.31 0.41
SR 36.98 7.88 4.69
NEC 36.23 7.44 4.87
MEC 4.14 0.4742 8.73
CEC 5.79 0.9323 6.22

Table 4.4.: Evaluation items and their summary
Evaluation item Summary
Time The time it took for each implementation to converge. Unit: millisecond
DB score Davis-Bouldin Score: DB score [27] signifies the average similarity between clus-

ters, where the similarity is a measure that compares the distance between clusters
with the size of the clusters themselves. Zero is the lowest possible score. Values
closer to zero indicate a better partition. DB indicators for clustering results were
calculated using scikit-learn’s metrics library. [28].

Conv. Cluster. The number of clusters at the time of convergence; one cluster was counted when
the GMM weight exceeded the threshold.

Log Likelihood Goodness of fit to the data. If it is excessively high, there is a high possibility of
overtraining.

Conv. Iter. The number of iterations each algorithm took to converge.

tations, VB-GPU and EM-GPU, remains flat until the number of data exceeds 1e+06.
It can also be seen that VB-CPU and VB-GPU using variational inference have bet-
ter DB scores than implementations using the EM algorithm. Also, Table 4.5 shows
that compared to the implementation using EM-algorithm, both implementations using
variational inference are closer to the true number of clusters of 32 at convergence.
This means that the VB-GPU property of being able to find the number of clusters,
introduced in Section 1.1, is reflected. When the number of data was 1e+07, VB-GPU
successfully achieved 192 times speed-up compared to VB-CPU.

From Fig. 4.1 and Tab. 4.5, we can see that VB-GPU and VB-CPU use the same
computation algorithm, and the results are basically the same, but when the data size
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Table 4.5.: Result of evaluation with varying the number of data

Number of Data
Time[ms] DB Score Conv. Cluster. Log Likelihood Conv. Iter.

VG VC EG VG VC EG VG VC EG VG VC EG VG VC EG
1e+03 545 31 534 0.39 0.39 0.77 30 30 63 6.9 6.9 57.3 8 6 17
1e+04 554 263 596 0.26 0.26 0.98 31 31 59 21.5 23.9 47.2 8 7 28
1e+05 597 3189 553 0.25 0.25 0.53 31 31 62 36.3 39.0 53.7 8 7 6
1e+06 885 40264 1244 0.56 0.56 1.19 31 31 64 41.7 46.8 55.3 9 8 29
1e+07 5037 970074 3436 0.90 1.33 3.08 30 31 61 42.3 42.3 49.9 32 31 6

Figure 4.1.: Execution time and DB Score depend on the number of data.
(The number of clusters=32, The number of dimensions=16)

is 1e+07, there is a big difference between the two implementations. This is due to
missing information when calculating the product of matrices in the GAUSS, MEC, and
CEC kernels and when calculating the sum in the SR and NEC kernels. In particular,
the SR and NEC kernels are prone to missing information because the GPU repeats the
process of adding two values, which tends to cause differences in the absolute values of
the values, while the CPU implements the process of adding the values in order from
the front.
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Table 4.6.: Result of evaluation with varying the number of clusters

Number of Cluster
Time[ms] DB Score Conv. Cluster. Log Likelihood Conv. Iter.

VG VC EG VG VC EG VG VC EG VG VC EG VG VC EG
4 699 2383 725 0.82 0.82 0.82 8 8 8 4.7 12.9 34.6 3 2 4
8 795 16105 757 0.41 0.41 0.43 7 7 16 3.5 33.8 44.4 17 18 6

16 815 23817 799 0.45 0.45 0.45 15 19 29 43.8 34.1 51.8 13 10 8
32 865 40312 1192 0.56 0.56 1.05 31 31 63 41.7 46.8 55.2 9 8 26
64 1099 85645 983 0.40 0.40 0.69 58 58 115 40.6 40.6 52.8 10 9 8

128 1333 143286 1264 0.80 0.80 0.73 107 107 219 37.6 37.6 50.7 8 7 9

Varying number of cluster

The number of dimensions and the number of data was fixed at 16 and 1e+06, respec-
tively. The number of clusters varied from 4 to 128. The experimental results were
shown in Tab. 4.6, and the extracted time and DB score are shown in Fig. 4.2.

Figure 4.2 indicates that the execution time of the CPU implementation increases as
the number of clusters increases, while the execution speed of the two GPU implemen-
tations, VB-GPU and EM-GPU. It can also be seen that VB-CPU and VB-GPU using
variational inference have better DB scores than implementations using the EM algo-
rithm. Also, Table 4.6 shows that compared to the implementation using EM-algorithm,
both implementations using variational inference are closer to the true number of clus-
ters at convergence. This shows that the number of clusters, a property of variational
inference, can be obtained in the same way as in Section 4.1.3. When the cluster number
was 128, VB-GPU successfully executed and achieved 107 times speed-up compared
to VB-CPU.

Varying number of dimensions

The number of clusters and the number of data fixed to 32 and 1e+06. The number of
dimensions is varied from 4 to 128.

The experimental results are shown in Tab. 4.7, and the extracted time and DB
score are shown in Fig. 4.3. Figure 4.3 and Tab. 4.7 show that VB-GPU has the
same clustering capability as VB-CPU, regardless of the number of data, and can run
at the same speed as EM-GPU. It can also be seen that the Gaussian distributions
that make up the GMMs obtained by inference are close to the correct values when
implemented using variational inference. When the number of dimensions was 128,
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Figure 4.2.: Execution time and DB Score depending on the number of clusters. (The
number of data=1e+06, The number of dimensions=32)

Table 4.7.: Result of evaluation with varying the number of dimensions

Number of dimensions
Time[ms] DB Score Conv. Cluster. Log Likelihood Conv. Iter.

VG VC EG VG VC EG VG VC EG VG VC EG VG VC EG
4 906 60639 823 0.36 0.36 0.25 29 29 45 8.1 8.1 10.2 19 19 15
8 860 44629 780 0.49 0.49 0.49 30 30 61 19.7 20.0 24.3 14 13 10

16 874 40190 1146 0.56 0.56 1.03 31 31 64 41.7 46.8 55.3 9 8 24
32 1070 57669 1062 0.46 0.46 0.77 29 29 56 83.9 87.2 105.0 7 6 8
64 1481 92933 1420 0.52 0.52 1.92 31 31 54 177.1 188.3 207.9 6 5 5

128 2333 163156 2822 0.95 0.95 3.18 23 23 56 260.4 260.3 355.1 5 4 31

VB-GPU successfully achieved 69 times speed-up compared to VB-CPU.

4.1.4. Comparison with FPGA implementation

This section shows the comparing evaluation with the FPGA model of EMGMM [23].
In this section, the FPGA implementation of expectation–maximization algorithm is
referred to as EM-FPGA, and the GPU implementation of the proposed implementation
of variational bayesian Gaussian mixture models is referred to as VB-GPU. Since the
number of Data that can be processed Per Second: 𝐷𝑃𝑆 is used as the evaluation value
in the previous EM-FPGA study, the number of data that can be processed per second is
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Figure 4.3.: Execution time and DB Score depending on the number of dimensions.
(The number of data=1e+06, The number of clusters=32)

calculated and compared in this implementation as well. Equation 4.1 calculates 𝐷𝑃𝑆
values of VB-GPU. In Equ. 4.1, 𝑁 , 𝐿, 𝑇 represent the number of data, the number of
loops executed, and the execution time, respectively.

𝐷𝑃𝑆 =
𝑁 × 𝐿
𝑇

(4.1)

𝐷𝑃𝑆 values for EM-FPGA were those described in previous research paper [23]. The
evaluation data were sampled from GMMs following the number of dimensions 𝐷 and
the number of clusters 𝐾 described in the paper [23], and the number of data 𝑁 was
evaluated at 107 in addition to 106 described in the previous research paper.

Table 4.8 shows Comparison results with FPGA implementation of GMM by EM
algorithm. In Tab. 4.8, 𝑁, 𝐷, 𝐾 represents the number of data, the dimensions of data,
and the number of setting cluster size, respectively. 𝐷𝑃𝑆 and 𝑆𝑈 represent the number
of Data processed Per Second, Amount of performance improvement compared to
FPGA implementation, respectively.

Table 4.8 shows that when the number of data is 106, the performance of the pro-
posed method, VB-GPU, is lower than the EM-FPGA implementation in the previous
study when the number of dimensions and clusters is small, but when the number of
dimensions and clusters is large, the performance is more than four times higher. The
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Table 4.8.: Comparison results with FPGA implementation of GMM by EM algorithm

EM-FPGA [23] VB-GPU

𝑁 106 106 107

𝐷 𝐾 𝐷𝑃𝑆 𝐷𝑃𝑆 𝑆𝑈 𝐷𝑃𝑆 𝑆𝑈

6 2 2.48E+08 1.11E+08 0.45x 4.71E+08 1.90x
6 4 2.48E+08 7.92E+07 0.32x 3.81E+08 1.54x
6 6 2.48E+08 6.45E+07 0.26x 3.10E+08 1.25x
16 8 9.15E+07 5.22E+07 0.57x 2.57E+08 2.81x
16 16 4.57E+07 3.27E+07 0.72x 1.68E+08 3.67x
16 32 2.28E+07 1.84E+07 0.81x 9.24E+07 4.05x
96 64 1.90E+06 8.76E+06 4.61x 3.99E+07 21.02x
96 128 9.50E+05 4.52E+06 4.76x 2.01E+07 21.16x
96 256 4.74E+05 2.33E+06 4.91x 1.02E+07 21.53x

number of data that can be processed per second is 4.91 times higher when the number
of dimensions and the number of clusters are 96 and 256, respectively.

Also, in the case of the number of data is 106, the proposed method, VB-GPU,
achieves better DPS than the previous study, EM-FPGA, for all the number of dimen-
sions and clusters evaluated, and when the number of dimensions is 96 and clusters is
256, the number of data that can be processed per second is 21.53 times higher.
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4.2. Evaluation with Practical Data

These evaluations use open data. Table 4.9 shows an outline of the data. Evaluation
items took time to converge, and DB Score was the same as Section 4.1.3. For all
datasets used in this evaluation, dimensionality reduction was performed by principal
component analysis with whitening applied using scikit-learn as a preprocessing step,
and dimensionality reduction was performed to the smallest number of dimensions with
an explanatory variance ratio greater than 0.8. Alignment-accuracy was calculated as
in the [29] experiment, using a majority vote of members to align each cluster to a
single label and using that class.

Table 4.9.: Outline of Practical Data
𝑁 : Number of data, 𝐾 : Number of classes, 𝐷 : Number of dimensions

Name 𝑁 𝐾 𝐷 Overview
Original→ After PCA

MNIST [9] 60000 10 64→ 39 28 x 28 Handwritten digits.
CIFAR10 [10] 60000 10 64→ 26 32 x 32 color images in 10

classes.
PAMAP2 [11] 376417 13 52→ 6 Physical Activity Monitoring

dataset.
Gas sensors for home activ-
ity monitoring Data Set: GDS
[12]

919438 3 11→ 2 Recordings of a gas sensor ar-
ray composed of 8 MOX gas
sensors and a temperature and
humidity sensor.

1. MNIST
The MNIST database of handwritten digits has a training set of 60,000 examples
and a test set of 10,000 examples. It is a subset of a larger set available from
NIST. The digits have been size-normalized and centered in a fixed-size image.
Table 4.10 shows that the proposed method, VB-GPU, achieves better DB Scores
than EM-GPU when the number of dimensions is 32 or more. Also, it can
be confirmed that the number of clusters at convergence is reduced when the
dimensionality is greater than the default number of clusters, which is 64 or
more. In addition, VB-GPU achieved good Alignment-accuracies for any initial
number of clusters.
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Table 4.10.: Evaluation result with practical data sets
Time[sec] Time ratio DB Score Conv. Cluster Log Likelihood Alignment Accuracy

Data Set Init Cluster VG EG VG/EG VG EG VG EG VG EG VG EG
MNIST 16 0.81 0.66 1.22 3.62 3.25 16 16 54.23 111.98 0.48 0.14

32 1.25 0.83 1.50 3.39 6.75 32 32 56.66 121.00 0.63 0.22
64 2.24 0.91 2.45 3.10 6.64 52 64 58.08 120.00 0.70 0.18

128 2.88 1.71 1.68 2.94 6.35 63 128 59.07 127.26 0.72 0.20
CIFAR10 16 1.04 0.98 1.06 5.31 4.35 16 16 -36.07 -31.73 0.23 0.20

32 1.27 1.12 1.14 4.81 4.06 28 32 -35.81 -30.95 0.26 0.24
64 1.82 1.30 1.40 4.75 3.80 38 64 -35.60 -30.06 0.28 0.27

128 3.19 1.66 1.93 4.15 3.25 41 128 -35.55 -29.27 0.28 0.30
PAMAP2 64 2.14 1.83 1.17 1.70 1.56 63 64 -5.06 63.58 0.69 0.67

128 3.26 2.80 1.16 1.75 1.60 127 128 -4.22 -0.78 0.71 0.70
256 6.78 4.17 1.63 1.65 1.56 253 256 -3.36 0.50 0.76 0.73
512 10.09 8.11 1.25 1.57 1.56 466 512 -2.85 1.51 0.79 0.77

1024 10.87 15.49 0.70 1.56 1.58 769 1024 -2.64 2.60 0.81 0.80
GDS 64 2.44 2.44 1.00 1.99 1.12 64 64 -1.30 0.42 0.50 0.47

128 4.73 3.71 1.27 2.63 1.11 128 128 -1.18 0.52 0.52 0.48
256 3.53 8.43 0.41 2.79 1.23 256 256 -1.27 0.97 0.51 0.48
512 10.75 N/A N/A 1.93 N/A 512 N/A -1.22 N/A 0.49 N/A

1024 22.33 31.45 0.71 2.30 1.13 1019 1024 -1.22 1.53 0.50 0.53

2. CIFAR10
The CIFAR-10 dataset consists of 60000 32x32 color images in 10 classes.

Value-based clustering of the pixels is applied to confirm if the ten classes could
be clustered. As shown in Tab. 4.10, VB-GPU successfully reduced the number
of clusters at convergence when the initial number of clusters was 32 or more in
this experiment. However, in all cases, the DB Score was found to be below that
of EM-GPU. Alignment-accuracies of VB-GPU and EM-GPU were comparable
at any initial number of clusters.

3. PAMAP2
The PAMAP2 (Physical Activity Monitoring) dataset contains data on 18 differ-
ent physical activities (such as walking, cycling, playing soccer, etc.), performed
by nine subjects wearing three inertial measurement units and a heart rate mon-
itor. Table 4.10 shows that VB-GPU reduces the number of converging clusters
when the number of set clusters is greater than 512, and the number of con-
verging clusters is 769 when the initial number of clusters is 1024. When the
initial number of clusters was 512 and 1024, the DB Score was the same as that
of EM-GPU, despite the reduction in the number of clusters. Also, when the
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initial number of clusters was 1024, the execution speed was 1.42 times faster.
Alignment-accuracies of VB-GPU and EM-GPU were comparable at any initial
number of clusters.

4. Gas sensor for home activity monitoring Data Set
This dataset has recordings of a gas sensor array composed of eight MOX gas

sensors and a temperature and humidity sensor. This sensor array was exposed
to background home activity while subject to two different stimuli: wine and
banana. The responses to banana and wine stimuli were recorded by placing the
stimulus close to the sensors. We tried value-based clustering of the sensors to
see if the three states banana, wine, and background could be clustered. Table 4.9
shows that in this experiment, VB-GPU did not achieve dimensionality reduction
at any initial number of clusters, and DB Score was also high. Alignment-
accuracies of VB-GPU and EM-GPU were comparable at any initial number of
clusters.
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5. Discussion

Firstly, we discuss the difference between VB-GPU and VB-CPU. Section 4.1.1 shows
that using the GPU, we can see that the bottleneck in the CPU implementation has
been greatly improved. These CPU bottlenecks include 𝑁 in the computational order,
indicating that GPUs are able to handle large amounts of data. This can also be able
to confirm in evaluation with varying the number of data where we can see that the
calculation time for VB-CPU increases as the amount of data increases, while for VB-
GPU, it remains flat until the amount of data exceeds a certain level, and only when
the amount of data exceeds 1e+07 does the calculation time increase. In addition, in
evaluation with varying the number of clusters, we confirmed that VB-CPU increases
the computation time as the number of clusters increases, but VB-GPU can suppress
it. In the experiments with varying the number of dimensions, execution time did not
correlate well with increasing dimensionality, and there was no significant difference
between VB-GPU and VB-CPU. This may be due to the fact that some kernels other
than GAUSS, which is the bottleneck, are not correlated with D.

Secondly, we will discuss the comparison with OpenCL. We will show that our
CUDA implementation is faster than a similar implementation in OpenCL and more
effective than using OpenCL in environments where CUDA is available. Also, all major
kernels are significantly faster than the CPU, even in implementations using OpenCL.
This shows that our implementation is effective even in environments where CUDA is
not available.

Thirdly, the discussion of comparison with FPGA implementation is based on the
result of Section 4.1.4. In this experiment, the proposed method is inferior to the
FPGA implementation of the EM-algorithm, a previous study, in terms of the number
of data processed per second, when the same number of data as in the previous study
is used, when the number of dimensions and clusters is small. However, when the
number of dimensions and clusters is large, the performance is about 4.7 times higher

35



than that of the previous study. In the runs with ten times the number of data used
in the evaluation in the previous study, the proposed method was superior in all the
validations measured, regardless of the number of dimensions and clusters, and achieved
21.5 times the performance when the number of dimensions and clusters were 96 and
256, respectively. This is thought to be because GPUs have high parallelism compared
to FPGAs, and the larger the data to be processed at one time, the more advantageous
they are. This suggests that the proposed method has an advantage over previous work
using FPGAs in terms of processing large data.

Finally, we discuss the difference between VB-GPU and EM-GPU. We can see that
in all experiments using artificial data in Section 4.1.3. VB-GPU achieves the same
execution time as EM-GPU, and VB-GPU achieves a better DB Score than EM-GPU.
Notably, in all experiments with arbitrary artificial data, the number of clusters at
convergence is closer to the true number of clusters in the data than EM-GPU. This is
a very important property in data analysis because it gives us an idea of what kind of
clusters the data has. It also achieves a smaller Log likelihood than EM-GPU while
achieving a good DB Score, indicating that it is able to perform good clustering while
avoiding over-fitting the data.

Next, the discussion in the comparison of the proposed method, VB-GPU, and the
previous study, EM-GPU, using practical data is presented. In experiments with the
MNIST dataset of handwritten character images, the VB-GPU achieved better DB
Scores than the EM-GPU at the number of initial clusters is larger than 16. It also
confirmed that when the dimensionality is large, the number of clusters at convergence
is successfully reduced. This indicates that the number of clusters in the VB-GMM has
been optimized, as described in Section 2.3.

Despite the small number of clusters at convergence, the DB Score, which indicates
the similarity between clusters, achieved good values, meaning that good clustering
results were obtained. Alignment Accuracy is also higher than that of EM-GPU, indi-
cating that the clustering is better than that of EM-GPU in the context of classifications
that also follow the labels of the original data. In terms of execution speed, EM-GPU
was faster in all cases.

In the clustering of CIFAR10, which is image data, similarly, when the initial number
of clusters is large, VB-GPU shows that it is able to optimize the number of clusters.
However, the DB Score was greater than that of EM-GPU. This indicates a high
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degree of similarity between the classes at convergence, indicating that the clustering
results overly grouped the classes together. Alignment Accuracy showed comparable
performance in all cases. In terms of execution speed, EM-GPU was faster in all cases.

No significant difference in DB Score was found between the two implementations
in the clustering of the dataset PAMAP2, which links the values of sensors attached to
the body with Physical Activity. However, in this experiment, there were several cases
where VB-GPU was able to optimize the number of converging clusters, converging
to 466 clusters when the initial number of clusters was 512 and to 769 clusters when
the initial number of clusters was 1024. The convergence to a smaller number of
clusters while maintaining a similar DB Score indicates that better clustering is achieved
compared to EM-GPU. In terms of execution time, it was faster than EM-GPU when
the initial number of clusters was 1024.

In the GDS, a dataset that ties periodic sensor values to nearby objects, VB-GPU
was unable to optimize the number of clusters at any initial number of clusters. The
DB Score was also lower than that of the EM-GPU. This data set has 3 original classes
and 2 dimensions after PCA, and the differences in information between classes are
very small. It is thought that the optimization of the number of converging clusters
did not occur as a result of attempting to separate the data by this small difference. In
terms of execution time, the cluster was faster than EM-GPU when the initial number
of clusters was 256 and 1024. The trend suggests that EM-GPU is also faster when
the number of clusters is 512, which EM-GPU did not converge. As a summary of the
comparison using practical data, VB-GPU has the advantage of optimizing the number
of converging clusters when the number of initial clusters is large, and converges faster
than EM-GPUs when the number of initial clusters is large in clustering with relatively
large data such as PAMAP2 and GDS. In some cases, the clustering converged faster
than EM-GPUs when the initial number of clusters was large. From this, VB-GPU is
more effective than EM-GPU in clustering data where the actual number of clusters is
unknown and the number of data is relatively large.
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Part II.

Resampling High Efficient Hardware
for Sequential Monte Carlo
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6. Introduction

6.1. Motivation

The Bayesian method is one of the most popular methods for data analysis because it can
express uncertainty in parameter estimates and analyze data with complex structures in
a flexible model [30, 31]. Bayesian theory is expressed by Equ. 6.1.

𝑝(𝜃 |𝑦) = 𝑝(𝑦 |𝜃)𝑝(𝜃)
𝑝(𝑦) (6.1)

Where 𝑦 represents the observed data, 𝜃 represents the unobserved parameters of the
model, 𝑝(𝜃) is the prior probability of the parameter 𝜃, and 𝑝(𝑦 |𝜃) is the likelihood,
or likelihood, of 𝑦 given 𝜃, and the 𝑝(𝑦) is called as normalized constant or marginal
likelihood. Unlike neural networks, the entire model can be explained by the data and
the prior probabilities behind it, as shown in Equ. 6.1, so it is also attracting attention
as a machine learning method with a high explanation.

However, the computation involved in general Bayesian tasks such as estimation, pre-
diction, and model comparison using Bayesian methods is concentrated on integration
to compute 𝑝(𝑦), and the dimensionality is too large for data analysis such as the huge
amount of data that has become available due to recent improvements in data storage
and communication technology. Therefore, most of the interest in Bayesian methods
has focused on better approximate methods of inference in the form of Monte Carlo
estimation and variational approximation.

Sampling methods using Markov Chain Monte Carlo (MCMC) are mainly used for
sampling Bayesian inference problems because they can sample from the posterior
distribution in Bayesian modeling, regardless of dimension or complexity. However,
MCMC is too computationally intensive for practical use [32], and various improve-
ments have been made for use on large data sets.
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Sequential Monte Carlo (SMC) is an improved MCMC method characterized by the
process of resampling, in which weights are calculated for each sampled value, and the
next sampling is performed according to the weights [33].

SMC is suitable for parallelization due to its structure, and various parallelization
implementations using multi-core CPUs, GPUs, FPGAs, etc., are being attempted to
increase speed. Among them, resampling, which is a feature of SMC, is known to be
a bottleneck because it is computationally expensive. Therefore, most SMC speed-up
and efficiency improvement research focus on how to make resampling more efficient.

6.2. Challenges and Contribution

In this study, the Optimization of the dedicated hardware for the resampling step,
which is one of the three steps in the sequential Monte Carlo method: sampling step,
importance calculation step, and resampling step, and whose processing time increases
in proportion to the number of particles. The specific optimization method is to optimize
the metropolis resampling algorithm used in the resampling step, which is suitable for
parallelization, from the currently used floating-point method to the integer-optimized
method.

The proposed optimization of Metropolis Resampling to run on integers achieves
the elimination of conversion and multiplication to the floating point in the random
number generation part within Metropolis Resampling and also makes it hardware
efficient by eliminating calculations in the floating-point in the Metropolis test. In
the evaluation experiments, the proposed method was evaluated for 8-bit, 16-bit, and
32-bit integers, considering hardware efficiency. In the evaluation of several algorithms
on CPUs, the proposed integer-optimized Metropolis resampling achieved resampling
quality equivalent to that of single-precision floating-point methods for 8-bit integers,
16-bit integers, and 32-bit integers as resampling alone. In addition, the Sequential
Monte Carlo Sampler, an algorithm using SMC, achieved the same performance as the
floating-point method when the number of particles is large.

In the evaluation of the hardware implementation, the proposed integer-optimized
Metropolis resampling reduced resource usage for all data width implementations
compared to previous studies using the single-precision floating-point. It achieved up to
3.0 times LUT usage improvement in critical modules such as coefficient generation and
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Metropolis test execution improvements in key modules such as coefficient generation
and Metropolis test execution. LUT utilization reductions of 31% at 32 bits, 57% at 16
bits, and 64% at 8 bits were achieved in key modules such as coefficient generation and
Metropolis test execution, while other bottlenecks achieved up to 3.0 times throughput
improvement and up to 75% memory utilization reduction.

6.3. Composition of Part II

The rest of this paper is organized as follows. Section 7 provides an introduction to
SMC and introduces previous work. Section 8 presents the proposed integer-optimized
Metropolis Resampling algorithm and its application to hardware. Section 9 presents
some evaluation of the proposed algorithm for conforming validation of this algorithm.
The extended discussion is shown in Section 10. The conclusion is presented in Part
III, along with those from Part I.
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7. Background Theory and Related
Works

7.1. Overview of Sequential Monte Carlo: SMC

Sequential Monte Carlo: SMC [33–35], is a class of algorithms for estimating the
posterior distribution of a state in a dynamic Bayesian model. This algorithm is a
type of approximate Bayesian method whose basic concept was presented in 1996 as
a Monte Carlo filter [34] or bootstrap filter [33], an iterative method that approximates
the posterior distribution using a set of weighted samples called particles.

The algorithm uses these particles to estimate posterior distribution in the procedure
described below.

1. Sampling:
The algorithm generates a set of particles by sampling from the posterior distri-
bution at the previous time step. The particles represent different possible states
of the system at the current time step and are used to approximate the posterior
distribution.

2. Importance Computation:
The algorithm assigns a weight to each particle based on its likelihood, given the
current observations. The weight reflects the relative importance of the particle
in approximating the posterior distribution.

3. Resampling:
The algorithm selects a new set of particles from the current set of particles
based on their weights. The resampling step is used to ensure that the new set
of particles more accurately represents the posterior distribution. It also helps to
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Figure 7.1.: The conceptual diagram of the SMC.
SMC converges to distribution in line with the data by repeating the three
steps of Sampling, Importance Computation, and Resampling.

prevent the loss of diversity in the particle set, which can occur if a small number
of particles dominate the distribution.

After the resampling step, the algorithm returns to the sampling step and begins the
next iteration. The process is repeated until the desired level of accuracy is achieved or
the predetermined number of iterations have been completed. The conceptual diagram
of the SMC is shown in Fig. 7.1.

One of the main advantages of SMC is that it can handle high-dimensional state
spaces and complex non-linear models [33, 34]. Therefore, as the next section will
show, SMC is used in a wide range of fields, including many-object tracking, physics,
financial economics, and statistics, where nonlinearities and non-Gaussianities need to
be modeled.
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7.2. Application of Sequential Monte Carlo

SMC is a beneficial technique in signal processing due to its robustness since there is
much noise in the input. Early studies have shown that Djuric et al. [36] took advantage
of SMC’s sequential importance-oriented nature in signal processing problems, which
are generally highly uncertain, and applied it to parameter estimation. For example,
there are many applications for time-period analysis as a fundamental task in signal
processing. [37–39]. In the equally essential task of radar analysis, Boers et al. [40]
showed that using SMC for the likelihood ratio, a signal detection method, is effective
for radar detection of stealth and dim objects. Decoding sparse signals is another
essential task. By using SMC-based models in the sparse signal decoding task, Yoo et
al. [41] achieved a lower error rate than existing methods. Take the audio signal, for
example; SMC has been used in many studies of speaker tracking [42–44] using speech
signals, which is one of the most typical signal-processing tasks. In a recent study, Liu
et al. [45] designed a two-layer particle filter to overcome the drawback of classical
particle filter-based methods: poor performance when measurements are disturbed by
noise. Also, Wang et al. [46] proposed a distributed review speaker estimation method
using an unscented particle filter [47], a type of Particle Filter, and data correlation in
noisy and reverberant environments, which has been difficult in the past, and showed
that multiple speakers could be distributed and tracked even in reverberant and noisy
environments.

In addition to basic signal processing, applied areas include motion tracking and
simultaneous localization and mapping (SLAM).

In motion-tracking, While MCMC was initially the mainstay of motion-tracking
applications, Blake et al. [48] introduced SMC, and various studies have since been
conducted on the use of SMC for motion tracking [49–53]. Recently, Zhang et al. [54]
combined existing convolution neural network: CNN-based models with SMC to make
them more robust than models using only CNNs [55].

SLAM is a technique used by robots and autonomous vehicles to build a map of an
unknown environment while simultaneously determining their own location within that
environment [56]. It involves the integration of sensory data, such as that obtained from
lasers, cameras, or inertial measurement units, with algorithms that estimate the robot’s
position and orientation relative to the environment. Many algorithms of mobile robot
SLAM (Simultaneous Localization and Mapping) have been researched at present,
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however, the SLAM algorithm of mobile robots based on probability is often used in
the unknown environment [57].

The application of SMC to SLAM has been studied for a long time, and Fox et
al. [58] published their adaptation in 2001, surpassing the state-of-the-art method
at the time [59]. Subsequently, it was extended to the Rao-Blackwellised Particle
Filter [60,61], and it is still a typical application of SMC today. In SLAM, as in motion
tracking, methods combining deep neural networks have been attracting attention in
recent years. Karkus et al. [62] have achieved higher accuracy than existing methods
with a model combining SMC and DNN.

Many studies have been done as an alternative to Markov chain Monte Carlo, Chopin
[63] and Moral et al. [64] sampled the posterior distribution using SMC and showed
that it could be applied to a wide range of models. Moral [65] followed suit, presenting
a simple unifying framework that allows for extending both the SMC methodology
and its applicability to a wider range of models. The combined variational inference
method of Naesseth [66] et al. and Sequential Monte Carlo was used in the state-space
model. They demonstrated its usefulness in stochastic variation models of fusion data
and deep Markov models of cranial neural circuits. Hadian et al. [67] proposed a
hybrid model that combines a multi-objective particle swarm optimization algorithm
and sequential Monte Carlo simulations to find the optimal placement of electric vehicle
charging stations. Chen et al. [68] improved the particle filter algorithm and developed
a new particle swarm optimization particle filter algorithm with a mutation operator
that avoids local solutions. By applying this algorithm to noise reduction, they achieved
lower error rates and faster execution than previous studies.

Researchers have also been conducted in recent years to try to overcome the weak-
nesses of SMC. SMC had a problem with high-dimensional reasoning. However,
Naesseth et al. [69]used an improved version of Sequential Monte Carlo to achieve bet-
ter results than state-of-the-art methods for three tasks: Gaussian Model, Soil Carbon
Cycles, and Mixture Model, even for high-dimensional problems, which were origi-
nally considered weak. Dai et al. [70] discussed sequential Monte Carlo samplers and
their possible implementations, noting that despite their potential advantages, such as
the ability to perform sequential inference and take advantage of parallel processing
resources, their software is not as extensive as MCMC and is still underutilized in the
statistics field.
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7.3. Problems of Sequential Monte Carlo

There are several potential limitations and challenges associated with using sequential
Monte Carlo (SMC) algorithms:

• Computational complexity:
SMC algorithms can be computationally intensive, particularly for high-dimensional
state spaces or complex models. The number of particles required to achieve a
desired level of accuracy increases with the dimensionality of the state space [71],
which can lead to longer run times and greater computational resources.

• Weight degeneracy:
The particles’ weight can degenerate, meaning that a small number of particles
dominate the distribution, while the rest have very low weights [72, 73]. This
can lead to a loss of diversity in the particle set and hinder the algorithm’s
performance.

• Model misspecification:
If the model used in the SMC algorithm is misspecified or lacks sufficient flexi-
bility, the algorithm may not be able to accurately estimate the posterior distri-
bution [74].

Overall, while SMC algorithms can be effective in many situations, it is important
to carefully consider their limitations and potential challenges when applying them to
real-world problems. These limitations frequently occur when the number of particles
is small, but increasing the number of particles increases the computational load, so
parallelization and other methods have been used to speed up the process.

Gustaf et al. [75] evaluated each step in the GPU implementation of SMC and found
that the resampling step accounts for most of it, as shown in Fig. 7.2. This means that
the bottleneck of SMC in parallel architectures is Resampling, and in order to make
SMC even faster, Resampling needs to be accelerated.

7.4. Related Works on Resamping and Its Speeding Up

As indicated in Section 7.4, the resampling step is a bottleneck in SMC, and many
studies have been on speeding up this step. Resampling is the process of generating
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Figure 7.2.: Breakdown of time in SMC in GPU implementation [75].
The larger the number of particles, the greater the share of resampling in
the total processing time.

the next particle according to the importance of the particle, as shown in the bottom of
Fig. 7.1.

Various resampling algorithms have been developed, such as multinomial, residual,
stratified and systematic [76–80]. These resampling algorithms involve the normaliza-
tion of the weights, and the normalization requires the calculation of the cumulative
sum of the quantum weights.

For speeding up these algorithms, performance was improved by parallelizing the
cumulative sum of resampling and particle selection [81–83]. However, when particle
weights are expressed in the single-precision floating point, calculating cumulative
sums becomes difficult as the number of particles increases due to problems such as
overflow. Although double-precision floating-point can be used to handle an increase
in the number of particles, modern hardware is more specialized for single-precision
floating-point than double-precision floating-point, and single-precision is preferable
for production-scale algorithms.

Murray et al. [84] propose a GPU implementation of two new resampling algorithms
(Metropolis resampling and Rejection resampling) that can be easily parallelized in
hardware. The authors show that these alternative approaches are significantly faster
than the commonly used systematic resampling algorithms on GPUs. However, when
implemented on GPUs, these algorithms are prone to the warp divergence problem.

The algorithm of Metropolis resampling is shown in Alg. 1. As shown in Alg. 1, The
algorithm is based on the Metropolis method, which compares a randomly generated
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Algorithm 1 Metropolis Resampling
1: for 𝑝𝑖 = 1 𝑡𝑜 𝑃 do
2: 𝑘 = 𝑝𝑖

3: for 𝑏𝑖 = 1 𝑡𝑜 𝐵 do
4: 𝑢 ∼ 𝑈 [0, 1]
5: 𝑗 ∼ 𝑈 [1, ..., 𝑁]
6: if 𝑢 < 𝑤 𝑗/𝑤𝑘 then
7: 𝑘 = 𝑗

8: end if
9: end for

10: 𝑎𝑝𝑖 = 𝑘

11: end for

value to a value calculated from the weights of the particle under verification and a
randomly selected particle to decide whether to adopt it or not. Hence, the weight
calculations are independent of each other, indicating that parallelization is ready.

Liu et al. implemented a highly efficient addressing model on FPGA [85] using
a Simplified Random Permutation Generator(SRPG) for Metropolis and Rejection
resampling and achieved higher execution speed than Murray et al. [84]. The SRPG,
had been developed by Liu et al., is a system in which indices from 0 to M-1 are
stored consecutively in 𝑙𝑜𝑔2𝑀-bit, and by shifting the number of values given by the
random number generator, M independent random indices can be obtained in one
random number generation. An example of the operation of the Simplified Random
permutation Generator when the number of parallel particles is M, and the number of
shifts obtained is two is shown in Fig. 7.3. However, this implementation requires
the use of off-chip memory when the number of particles grows to about 1 million, a
problem that severely limits FPGA performance.

Dülger et al. [86] developed Metropolis-C1 and Metropolis-C2, which are modified
versions of the Metropolis Resampling algorithm for GPUs, and proposed an algorithm
to prevent warp divergence in GPU implementations of Murray et al.’s algorithm, and
confirmed faster execution than the original Metropolis Resampling in GPU implemen-
tations. Chesser et al. [87] developed Megopolis resampling, a resampling algorithm
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Figure 7.3.: An example of the operation of the Simplified Random permutation Gen-
erator. It receives M data, shifts it by the value obtained from the random
number generator multiplied by 𝑀𝑙𝑜𝑔2𝑃, and outputs it.

based on Metropolis resampling that prevents warp divergence and achieves faster ex-
ecution by using warp-forcing access. However, it is generally known that execution
on a GPU is less power efficient than execution on an FPGA, and many recent applica-
tions [88–91] have seen FPGAs achieve several times the power efficiency of GPUs. In
recent years, the increase in power consumption by computers and servers has become
an issue [92], and the ability to accurately execute large amounts of data on FPGAs is a
major advantage in light of the attention paid to high computational efficiency per unit
of power.

This research proposes solutions to the problems of low throughput and small mem-
ory faced by FPGAs in executing power-efficient metropolis resampling algorithms on
FPGAs: increasing throughput by using integers, increasing parallelism by reducing
resources, and reducing memory usage by reducing data width.
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8. Proposed Integer-Optimized
Metropolis Resampling

In this section, the proposed method, optimization of metropolis resampling by inte-
gerization, is presented.

Hardware efficiency by quantization to integers is very effective for hardware and
power efficiency, and quantization to 8 bits is also used in the Tensor Processing
Units [93], a dedicated deep neural network inference chip used in Google’s data
centers. Hashemi et al. [94] evaluated various deep neural network inputs and network
parameters with varying bit precision of data width. The results showed that in most
cases, using low-precision data offers significant advantages in terms of power, energy
consumption, and design area at a slight reduction in network accuracy. Also, although
this is a deep neural network, Jacob et al. [95] trained a network using a quantization
scheme to integer data types and presented results that outperformed the floating-point
type in hardware efficiency and latency while maintaining accuracy comparable to
existing floating-point types.

It is common practice to improve power and area efficiency and latency by quantizing
floating-point data and reducing it to integer execution. Power, area efficiency, and
latency improvements can also be expected when applied to SMC.

Metropolis resampling is as shown in Alg.1. The integer optimization is performed
on the random number generation part in line four and the comparison part in line six.
First, about the processing in line six, division generally requires a large clock in CPUs
and is a cause of latency reduction even if the circuitry is used. Therefore, if conversion
to multiplication is possible, it is better to perform the conversion. In this case, the
processing in line six can be converted to the expression 8.1 by transition because 𝑤𝑘
and 𝑤 𝑗 are greater than or equal to 0 due to integer conversion.

50



Algorithm 2 The Generation Process of 0 to 1 floationg-point random value
1: 𝑢′ ∼ 𝑈 [0, ..., 2𝑁 − 1]
2: 𝑢 𝑓 = 𝑢′ // Conversion from integer to floating point representation
3: 𝑢 =

𝑢 𝑓

2𝑁−1

𝑢 <
𝑤 𝑗

𝑤𝑘

𝑢 × 𝑤𝑘 < 𝑤 𝑗 (8.1)

Next, the fourth line of processing is generated by the Alg.2 procedure when 𝑢 ∼
𝑈 [0, 1] in the case of 𝑁bit floating point.

Integers use the exponential part mantissa part, and unlike floating point, the value can
be doubled by shifting one bit to the left. In metropolis resampling with integerization,
the metropolis test for metropolis resampling can be transformed as Equ. 8.2.

𝑢′

2𝑁 − 1
× 𝑤𝑘 < 𝑤 𝑗

𝑢′ × 𝑤𝑘 < 𝑤 𝑗 × (2𝑁 − 1)
𝑢′ × 𝑤𝑘 < 𝑤 𝑗 × 2𝑁 − 𝑤 𝑗
𝑢′ × 𝑤𝑘 < (𝑤 𝑗 << 𝑁) − 𝑤 𝑗

𝑢′ × 𝑤𝑘 + 𝑤 𝑗 < (𝑤 𝑗 << 𝑁) (8.2)

Here, 2𝑁 bits value (𝑤 𝑗 << 𝑁), which is the value of 𝑁 bits integer 𝑤 𝑗 shifted left 𝑁
times, is equivalent to the concatenated value of 𝑁 bits 𝑤 𝑗 and 𝑁bit 0-filled value That
is, the 0 to 𝑁 − 1 bits of (𝑤 𝑗 << 𝑁) are zero, and given that Let [𝑛 : 𝑚] represent the
value cut out from the 𝑚-th bit to the 𝑁-th bit of the value, then (𝑤𝑘 ×𝑢′ +𝑤 𝑗 ) [2𝑁 − 1 :
𝑁] = (𝑤 𝑗 << 𝑁) [2𝑁 − 1 : 𝑁] and (𝑤𝑘 × 𝑢′ + 𝑤 𝑗 ) [𝑁 − 1 : 0] > 0, unless. The upper
𝑁 bits values of 2𝑁 bits, 𝑢′ × 𝑤𝑘 + 𝑤 𝑗 , and the 𝑁bit 𝑤 𝑗 values only need to compare as
Equ. 8.3.

(𝑢′ × 𝑤𝑘 + 𝑤 𝑗 ) [2𝑁 − 1 : 𝑁] < 𝑤 𝑗 (8.3)
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Algorithm 3 Proposed integer-optimized metropolis resampling
1: for 𝑝𝑖 = 1 𝑡𝑜 𝑃 do
2: 𝑘 = 𝑝𝑖

3: for 𝑏𝑖 = 1 𝑡𝑜 𝐵 do
4: 𝑢′ ∼ 𝑈 [0, ..., 𝑁 − 1]
5: 𝑗 ∼ 𝑈 [1, ..., 𝑃]
6: if (𝑤𝑘 × 𝑢′ + 𝑤 𝑗 ) [2𝑁 − 1 : 𝑁] < 𝑤 𝑗 then
7: 𝑘 = 𝑗

8: end if
9: end for

10: 𝑎𝑖 = 𝑘

11: end for

The integer-optimized metropolis resampling described above is shown in Alg.3.
This optimization achieves the following two things.

• Elimination of input integer to floating point conversion costs

• Elimination of floating point operations to convert 0 to 1 in the random number
generator
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9. Evaluations and Results

In this section, evaluations of the proposed method, which is the optimization of the
Metropolis resampling to integer, and their results and a brief explanation of items to
evaluate the performance of SMC are shown. Three evaluations were conducted: as a
resampling algorithm, a comparison of resampling quality using arbitrarily generated
weights with previous work is shown in Section 9.2; as an evaluation for use in
applications, a comparison of resampling performance in applications using the SMC
sampler with previous work is shown in Section 9.4; and as an evaluation of hardware
compatibility, a comparison of resource utilization when implemented in hardware with
previous work is shown in Section 9.5.

9.1. Evaluation Items

In this section, Two brief explanations of items to evaluate the performance of SMC
are shown.

9.1.1. Root Mean Square Error : 𝑅𝑀𝑆𝐸

Root Mean Square Error: 𝑅𝑀𝑆𝐸 , shown in Equ 9.1, was used as the resampling quality.
The 𝑅𝑀𝑆𝐸 is calculated by how many particles: 𝑝𝑖 with weight: 𝑤𝑖 are employed: 𝑜𝑖,
and its value takes a good value if more of the larger weights are adopted and fewer of
the smaller weights are adopted. The range of values is greater than or equal to 0, with
0 being the best value.
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𝑅𝑀𝑆𝐸 =

√√√
1
𝑃

𝑃∑
𝑖=1

(
𝑜𝑖
𝑃

− 𝑤𝑖
𝑠𝑢𝑚(𝑤)

)2

𝑤𝑖 : The 𝑖−th weight

𝑜𝑖 : The number of adopted 𝑤𝑖
𝑃 : The number of particles (9.1)

9.1.2. Effective Sample Size : 𝐸𝑆𝑆

The effective sample size: 𝐸𝑆𝑆 is a measure of the number of effective samples in a
particle set used in the SMC method. It is a measure of the diversity of the particles and
indicates how well the particle set represents the distribution. The ESS is calculated as
follows:

1. Calculate the weights of the particles. The weights of the particles reflect the
importance of each particle in representing the distribution.

2. Normalize the weights so that they sum to 1. This step is necessary to ensure
that the weights can be interpreted as probabilities.

3. Calculate the 𝐸𝑆𝑆. 𝐸𝑆𝑆 is calculated by Equ. 9.2

𝐸𝑆𝑆 =
1∑𝑃

𝑖=1 𝑤
2
𝑖

(9.2)

The 𝐸𝑆𝑆 will be a value between 0 and 𝑃, where 𝑃 is the number of particles. A high
𝐸𝑆𝑆 indicates that the particle set is diverse and represents the distribution well, while
a low 𝐸𝑆𝑆 indicates that the particle set is not diverse and may not be representative of
the distribution.

9.2. Evaluation as the Resampling Algorithm

An evaluation of the resampling quality of the proposed method as a resampling
algorithm and its results are presented in this section.
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Figure 9.1.: Distributions of each input weight.
(a) Input weights that follow a normal distribution
(b) Input weights that are biased toward lower weights
(c) Input weights that follow a uniform distribution

9.2.1. Evaluation Overview

Experiments were conducted by comparing the resampling quality of the proposed
and existing methods using three patterns of input weights: input weights that follow
a normal distribution, input weights that are biased toward lower weights, and input
weights that follow a uniform distribution.

The evaluation parameters were: the data type and data width were conventionally
used as single-precision floating-point; the data width of the proposed method was
32-bit, 16-bit, and 8-bit nonnegative integers; the number of particles : 𝑃 was 210 to
220 and the number of Metropolis tests within the Metropolis resampling algorithm :
𝐵 was 20 to 210. Table 9.1 summarizes the evaluation parameters.

The evaluation process is described below.

1. Generation of weights
Generate 𝑃 weights according to each distribution.

2. Resampling
Perform resampling on each implementation and verify how many 𝑝𝑖 have been
adopted 𝑜𝑖.

3. Calculate 𝑅𝑀𝑆𝐸
Calculate RMSE from 𝑜𝑖 obtained by resampling and 𝑤𝑖 based on equ. 9.1.
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Table 9.1.: The evaluation parameters and its overview

Parameter Summary Range
Data Type Type and width of data used Floating point : 32bit

to evaluate the algorithm. Unsigned integer : {32, 16, 8} bit

𝑃

Total number of particles to be
resampled 𝑃 = 2𝑝𝑃 , 𝑝𝑃 = {10, ..., 20}

𝐵

The number of Metropolis
tests within the Metropolis re-
sampling algorithm: 𝑃 = 2𝑝𝐵 , 𝑝𝐵 = {0, ..., 10}

9.2.2. Result

Figure 9.2 shows results of varying the number of particles. The proposed integer-
optimized Metropolis resampling algorithm was archived to obtain equivalent 𝑅𝑀𝑆𝐸
to the single-precision floating-point on all setting numbers of particle size. This result
indicates that integer-optimized metropolis resampling can achieve the same quality as
single-precision floating-point runs, regardless of the quantum number and quantum
weight bias, for the 32-, 16-, and 8-bit runs that were verified.

Figure 9.3 shows results of varying the number of Metropolis tests within the
Metropolis resampling algorithm. The proposed integer-optimized Metropolis resam-
pling algorithm was archived to obtain equivalent 𝐸𝑆𝑆 to a single-precision floating-
point on all setting numbers of Metropolis test within the Metropolis resampling algo-
rithm. This result indicates that integer-optimized metropolis resampling can achieve
the same quality as single-precision floating-point runs, regardless of the bias in the
number and quantum weights of the metropolis test for the 32-, 16-, and 8-bit runs that
were verified.

9.3. Evaluation of Resampling Quality by Randomness

This section describes the evaluation and results of resampling quality by randomness.
In general, obtaining true random numbers in numerical calculations is complex,

and pseudo-random numbers generated from a random number generator: RNG, are
often used. The difference between pseudo-random and true random numbers is that
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Figure 9.2.: Comparison of RMSE, a measure of resampling quality for each data
width and implementation, in experiments with three types of input data
shown in Fig. 9.1, varying particle count from 210 to 220.

true random numbers do not have a cycle, whereas pseudo-random numbers generate
identical permutations with a constant cycle. The larger the period, the more random
the random number, but the larger the period, the more complex the calculations to
generate the random number and the greater the hardware implementation cost. This
study aimed to improve the efficiency of the Metropolis resampling hardware and
reduce the cost required for RNGs. Therefore, comparing the resampling results of
each RNG is conducted and looking for the RNG with a small implementation cost
while maintaining the resampling quality.

9.3.1. Evalution Overview

There are several methods for generating pseudo-random numbers, such as methods
based on linear congruence and M-sequences. However, the M-sequence with Linear
Feedback Shift Register: LFSR is the most common and efficient hardware imple-
mentation. Therefore, evaluation is conducted using three random number generators,
Galois LFSR: GLFSR as pure LFSR, XorShift: XoS and Mersenne Twister: MT as
LFSR-based random number generation methods.

The linear feedback shift register: LFSR is a type of shift register that has feedback
connections that allow it to generate a sequence of pseudo-random bits. The key
characteristic of an LFSR is that its output is a linear function of its previous state. An
LFSR’s sequence of bits generated can be used as a pseudorandom number generator,
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Figure 9.3.: Comparison of RMSE, a measure of resampling quality for each data width
and implementation, for experiments varying the number of Metropolis
tests from 20 to 210 using three types of input data in Fig. 9.1.

stream cipher, or spreading code. LFSRs are often used in digital communications and
digital signal processing because they are relatively simple to implement and have good
statistical properties.

Galois FLSR has the same output as the Fibonacci LFSR to which the term LFSR
usually refers, but with an optimized number of clocks for random number generation.
It has a period corresponding to the number of bits, and when the number of bits is 𝐵, the
period is 2𝐵−1. XorShift [96,97] is a class of pseudorandom number generators that use
a linear feedback shift register to generate a sequence of bits, which are then converted
to random numbers. The name "XorShift" comes from the generator using bitwise
exclusive or and bit shifts to generate new random numbers. Mersenne Twister [98]:
MT is an algorithm that yields good quality random numbers with a considerable period
of 219937 − 1. MT has a considerable period and provides better random numbers than
the GLFSR and XoS of good quality, but the hardware efficiency is low [99].

The experiment was conducted using the same evaluation axes as shown in Table 9.1
in Section 9.2 using the three types of random numbers used in Section 9.2.

9.3.2. Result

Figure 9.4 shows the comparison of RMSE quality results for each implementation
when varying the number of particles from 210 to 220 using three different RPGs and
three different input data. It indicates that the value of RMSE, the resampling quality,
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is the same for any random number generator. The comparison of the RMSE quality
results for each implementation when varying the number of Metropolis tests from 20

to 210 using three different RPGs and three different input data types are shown in
Fig. 9.4. In the experiment, the results were almost the same for all random number
generators and for the experiments with different numbers of particles.

From this, the XorShift is the most hardware-efficient random number generator
among those shown in [99], which is optimal for integer-optimized metropolis resam-
pling.
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Figure 9.4.: Comparison of RMSE quality results for each implementation when vary-
ing the number of particles from 210 to 220 using three different RPGs and
three different input data shown in Fig 9.1.
This graph indicates that the value of RMSE, the resampling quality, is the
same for any random number generator.
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Figure 9.5.: Comparison of RMSE quality results for each implementation when vary-
ing the number of Metropolis tests from 20 to 210 using three different
RPGs and three different input data shown in Fig 9.1.
This graph indicates that the value of RMSE, the resampling quality, is the
same for any random number generator.
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9.4. Evaluation as a part of Sequential Monte Carlo
Sampler

This section shows evaluations of the resampling quality of the proposed integer-
optimized Metropolis resampling as a part of a sequential Monte Carlo sampler(SMC
sampler) [65] and its results.

9.4.1. Evaluation Overview

The SMC sampler is an application of the sequential Monte Carlo method, an algorithm
that estimates the parameters of a probability distribution by sampling.

This evaluation was conducted with data sampled from a normal distribution with
mean set to 100 and variance set to 1: N (100, 1) are estimated. Particles have a
Gaussian distribution as a prior for the mean and a gamma distribution as a prior for
the variance. Particles are initialized N (0, 10) and G (1, 1).

The evaluation items consisted of 𝑅𝑀𝑆𝐸 , which is used in sec 9.2 and 𝐸𝑆𝑆, the
Number of times resampling was performed. In this experiment, the SMC sampler
performs resampling when the ESS is calculated with the current particle parameters
and the 𝑡-th target data is half the number of particles. Hence, the number of times
resampling was performed indicates how many times the ESS was below the reference
value, and if this value is large, it indicates that the particles obtained by resampling
are often not in line with the data. The evaluation parameters were the same as sec 9.2
and summarized in tab. 9.1.

The flow of the experiment is shown below.

1. Sample data from a normal distribution with mean set to 100 and variance set to
1: N (100, 1) as evaluation input data.

2. Initialize particle are initialized N (0, 10) and G (1, 1).

3. Calculate the 𝐸𝑆𝑆 for the 𝑡-th data of the current particle.

4. If the ESS value is more than half of the number of particles, return to 3; if less
than half, proceed to 5.

5. Perform resampling and update particle weights.
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This processing flow is performed using 100 pieces of input data.

9.4.2. Result

Figure 9.6 is a graph of the RMSE in the experiment in which the number of Metropolis
tests was fixed at 32, and the number of particles was changed from 1010 to 1020. In
this figure, the position at which resampling occurs is indicated.

Figure 9.6 shows that the change in RMSE is close to that of single-precision floating-
point, except for 32-bit integers when the particle size is 1010.

Figures 9.7 and 9.8 show the changes in RESE and ESS for the first ten trials of
the same experiment, respectively. Figures 9.7 and 9.8 indicate that the RMSE/ESS
transition for the integer-optimized Metropolis test approaches that of a single-precision
floating-point run as the number of particles increases and is comparable to that of
a single-precision floating-point run for any data width as the number of particles
increases above 1018. This may be because the larger the number of particles, the
smaller the weight per particle, and the less significant the difference in weights between
particles. Therefore, the larger the particles, the more influential the optimization to
reduce the data width.

Table 9.4.2 shows the number of resampling runs of the SMC Sampler when the
number of Metropolis tests is fixed at 32 and the number of particles is changed. Table
9.4.2 indicates that when the number of data is 1024, the SMC Sampler using the
proposed integer-optimized metropolis resampler performs on average 2.7 times more
resamplings than the SMC Sampler using single-precision floating-point sampling.
However, when the number of particles is set to 4096 or more, the number of resamplings
is almost the same.

Figure 9.9 shows the RMSE graph of an experiment in which the number of particles
was fixed at 1020, and the number of Metropolis test runs was changed from 1 to 1024.
In this figure, the position at which resampling occurs is indicated.

The changes in RESE and ESS for the first thirty trials of the same experiment are
shown in Figures 9.7 and 9.8, respectively.

From Figures 9.10 and 9.11, it can be seen that for all implementations, resampling
occurs when the number of Metropolis test runs is small, that is, when the ESS is below
the standard value many times, and resampling occurs every time when the number of
Metropolis test runs is one. Also, up to 22 Metropolis test runs, the RMSE is large for
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Figure 9.6.: Comparison of RMSE, a measure of resampling quality for each data width
and implementation, for experiments varying the number of particles from
210 to 220 in parameter inference with the SMC sampler for the evaluated
data.

integers 8, 16, 32, and single-precision floating-point, in that order, indicating that the
quality of resampling is relatively poor. However, this property also does not change
when the number of Metropolis test runs is 24 times. In other words, the single-precision
floating-point case, more than 16 times This property is confirmed when the number
of Metropolis test runs reaches 24, or more than 16 times, as in the single-precision
floating-point case. This indicates that with integer-optimized Metropolis resampling,
the resampling quality is equivalent to the single-precision floating-point when the
Metropolis test is performed 16 times or more.

Table 9.4.2 shows the number of resamplings performed by the SMC sampler for
each metropolis run and each data width when the number of data is fixed at 1020,
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Figure 9.7.: Comparison of RMSE of first ten times, a measure of resampling quality for
each data width and implementation, for experiments varying the number
of particles from 210 to 220 in parameter inference with the SMC sampler
for the evaluated data.

and the number of metropolis test runs is varied. It can be seen that the differences in
the number of resampling times when the number of Metropolis tests is varied are not
significantly different from those of single-precision floating-point, unlike when the
number of particles is varied, as shown in Tab. 9.4.2.

65



Figure 9.8.: Comparison of ESS of first ten times, a measure of performance of re-
sampling in SMC sampler for each data width and implementation, for
experiments varying the number of particles from 20 to 210 in parameter
inference with the SMC sampler for the evaluated data.

Table 9.2.: Comparison result of the number of resampling run
when varying the number of particles 𝑃 from 210 to 220

𝑃 uint8 uint16 uint32 fp32
210 23 (+15) 21 (+13) 21 (+13) 8
212 7 (−05) 10 (−02) 10 (−02) 12
214 11 (+01) 10 (+00) 18 (+08) 10
216 14 (+00) 15 (+01) 14 (+00) 14
218 16 (−02) 17 (−01) 14 (−04) 18
220 18 (−02) 17 (−03) 17 (−03) 20

66



Figure 9.9.: Comparison of RMSE, a measure of resampling quality for each data width
and implementation, for experiments varying the number of metropolis
tests from 210 to 220 in parameter inference with the SMC sampler for the
evaluated data.
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Figure 9.10.: Comparison of RMSE of first ten times, a measure of resampling quality
for each data width and implementation, for experiments varying the
number of metropolis tests from 210 to 220 in parameter inference with
the SMC sampler for the evaluated data.
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Figure 9.11.: Comparison of ESS of first ten times, a measure of performance of
resampling in SMC sampler for each data width and implementation, for
experiments varying the number of metropolis tests 20 to 210 in parameter
inference with the SMC sampler for the evaluated data.
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Table 9.3.: Comparison result of the number of resampling run
when varying the number of Metropolis tests from 20 to 210

𝐵 uint8 uint16 uint32 fp32
20 44 (+09) 39 (+04) 38 (+03) 35
21 23 (+02) 24 (+03) 23 (+02) 21
22 22 (+02) 23 (+03) 20 (+00) 20
23 18 (+00) 17 (−01) 16 (−02) 18
24 16 (+01) 15 (+00) 15 (+00) 15
25 18 (−02) 17 (−03) 17 (−03) 20
26 7 (+00) 7 (+00) 7 (+00) 7
27 14 (−03) 12 (−05) 14 (−03) 17
28 10 (+03) 10 (+03) 10 (+03) 7
29 12 (−01) 11 (−02) 11 (−02) 13
210 11 (+07) 12 (−06) 12 (−06) 18
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Figure 9.12.: Test design of integer-optimized Metropolis resampling architecture
The squares indicate IP cores with their respective functions, and the
arrows indicate busses.

9.5. Evaluation of Hardware Efficiency

For evaluating the performance of the proposed integer-optimized Metropolis resam-
pling in hardware, a hardware implementation was performed, and the circuit area was
assessed.

The metropolis resampling circuit designed in this study is shown in Figure9.12. This
design is based on the implementation of Liu et al. [85] with each part corresponding to
metropolis resampling in integers. The squares indicate IP cores with their respective
functions, and the arrows indicate buses. The contents of the variables in the figure are
shown in Tab. 9.5, and the summary of the buses indicated by each arrow is shown
in Tab. 9.5. The implementation for hardware evaluation was done using AMD’s
Vivado [100] and Vitis HLS [101]
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Table 9.4.: Variables are used in Metropolis Resampling Circuit
Variable Content Value
𝑀 Parallelism of the circuit. An arbitrarily determined

value of 2 squared.
𝐿𝐷 Length of data. As an example, 32 for single-

precision floating-point data and 16 for 16-bit
integers.

An arbitrarily determined
value of 2 squared.

𝐿 𝐼 Length of the index. 𝑙𝑜𝑔2𝑃

9.5.1. Implementation Details of each IP

• Parallelized Metropolis Block: PMB
In Parallelism Metropolis Block(PMB), the Metropolis test is performed in 𝑀
parallel. This block has three input ports, the weights𝑊𝑘 = {𝑤𝑘1 , ..., 𝑤𝑘𝑀 } of the
particles to be verified, the weights𝑊 𝑗 ,𝑠ℎ𝑖 𝑓 𝑡𝑒𝑑 = {𝑤 𝑗1,𝑠ℎ𝑖 𝑓 𝑡𝑒𝑑 , ..., 𝑤 𝑗𝑀,𝑠ℎ𝑖 𝑓 𝑡𝑒𝑑 } of the
particles to be compared, which is shifted by RPG, These inputs are distributed
to 𝑀 metropolis blocks, each of which receives 𝐵 metropolis test runs.

The port of input𝑊𝑘 is connected to the weight memory: WM, and the weight of
particles is read from WM in order according to the counter that PMB has inside,
and sent to each Metropolis block.

Input 𝑊 𝑗 port is connected to Random Permutation Generator: RPG. The 𝑊 𝑗

port receives the shifted weights and the indexes of those weights sent by RPG.

Input U port is connected to Coefficient Generator: U-Gen. 𝑀 coefficients
generated by U-Gen are inputted.

The Metropolis test is performed with Equ. 9.3 when the data type is a float and
with Equ. 8.3 when the data type is an integer.

𝑢 × 𝑤𝑘 < 𝑤 𝑗 (9.3)

The particles that result from the Metropolis test are weighted together and sent
to the memory, where the results are stored.

This block is implemented using RTL for random number generation, and high-
level synthesis for shifting and supporting AXI4-Stream, and parallelized to 𝑀
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Table 9.5.: Bus Overview of Metropolis Resampling Circuit

Bus Name Content Width
𝑟𝑎𝑑𝑑𝑟 Random address generated from random num-

bers to obtain𝑊 𝑗 . It is a multiple of 𝐿𝐷/8×𝑀 .
32

𝑊𝑘𝑡 The group of 𝑤𝑘 , the comparative impor-
tance of the 𝑡-th input in the 𝑀-parallel
metropolis resampling circuit. 𝑊𝑘𝑡 =

{𝑤𝑘𝑡×𝑀 , 𝑤𝑘𝑡×𝑀+1 , ..., 𝑤𝑘𝑡×𝑀+𝑀−1}

𝐿𝐷 × 𝑀

𝑊 𝑗 ,𝑢𝑛𝑠ℎ𝑖 𝑓 𝑡𝑒𝑑 Unshifted weights read from the weight mem-
ory. when 𝑖 = 𝑟𝑎𝑑𝑑𝑟/((𝐿𝐷/8) × 𝑀), 𝑊 𝑗𝑖 =

{𝑤 𝑗𝑖×𝑀 , 𝑤 𝑗𝑖×𝑀+1 , ..., 𝑤 𝑗𝑖×𝑀+𝑀−1}

𝐿𝐷 × 𝑀

𝑊 𝑗 ,𝑠ℎ𝑖 𝑓 𝑡𝑒𝑑 Shifted weights read from the weight memory. 𝐿𝐷 × 𝑀
𝑈 Random numbers for Metropolis resampling.

𝑈 = {𝑢1, 𝑢2, ..., 𝑢𝑀−1}
𝐿𝐷 × 𝑀

𝐴𝑡 Result of 𝑡-th run. 𝐿 𝐼 × 𝑀

by #pragma HLS unroll.

The input/output ports of the PMB and their roles are shown in Tab. 9.5.1.

The processing of sending and receiving data in the AXI4-Stream protocol and
the computation of the Metropolis test in this block is implemented with high-
level synthesis using Vitis HLS [101], and 𝑀 parallelism is achieved by #pragma
HLS unroll.

The hardware resources evaluated in this IP are Look Up Table (LUT) and Digital
Signal Processing (DSP). IPs other than this IP are capable of outputting data
every clock cycle and supplying data every clock cycle. This means that the
throughput of this block is directly related to performance. Therefore, Latecy,
the number of clocks until this block receives input and outputs, is added as a
performance evaluation item.

• Random Permutation Generator: RPG
This block is used to shift a random number of randomly read weights and send
them to the PMB. The process flow is shown below.
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Figure 9.13.: Detail of the Parallelized Metropolis Block: PMB.
This block receives inputs from three ports, 𝑊𝑘 , 𝑊 𝑗 , and 𝑈, distributes
the inputs to 𝑀 metropolis blocks, and aggregates the results and outputs
them as 𝐴.

1. Generate random numbers for read addresses 𝑟𝑎𝑑𝑑𝑟 adn random number for
shift value 𝑟𝑠ℎ𝑖 𝑓 𝑡 .

2. Read 𝑟𝑎𝑑𝑑𝑟 value𝑊 𝑗 ,𝑢𝑛𝑠ℎ𝑖 𝑓 𝑡𝑒𝑑 from WM.

3. Shift the read data𝑊 𝑗 ,𝑢𝑛𝑠ℎ𝑖 𝑓 𝑡𝑒𝑑 according to 𝑟𝑠ℎ𝑖 𝑓 𝑡 .

4. Transmit shifted weight𝑊 𝑗 ,𝑠ℎ𝑖 𝑓 𝑡𝑒𝑑 to PMB.

This block is implemented using RTL for random number generation, and high-
level synthesis for shifting and supporting AXI4-Stream using Vitis HLS [101],
and is pipelined internally by Vitis HLS optimization directive #pragma HLS
pipeline, and parallelized to 𝑀 by #pragma HLS unroll. Thus, pipelining and
parallelization allow this block to read out the weights of 𝑀 comparison particles
every clock.

XorShift [96] is used as a random number generator which is hardware-efficient.
Since the only computation performed in this IP is the shift operation, no DSP is
used. Therefore, only the LUT was used as the evaluation item.
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Table 9.6.: The input/output ports of the PMB

Port Name In/Out Width(bit) Overview
𝑊𝑘 port In 𝐿𝐷 × 𝑀 Input port of particles to be verified
𝑊 𝑗 port In 𝐿𝐷 × 𝑀 Input port of particles to be compared

+𝐿 𝐼 × 𝑀
𝑈 port In 𝐿𝐷 × 𝑀 Input port of coefficients
𝐴 port Out 𝐿 𝐼 × 𝑀 Output port of result indexes

• Coefficients Generator: U-Gen
This block generates 𝑀 coefficients U for the Metropolis test. The random num-
ber generator employs Xorshift as in RPG. For integer implementations, random
numbers are output as they are. In the case of a floating-point implementation,
the random number generated by Xorshift is converted to floating-point format
and multiplied by the inverse of the maximum value that can be obtained in the
bit width.

This block is implemented using RTL for random number generation, and high-
level synthesis for multiplication and supporting AXI4-Stream using Vitis HLS
[101], and is pipelined internally by Vitis HLS optimization directive #pragma
HLS pipeline, and parallelized to 𝑀 by #pragma HLS unroll. Thus, pipelining
and parallelization allow this block to read out the weights of 𝑀 comparison
particles every clock.

As with the PMB, the evaluation items for this IP were the number of LUTs and
DSPs used.

• Weight Memory: WM
This block is the memory that stores weights. It consists of Block RAM and has
ports to read𝑊𝑘 and𝑊 𝑗 , respectively. This IP evaluates BRAM usage to assess
memory resource usage.

• Index Memory: IM
This block is the memory that stores results. It consists of Block RAM and has
ports to read𝑊𝑘 and𝑊 𝑗 , respectively. Since this IP has the same implementation
in integer as in the previous studies and the hardware used is the same for all data
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Figure 9.14.: Detail of the Random Permutation Generator: RPG.
This block reads out M randomly weights of particles with random ad-
dresses and shifts by randomly generated values and sent to the PMB
along with their indices.

types and widths to be evaluated, the evaluated values are omitted.

9.5.2. Result

Table9.9 shows a table comparing the per-resource utilization of IP when the degree of
parallelism 𝑀 is set to 16. From Tab. 9.9, it can be seen that the resampling module
based on the proposed integer-optimized Metropolis resampling algorithm saves a
significant amount of resources, except for IM, the memory that stores the resampling
results.

Adopting the proposed integer optimization achieved to reduce LUT usage for in-
teger implementations of all data widths compared to single precision floating point
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Table 9.7.: The input/output ports of the RPG

Port Name In/Out Width(bit) Overview
𝑊 𝑗 ,𝑢𝑛𝑠ℎ𝑖 𝑓 𝑡𝑒𝑑 port In 𝐷𝑊 × 𝑀 Input port of

particles to
be compared
from WM

𝑊 𝑗 ,𝑠ℎ𝑖 𝑓 𝑡𝑒𝑑 port Out 𝐷𝑊 × 𝑀 + 𝑃 log2(𝑃) × 𝑀 Output port of
particles are
sorted in this
block

𝑟𝑎𝑑𝑑𝑟 port Out 𝐴𝑊 Output port
of address for
reading ran-
dom particles

Table 9.8.: The input/output ports of the U-Gen

Port Name In/Out Width(bit) Overview
U port Out 𝐷𝑊 × 𝑀 Output port of coefficients for Metropolis test.

implementations, reducing it to 25% for 32-bit integers, 60% for 16-bit integers, and
69% for 8-bit integers on PMB. DSP usages were also improved, reduced to 25% for
16-bit integer and 8-bit integer implementations. Latency per Metropolis test runs as 3,
4, and 2 for 32-, 16-, and 8-bit integers, respectively, compared to 6 for single-precision
floating-point.

Since the module that reads the random weights for the Metropolis test: RPG,
does not use floating-point operations, there is no difference in resources used between
single-precision floating-point and 32-bit integers, which are also 32 bits. Implementing
16-bit and 8-bit integers achieved resource savings of 40% and 51%, respectively.

The circuit that generates the random numbers that serve as the coefficients for the
Metropolis test has achieved significant resource savings, reducing the LUT by an
average of 27%. In addition, the number of DSPs used uniquely by data type in this
IP was 0 for all data width implementations with integers, while 48 were used for
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Table 9.9.: Comparison of resource usage for each data type and data width when
parallelism 𝑀 set to 16 and number of particles set to 220

Data Type Floating-Point Integer

Width (Bits) 32 32 16 8
IP Item

PMB
LUT 6415 4832 (75%) 2561 (40%) 2051 (32%)
DSP 64 64 16 16

Latency 6 3 4 2
RPG LUT 6128 6128 (100%) 3707 (60%) 3057 (50%)

U-Gen
LUT 5561 1542 (28%) 1686 (30%) 1430 (17%)
DSP 48 0 0 0

WM BRAMB36 Tiles 512 512 256 128

single-precision floating-point.
In WM, its resource usage was reduced according to the data width. The 32-bit

integer is the same as the single-precision floating-point one, but the implementation
with 16-bit integers reduces the BRAM usage, which is resource usage, to 50% and
25% for 8-bit integers.
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(a) Implementation of U-Gen by integer

(b) Implementation of U-Gen by floating-point

Figure 9.15.: Detail of the coefficients generator: U-Gen.
This block generates the attendants for the Metropolis test and generates
random numbers for each clock data width, and the implementation is
different for integer and floating-point.
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10. Discussion

Firstly, based on the results of Section 9.2, the Discussion of the integer-optimized re-
sampling performance of the proposed method, the Metropolis resampling algorithm, is
shown. While Section 9.2 was performed on three patterns of datasets: input data with
weights following a normal distribution, input data with a majority of small weights,
and data with weights following a uniform distribution, the proposed metropolis re-
sampling algorithm, optimized to run on integers, achieved For all data widths, the
resampling quality was equivalent to that of single-precision floating-point, regardless
of the number of particles and the number of Metropolis tests. This shows that although
quantization generally causes data bias and loss of difference after one resampling, the
proposed method of resampling with integer quantization can guarantee resampling
quality without problems in the three cases tested in this study.

Secondly, the discussion of the results from the experiments with random number
quality is conducted in Section 9.3. In this experiment, the same experiments as in
Section 9.2 were conducted using three random number generators. The results show
that, as in Experiment Section 9.2, the proposed method, integer-optimized metropolis
resampling, achieved RMSEs comparable to single-precision floating-point results on
all data sets. This indicates that it is better to use XorShift-based hardware, which
has the best hardware efficiency among those verified when implementing hardware
since it can achieve the same resampling quality as floating-point ones regardless of
the random number quality.

Thirdly, the discussion of the proposed method in the SMC sampler is shown based
on the experiments and results presented in Section 9.4. In this experiment, unlike
the two experiments described, there was a large difference between floating point and
integer runs. Both single-precision floating-point and integer implementations showed
a tendency to lower the RMSE over the number of trials and stabilize at some lower
level. When the number of particles was 210, more resampling was performed in the
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integer run than in the single-precision floating-point result. This is likely due to the
fact that when the data is small, the per-particle weights tend to be larger, and finer
differences become more important, but these differences are lost due to quantization.
As the number of data increases to 216, the difference in weights for each particle data
becomes smaller, even for single-precision floating point, indicating that the trends in
RMSE and ESS are almost the same as for integer data. In particular, for particle
counts of 218 and 220, the proposed method shows almost the same trend as the single-
precision floating-point method for both ESS and RMSE at all data widths. This is
a very convenient result for the reduction of data width, which is being verified as a
countermeasure to the increased hardware usage due to the larger number of particles.

The comparison by changing the number of Metropolis test runs also shows that
the number of trials required for the RMSE to reach some stable value for all im-
plementations differs depending on the number of Metropolis test runs. The overall
trend is that the greater the number of Metropolis tests, the fewer the number of trials
required before stabilization. This may be due to the nature of metropolis resampling:
the fewer the number of trials, the lower the probability that particle replacement will
occur, resulting in poor-quality resampling. Among the implementations, we found
that running the Metropolis test with 8-bit integers required more trials to stabilize than
the other implementations when the number of Metropolis test runs was small. This
phenomenon is thought to be caused by a combination of the following two factors. (i)
the number of quantization bits makes it relatively easy for weights with small differ-
ences to be quantized to the same weight, and (ii) the small number of trials reduces
the probability of comparison with particles with large differences. This is thought
to be the reason for the low RMSE in integer 8-bit execution, as even comparisons
that would be exchanged in the original floating-point execution remain low-weighted
particles because quantization eliminates the difference, and the comparison does not
occur. This problem was also observed not to occur when the number of Metropolis
tests is four or more, and the RMSE transition of four or more times is equivalent to
that of the single-precision floating-point for all data widths.

Thus, the proposed metropolis resampling with quantization to integer can perform
as well as the single-precision floating-point one when the number of particles is larger
than 216, and the number of metropolis tests is more significant than 4.

Finally, the discussion about hardware efficiency from the results in Section 9.5 is
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given.
The parallel execution IP (PMB) of the Metropolis test confirmed that the integer

implementation could reduce the LUT by 25%, even when implemented at 32 bits, the
same width as the single-precision floating-point implementation, and that the 16-bit
and 8-bit implementations can significantly reduce usage by more than 60%. Latency
was also confirmed to be improved in all implementations. This is thought to be because
the number of clocks and amount of resources required for single-precision floating-
point operations are more significant than those for integer operations. In the Metropolis
resampling circuit, the Metropolis test performed in this PMB is the bottleneck, and
processing the Metropolis test for P particles requires the number of clocks obtained by
multiplying the latency of this circuit by the number of Metropolis tests and the number
of particles and dividing by the parallelism degree M. The proposed method’s ability
to reduce latency by integerization is a major advantage.

For RPG, the IP that reads the comparison weights for the Metropolis test, the 16-
and 8-bit implementations with reduced data widths showed better hardware efficiency
than the single-precision floating-point ones. 32-bit implementations are the same as
the single-precision floating-point ones because the only processing performed within
this circuit is shifting, which is not dependent on the data type. The reason is that the
processing performed in this circuit is shift-only and does not depend on the data type.

In U-Gen, the circuit that creates the coefficients for the Metropolis test, the integer
implementation produced higher hardware efficiency than the single-precision floating-
point one. This can be attributed first of all to the fact that the integer implementation
omits the process of conversion and multiplication of random numbers to floating point,
as also mentioned in Section 8.

It can be seen that WM, the memory that stores the weights, reduces its resource
usage according to the data width. In the case of the integer 8-bit implementation, it
is possible to store four times the number of particles with the same resource usage
compared to the implementation in the previous study by Liu et al. [85]

With this, the three goals described in Section 7.4 and the proposed integerization,
increased throughput, increased parallelism due to resource reduction, and reduced
memory usage due to reduced data width was achieved.
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Part III.

Conclusion
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This study shows the optimization of parallel implementations of parameter estima-
tion tasks in two types of Bayesian inference.

The first part is GPU acceleration of parameter estimation by the variational inference
method of GMM used for clustering. The Gaussian mixture model based on variational
Bayesian estimation is implemented on GPU for high-speed clustering applications.
Employing the proposed strategies, including CPU-GPU co-optimization, execution re-
order, and memory management, the VB-GMM is efficiently conducted by GPU with
high parallelism. Various data sets for real-world clustering applications are introduced
for validations. The experimental results show that convergence is generally faster than
the same algorithm implemented on the CPU, and comparable convergence scores are
achieved. As a typical example, the proposed VB-GMM on GPU is 192 times faster than
the CPU when the number of data is 1E+07 and 107 times faster when the number of
clusters is 128. Compared with the state-of-art GPU implementations conducted by the
EM algorithm, the proposed VB-GMM on GPU can suppress degeneracy even on data
sets where the EM algorithm would have degenerated; fair performances over speed,
clustering scores, and clustering distributions are achieved. Experiments on practical
data showed that VB-GMM on GPUs is more effective than the GPU implementation
of the EM algorithm for clustering data with a relatively large number of data, where
the actual number of clusters is unknown.

In the second part, the Optimization of the dedicated hardware for the resampling
step, which is one of the three steps in the sequential Monte Carlo method: sampling
step, importance calculation step, and resampling step, and whose processing time
increases in proportion to the number of particles. The specific optimization method
is to optimize the metropolis resampling algorithm used in the resampling step, which
is suitable for parallelization, from the currently used floating-point method to the
integer-optimized method.

The proposed optimization of Metropolis Resampling to run on integers achieves the
elimination of conversion and multiplication to the floating point in the random number
generation part within Metropolis Resampling. Also, it makes it hardware efficient by
eliminating calculations in the floating-point in the Metropolis test.

In the evaluation experiments, the proposed method was evaluated for 8-bit, 16-bit,
and 32-bit integers, considering hardware efficiency. In evaluating several algorithms
on CPUs, the proposed integer-optimized Metropolis resampling achieved resampling
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quality equivalent to that of single-precision floating-point methods for 8-bit integers,
16-bit integers, and 32-bit integers as resampling alone. In addition, the Sequential
Monte Carlo Sampler, an SMC application, achieved the same performance as the
floating-point method when the number of particles was large.

In the evaluation of the hardware implementation, the proposed integer-optimized
Metropolis resampling reduced resource usage for all data width implementations
compared to previous studies using the single-precision floating-point. It achieved up to
3.0 times LUT usage improvement in critical modules such as coefficient generation and
Metropolis test execution improvements in key modules such as coefficient generation
and Metropolis test execution. LUT utilization reductions of 31% at 32 bits, 57% at 16
bits, and 64% at 8 bits were achieved in key modules such as coefficient generation and
Metropolis test execution, while other bottlenecks achieved up to 3.0 times throughput
improvement and up to 75% memory utilization reduction.
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