
Doctoral Dissertation

Effects of changes in food and environmental
appearance by augmented/virtual reality on

multisensory flavor perception

Kizashi Nakano

March 17, 2023

Graduate School of Science and Technology
Nara Institute of Science and Technology



A Doctoral Dissertation
submitted to Graduate School of Science and Technology,

Nara Institute of Science and Technology
in partial fulfillment of the requirements for the degree of

Doctor of ENGINEERING

Kizashi Nakano

Thesis Committee:

Kiyoshi Kiyokawa

(Professor, Division of Information Science)

Hirokazu Kato

(Professor, Division of Information Science)

Hideaki Uchiyama

(Associate Professor, Division of Information Science)

Naoya Isoyama

(Assistant Professor, Division of Information Science)

Monica Perusquia-Hernandez

(Assistant Professor, Division of Information Science)



Effects of changes in food and environmental
appearance by augmented/virtual reality on

multisensory flavor perception ∗

Kizashi Nakano

Abstract

Gustation is a sensation resulting from a chemical reaction. Because of this,
it is difficult to present artificially. In contrast, the taste we perceive when we
eat food is perceived as flavor by integrating multiple senses, including sight and
smell. For this reason, research is being conducted on the sensory presentation
of gustation by changing the visual stimuli, which has some degree of established
presentation. Previous studies have successfully presented the taste between spe-
cific food types using pre-created images. However, they could not cope with the
complex deformation of food, and detailed verification of taste changes has yet
to be performed. This dissertation aims to establish a visual change method to
perceive different types of food and to investigate the effects of changes in vi-
sual information on multisensory flavor. We developed the following three types
of gustatory manipulation methods: 1. Gustatory manipulation interface that
changes the appearance of food into the appearance of different food (Chap. 3
and Chap. 4). 2. Application that superimposes only the eating region on the
virtual environment to investigate the effect of changing the appearance of the
surroundings to the virtual environment (Chap. 5). 3. Head-mounted display
with an increased downward field of view to investigate the effect of visual infor-
mation presented close to the mouth on the gustation (Chap. 6), and possibly
to study the impact of changes in the avatar’s body on the gustation (Chap. 7).

∗Doctoral Dissertation, Graduate School of Science and Technology,
Nara Institute of Science and Technology, March 17, 2023.
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The results of the demonstration experiment revealed that gustatory manipula-
tion by visual modulation can persistently change the taste and type of food and
can present smell and food texture. Although changes in the appearance of the
surrounding environment and the presentation of visual information close to the
mouth did not affect gustation, we were able to construct the system necessary
to verify the effect of visual modulation on gustation. These results show that we
have succeeded in developing the techniques necessary for gustatory manipulation
by visual modulation and making food perceived as different foods as intended.
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1 Introduction

1.1 A method of presenting the multisensory
flavors of food

Playwright George Bernard Shaw had the following aphorism in his play Man
and Superman:
“There is no love sincerer than the love of food.”
Appetite is said to be one of the greatest desires of human beings, and is indis-
pensable for maintaining life. The pleasure of being able to eat what you want,
such as your favorite dishes and extravagant ingredients, is invaluable.

The question of how to cook safe and tasty food has long been a topic of human
research. On the other hand, few engineering methods have been developed to
determine how to manipulate people’s gustatory to make them perceive that they
are eating a particular taste or food type. One reason is that it is difficult to define
a base for gustatory, like the three primary colors for vision [1]. Therefore, it is
challenging to present the gustatory of a particular food by pure taste stimulus
combinations alone. The flavors perceived as tastes are not driven solely by
pure gustatory stimuli. It is understood that taste perception is affected by
the integration and interaction of different senses; in other words, all vision,
hearing, olfaction, gustation, and tactile perception interact to perceive taste [2,
3]. Therefore, research is being conducted to present gustatory by applying the
mechanism of multisensory integration in which stimuli from other senses are
altered instead of altering pure taste stimuli [4, 5, 6].

In this doctoral dissertation, we define multisensory flavor perception [2] as
the taste we perceive by integrating our various senses. We also define gustatory
manipulation as altering multisensory flavor perception by presenting or changing
sensory stimuli such as vision. In addision, the sensation we feel when we put food
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in our mouth (e.g., crunchiness) is called texture, but we define “food texture”
to avoid confusion with the texture used in the image processing field.

In this doctoral thesis, we focus on visual information and manipulate gustation
by modulating the vision. The first reason is that presenting and changing vi-
sual information methods are more established than other sensory presentations
and can be modulated relatively easily using a head-mounted display (HMD).
The second reason is that many studies have reported that color changes alter
multisensory flavor perception [7, 8, 9, 10, 11, 12].

We hypothesized that users could manipulate gustation by visually changing
the three elements visible to them while they eat (Figure 1.1):

1. The appearance of the food during the meal.

2. The appearance of the surrounding environments during the meal.

3. Visual information in the peri-personal space (Space around the body within
reach of own hand) [13]. For example, the appearance of food near the
mouth or the user’s body.

To investigate these hypotheses, we have developed three different gustatory
manipulation methods:

1. Gustatory manipulation interface that changes the appearance of food into
the appearance of different food (Chap. 3 and Chap. 4).

2. Application that superimposes only the eating region on the Virtual Envi-
ronment (VE) to investigate the effect of changing the appearance of the
surroundings to the VE (Chap. 5).

3. HMD with an increased downward Field of View (FoV) to investigate the
effect of visual information presented close to the mouth on the multisensory
flavor perception (Chap. 6), and possibly to study the impact of changes in
the avatar’s body on the multisensory flavor perception (Chap. 7).
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Figure 1.1: We propose three types of visual alteration methods to alter mul-
tisensory flavor perception. Food appearance) A method to change
the appearance of food to different food. Environment) A method
to change the appearance of the surrounding environment to the VE.
Avatar appearance) A method to change the appearance of an avatar,
a body used in the VE.

1.1.1 Change the appearance of food to different food
intended

Augmented Reality (AR) which can visually change the appearance of food, can
be used to change the type of food one is experiencing; this is done by superim-
posing three-dimensional (3D) models or images on the food. By combining an
olfactory display with a variety of cookie images on top of plain cookies, Narumi et
al. were able to transform the plain cookies into many different perceived flavors,
for instance, chocolate [4]. Ueda and Okajima developed a gustatory manipula-
tion interface (Magic Sushi) that uses machine learning to detect tuna sushi and
change its appearance to salmon sushi, flatfish sushi, medium fatty tuna, and the
fattiest portion tuna [14]. As a result, participants perceived more mouthfeel and
oiliness in medium-fatty tuna and the fattiest portion of tuna sushi than tuna
sushi. Current studies on how to manipulate gustation through vision involved
mainly changing the image or color pattern of a single type of food, for exam-
ple, sushis or cookies, significantly limiting its applicability and flexibility [4, 14].
There has been little research to determine whether these changes in multisensory
flavor perception due to changes in food appearance persist throughout a meal
and what attributes are most effective in humans.

Therefore, we investigated interactive systems that alter the appearance of one
type of food into another and, more importantly, the impact of such a system on
how food is experienced. We report how to use AR interfaces to manipulate the
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gustation and our manipulation interface using a generative adversarial network
(GAN)-based real-time image-to-image translation (Chap. 3).

We also report the results of an investigation into the persistence of multisen-
sory flavor perception changes by visual modulation using this gustatory manipu-
lation interface, as well as the results of an investigation into whether the effect of
multisensory flavor perception changes depending on the nationality and gender
of the participants (Chap. 4).

1.2 Eating in the virtual world looks different
from the real world

Several studies have reported that the multisensory flavor perception of partici-
pants changes in different eating environments. Meiselman et al. reported that
participants rated restaurant meals higher than student refectories when eating
the same foods [15]. However, the method in which participants actually move
from place to place to change the appearance of the surroundings makes it diffi-
cult to control the experiment, and the places where meals are served are limited
to realistic locations. We can more easily visually change the surrounding envi-
ronment by using HMDs. In recent years, users have been able to experience VEs
that differ significantly in appearance from Real Environment (RE) surroundings
using inexpensive, general-purpose Virtual Reality (VR) HMDs. New VEs are in-
creasing as companies and some users create and publish VEs with various world
views, and some users spend most of their day in them.

On the other hand, it is difficult to perform the act of eating in the VE provided
by the HMD because real food is not visible. For this reason, experiments have
been conducted on eating in the VE by grabbing a bite-sized food item in a
predetermined position [16] and drinking a beverage through a straw [17]. The
problem is that eating without seeing the food decreases the ease of eating and
reduces the presence (the sensation of being in the VE). Some studies use a Video
See-Through (VST) HMD to acquire RE images and implement functions to
change transparency [18] and chroma key compositing [19, 20] into the VE created
by the researcher-self, thereby displaying food products while in the VE. However,
these methods can only be used in specific VEs, and they must implement the
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functionality to use them in an existing VE.
Therefore, we have developed a food overlay application that allows existing

VEs to influence flavor perception by changes in the appearance of the surround-
ing environment. We evaluate a proposed method of superimposing only the food
segmentation images on the VEs using machine learning techniques to improve
the ease of eating while maintaining a high presence (Chap. 5). We also report
the results of an experiment measuring whether changes in the appearance of the
surrounding environment affect the taste and flavor of food.

1.3 Alter the appearance of space close to our
bodies

We investigated in Chap. 3, Chap. 4, and Chap. 5 the effects of changes in the
appearance of the food and the appearance of the surrounding environment on
multisensory flavor perception. In the course of these investigations, we found
that existing HMDs have a limited vertical downward FoV, making it impossible
to see food near the mouth. Two significant problems occur when food near the
mouth is not visible. The first problem is the ease of eating when wearing the
HMD. If the mouth area is not visible, it is difficult for the user to determine the
relative position of the food to their mouth. The front camera of an HMD that
acquires images of food is usually installed on the entire surface of the HMD.
Therefore, there is a discrepancy between the position of the front camera and
the actual position of the user’s eyes. Because the human face is structured so
that the mouth is directly below the eyes, the user may misidentify the mouth
as being directly below the front camera position. These causes make it difficult
for the user to eat with the HMD in place. Several experimental participants in
Chap. 3, Chap. 4, and Chap. 5 also reported that the lack of visibility near the
mouth inhibited their ease of eating.

The second problem is the inability to alter the food appearance near the
mouth. In the experiments in Chap. 3 and Chap. 4, multisensory flavor perception
was altered by a cross-modal effect of visual modulation that changed the food
appearance. However, it is impossible to display the altered food appearance
when it is placed in the mouth the moment the user perceives the taste. We
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hypothesize that limited downward FoV suppresses the cross-modal effects of
visual modulation on gustation.

Therefore, we have developed a novel VST-HMD with an increased downward
FoV by adding two new optics to the bottom of an existing HMD (Chap. 6). We
report the results of an experiment in which we investigated whether displaying
food in the downward FoV improves the ease of eating while wearing the HMD
and the amount of cross-modal effect on gustation.

Multisensory integration occurs more frequently in peripersonal space, the
space within human reach [21, 22]. In our daily lives, our bodies are always
present in the peripersonal space. The virtual body, an avatar, is displayed in the
VE and follows and synchronizes with the user’s movements to improve presence.
Sense of embodiment (SoE), including the sense of self-location (SoSL), the sense
of agency (SoA), and the sense of body ownership (SoBO) represent the avatar’s
sense of being myself, and the higher these are, the better the presence [23].
However, displaying avatars with existing HMDs with limited downward FoV is
difficult. When the user is facing forward, existing HMDs can only display the
forearm from the avatar’s elbow to the hand, and it isn’t easy to display avatars
other than the hand unless the head is turned down. In VR research using avatars,
the avatar’s body is reflected in a virtual mirror installed in the VE to make the
user see the avatar’s body [24, 25, 26]. Experiments using virtual mirrors have re-
ported a positive effect on performance using full-bodied humanoid avatars [27],
but no positive effect occurred in experiments without [28]. Furthermore, the
multisensory integration model proposed by Ernst et al. shows that the higher
the likelihood of sensory information, the more multisensory integration is pro-
moted [29]. We expect that first-person avatar body displays will improve the
likelihood of visual information.

Furthermore, several studies have reported that changing the appearance of an
avatar can change the user’s behavior and mental state and improve the user’s
abilities [30, 31]. The changes in the avatar’s body affect the human psychological
state and behavior, which is called the Proteus effect [32] and is said to depend
on the user’s impression or preconception of the avatar. We also hypothesize that
changes in the avatar’s body may influence multisensory flavor perception. For
example, when using an avatar of a rich person, food may taste more expensive
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than everyday meals.
We believe that displaying the avatar’s body in peripersonal space is necessary

to study multisensory flavor perception using avatar. We surmise that setting up
a mirror in front of you and eating while checking how you are eating your food
is unnatural and interferes with multisensory integration. We thought that by
displaying the avatar using the HMD with an increased downward FoV created
in Chap. 6, we might see the avatar’s body in the first-person perspective, except
for the avatar’s hands. As a preliminary step in examining the effect of changes
in avatar body appearance on multisensory flavor perception, it is necessary to
examine the effectiveness of the avatar’s body display for downward FoV. There-
fore, we develop an avatar display method using the HMD with an increased
downward FoV and report the results of our investigation into the effectiveness
of the avatar display for downward FoV (Chap. 7).

1.4 Contribution
In this doctoral dissertation, we developed and demonstrated the effectiveness of
three gustatory manipulation methods to investigate the impact of visual changes
on multisensory flavor perception by altering the appearance of food and envi-
ronments through AR and VR.

Contributions are highlighted as follows:

1. We present a more flexible vision-induced gustatory manipulation system
using GAN-based real-time image-to-image translation. Our system flexi-
bly supports multiple types of target food, which changes its appearance
dynamically and interactively in accordance with the deformation of the
original food. Our experimental results confirmed that participants more
strongly perceived the taste of the target food solely upon GAN-based visual
modulation (Chap. 3).

2. We report that vision-induced gustatory manipulation is persistent in many
participants for several times a mouthful of food. Their persistent gustatory
changes are divided into three groups: those in which the intensity of the
gustatory change gradually increased, those in which it gradually decreased,
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and those in which it did not fluctuate, each with about the same number
of participants (Chap. 4).

3. We also report that visually induced gustatory manipulation is affected dif-
ferently depending on the participant’s attributes (gender and nationality).
Still, those who are less familiar with the original and target types of food
may have a stronger effect (Chap. 4).

4. We investigate the effects of visually altering not only the appearance of the
food but also the surrounding virtual environmental appearance. We pro-
pose a method that enables users to eat while maintaining the high presence
of existing VEs. We show that superimposing only the food segmentation
image on the VE gives a high presence and maintains ease of eating. How-
ever, our experiments examining the effects of changes in an environmental
appearance on taste and flavor found no statistical differences (Chap. 5).

5. We argue that existing HMDs have a limited downward FoV and cannot
present images near the mouth. We developed a VST-HMD with a wide
downward FoV to solve this problem. We investigated the effects of video
presentation near the mouth on taste change and palatability and found no
significant differences (Chap. 6).

6. We report that gustatory manipulation using visual modulation can en-
hance not only the perception of taste and type of food but also the per-
ception of smell and food texture of the visually presented food (Chap. 6).

7. We report a positive effect on presence and SoSL using the avatar display
for the downward FoV, with more natural head movements. However, the
effects on SoBO and SoA were limited due to the perceived misalignment
between real and virtual bodies. These results predict using avatars will
advance the study of multisensory flavor perception. These results also
suggest the need to improve the accuracy of body tracking and explore
avatar representations that are acceptable as one’s own body (Chap. 7).
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2 Related Works

2.1 Mechanism of human multisensory flavor
perception

The first method we can use to describe the taste of food in an engineering
way is to present a combination of basic tastes for the sense of taste (gustatory
sensations). There are theories that the four basic tastes are sweet, salty, sour,
and bitter, and others that the five basic tastes, including umami, are the five
basic tastes. However, there are several definitions of basic tastes, such as the
research report that taste is a continuum and that there is no such thing as a
basic taste [1] and the research report that there is no single receptor site for sweet
and bitter tastes [33]. In addition, due to the influence of painful stimuli such
as pungency and the fact that the threshold for perceiving taste (e.g., sweetness)
differs among individuals [34], a method for presenting taste by itself has yet to
be established.

On the other hand, research has revealed that our gustatory sensations are
affected by gustatory stimuli and by the other senses [2]. The taste we perceive
is perceived as a multisensory flavor perception that integrates these sensory
stimuli. In other words, multisensory flavor perception is strongly influenced
by stimuli from the tongue’s taste cells and smells, sounds, and the surrounding
environment. For example, to recognize that we have eaten an apple, we integrate
many senses (multisensory integration), such as the apple’s red color and glossy
images (vision), refreshing smell (olfaction), hard food texture (tactile), crunchy
sound (hearing), and sweet taste (gustation).

Thus, humans integrate and process information obtained through various
senses, including the five senses, in the brain to form perception and recognition.
The general term for the cognitive process of integrating multisensory informa-
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tion is called integrated perception/cognition, and it has been suggested that
information from different senses strongly influences each other [35].

Perceptual characteristics relevant to the gustatory presentation using inte-
grated cognition include multisensory integration, in which stimuli input to dif-
ferent sensory modalities are perceived and recognized as a single event. Ernst et
al. proposed a multisensory integration model using Bayes’ theorem to explain
the nature of multisensory integration [29, 36]. This multisensory integration
model [29] uses the relationships among sensory information obtained in daily
life as a prior distribution. In other words, multisensory integration in gustation
is influenced by the current food experience to date.

Therefore, if a food is perceived to have a different appearance than the food
currently being eaten, it may be perceived as tasting differently. This type of
perception is called cross-modal perception, in which the perception of one sense
is affected by stimuli to other senses that are received simultaneously.

As described above, it is difficult to express the presence of gustation with pure
taste stimuli alone. However, research is being conducted to induce a cross-modal
effect through the multisensory presentation by utilizing the integrated cogni-
tive characteristics of humans and presenting information from various senses to
present gustation.

2.2 Gustatory manipulation by multisensory
presentation

In this section, we introduce gustatory manipulation techniques using various
sensory presentations. Olfaction is the sense that has the greatest influence on
multisensory flavor perception [37]. For example, the flavor of food is heavily
affected by signals from the taste buds associated with smell [37, 38, 39]. For
example, Murphy and Cain reported that their experimental participants tasted
ethyl acetate, a flavor component of peaches and pears, despite that it is actually
tasteless [40]. However, they also reported that up to 80% of the taste disappeared
when their nose was blocked. Stevenson et al. found that the sweet taste of
sucrose increased and the sour taste of citric acid decreased when presented with
the odor of sweet caramel [39]. Various gustatory displays make use of these
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Figure 2.1: A study of multisensory flavor perception manipulation by tex-
ture [41]. Left) Smooth and rough textured sucrose. Right) Smooth
and rough textured dishes.

multimodal and cross-modal effects of olfaction [4, 10].
When eaten, the food texture also produces tactile and auditory sensations,

and thus gustatory displays that make use of these sensations are emerging [5,
6]. Besides, the tactile and the sense of hearing influence the multisensory flavor
perception. As an example of the influence of the tactile on the guatation, Slo-
combe et al. reported that the acidity perceived by participants was stronger in
rough foods than in smooth foods (Figure 2.1) [41]. Iwata et al. have developed
a food simulator as a gustatory manipulation interface that can reproduce food
texture by measuring and reproducing the temporal changes in force when chew-
ing food [6]. As for the effect of hearing on taste, Zampini and Spence found that
when a high-pass filtered chewing sound or white noise was played in the ear while
chewing deep-fried potato chips, the chips felt crispier and fresher [42]. Koizumi
et al. developed Chewing Jockey as a gustatory manipulation interface based
on this phenomenon (Figure 2.2) [5]. Chewing Jockey successfully amplifies the
crunchiness of potato chips, the thickness of cookies, and the stickiness of daifuku
by processing the subject’s chewing sound and playing it back through earphones.
Spence et al. found that bacon or egg flavor was more strongly perceived when
the sound of bacon cooking or chicken clucking was played while eating bacon
egg-flavored ice cream [43]． In the field of electric taste, Miyashita developed
gustatory displays that have been using ion electrophoresis to present tastes by
individually suppressing the five basic tastes contained in five gels [44].
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Figure 2.2: Chewing Jockey manipulates multisensory flavor perception through
auditory feedback [5]．

Vision is known to affect taste [45] as put by van der Laan et al. ‘The first
taste is always with the eyes’ [46]. Additionally, visual modulation of food affects
the perception of food types. Some studies have successfully changed how the
flavor of food is perceived by altering its color [7, 8, 9, 10, 11, 12]. For example,
by changing the color of wine Morrot et al. demonstrated that they were able to
make sommeliers believe that white wine tasted like red wine [8]. Stillman mea-
sured how accurately the average participant with no gustatory training could
discriminate taste when drinking raspberry- and orange-flavored colored bever-
ages (colorless, red, orange, and green) [47]. The experiment results revealed
that participants could accurately identify the raspberry flavor when they drank
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Figure 2.3: Multisensory flavor perception is altered by the combination of bev-
erage flavor and color [45, 47]

a red-colored beverage (Figure 2.3). They also tended to identify the orange fla-
vor more accurately in the colored drinks than in the colorless liquids. Narumi
et al. used LEDs to color beverages and change the same flavored beverage to
a different flavor (Figure 2.4) [9]. Additionally, Ranasinghe et al. changed the
perceived flavor of water in a cocktail glass by combining color, smell, and elec-
trical taste stimuli to the water (Figure 2.5) [10]. Zampini et al. conducted an
experiment in which participants drank orange- and blackcurrant-flavored bever-
ages that were colored in various ways and found that proper visual presentation
with flavor-matching coloration helped them identify the taste accurately [7].
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Figure 2.4: A gustatory manipulation interface that changes multisensory flavor
perception through LED coloring [9]. Top) overview. Bottom left)
Method to separate the colored liquid from the beverage so as not to
change the beverage’s composition. Bottom right) in operation.

Figure 2.5: Gustatory manipulation interface that changes taste by multisen-
sory presentation with LED coloring, olfactory display, and electric
taste [10]
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Figure 2.6: Experiments in which the shape and color of the tableware were var-
ied [11]. Top) The shape of the dishes is changed. Bottom) The color
of the dishes is changed.

Piqueras-Fiszman et al. found that participants perceived the sweetness of
strawberry-flavored mousse more strongly and preferred it more when eating it
on a black plate than when using a white plate (Figure 2.6) [11]. Shankar et
al. [12] showed that the lower the degree of inconsistency between the participants’
expected flavor and the color combination of the beverage, the more it affected
their perception. Besides, they showed that food perception manipulation could
be performed even if participants are explicitly told that color is an uninformative
cue. They know that they are eating visually altered food.

Besides the perception of gustation, vision also influences the feeling of satiety.
The feeling of satiety felt by the participant can be manipulated in several meth-
ods, e.g., changing the color of the cup [49], using a bowl that automatically and
continuously refills with soup to prevent the food from visually diminishing [50],
using the Delboeuf illusion to misrepresent the size of the food [51], using AR to
change the size of food (Figure 2.7) [48].

AR can also be used to change the type of food one is experiencing; this is
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Figure 2.7: A system that changes the size of a cookie held in hand [48]. Left)
System operation. Top right) Calculation of the center of gravity
of a cookie using an image acquired from a webcam. Bottom right)
Resized hand and cookie.

done by superimposing 3D models or images on the food. By combining an
olfactory display with a variety of cookie images on top of plain cookies, Narumi
et al. were able to transform the plain cookies into many different perceived
flavors, for instance, chocolate [4]. Ueda and Okajima developed a gustatory
manipulation interface that uses machine learning to detect tuna sushi and change
its appearance to salmon sushi, flatfish sushi, the medium fatty tuna, and the
fattiest portion of tuna (Figure 2.10) [14]. As a result, participants perceived more
mouthfeel and oiliness in medium-fatty tuna and the fattiest portion of tuna sushi
than tuna sushi. The studies mentioned above show that it is feasible to change
the type of food that people believe they are consuming by altering its appearance.
However, current studies on vision-induced gustatory manipulation have only
experimented with a single type of food, such as cookies or sushi, considerably
limiting its applicability and flexibility. To our knowledge, no studies on vision-
induced gustatory manipulation have examined the effects between different types
of food. Not much is known as to whether such manipulation is possible and to
what extent.
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Figure 2.8: Meta Cookie+ is a gustatory manipulation interface combining visual
modulation by HMD and odor presentation by an olfactory display [4].
Top left) appearance of Meta Cookie+. Bottom left) experimental
results on food taste. Top right) Meta Cookie+ in operation. Bottom
right) schematic diagram of Meta Cookie+.
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Figure 2.9: Food region detection using masked images can present texture ac-
cording to deformation, even when cookies are missing or scat-
tered [4]．
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Figure 2.10: A gustatory manipulation interface that changes the appearance of
tuna sushi into different sushi [14]. Top left) Tuna sushi changed
to salmon sushi. Top right) Detection of tuna sushi region using
convolutional neural network. Bottom left) Tuna being transformed
into flatfish and different oily tuna. Bottom right) Recognition as a
single food region even when the meal region is divided by a finger.
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Besides, if it is possible to change the perception of the types of food actually
eaten, it may improve the quality of life (QoL) of people with dietary restrictions.
There are circumstances in which people cannot eat what they want for reasons
such as dietary restrictions, food allergies, and religious restrictions. In such
cases, their QoL will significantly decline [52, 53].

For example, a survey by the Ministry of Education, Culture, Sports, Science
and Technology (MEXT) revealed that 2–4% (about 300-600,000) of elementary,
junior high, and high school students in Japan have some food allergy [54]. One
of the problems faced by patients diagnosed with a food allergy is a decrease in
dietary QoL due to the time and effort required to remove the causative food and
the various processed foods it contains, as well as anxiety about the possibility of
food allergy symptoms [55]. It is also known that the QoL of parents of children
diagnosed with food allergies declines [56, 57]. Furthermore, in addition to food
allergy patients, for example, Crohn’s disease patients are known to have reduced
QoL due to symptoms and dietary restrictions [58]. In addition, there are many
situations where dietary restrictions are necessary, such as dieting for weight loss,
disease-fighting, and religious dietary restrictions. When men and women aged
20 years and older were surveyed about their dieting experience, 66.9% reported
that they were currently dieting or had dieted in the pastt ∗. These results suggest
that the inability to eat what they want to eat reduces the QoL of a large number
of people.

In Chap. 3, we report in detail a user study on an AR system that overlays a
3D model of a target food over a different type of original food and its successful
experimental results. We then summarize the identified problems of 3D model-
based systems and describe in detail the implementation of and the main user
study on the more flexible GAN-based AR system, which changes the appearance
of one type of food into another in real time.

In Chap. 4, we provide a detailed examination of the effects of vision-induced
gustatory manipulation revealed in Chap. 3. For a gustatory display to be used in
daily eating, the effect of multisensory flavor perception presentation must persist
throughout the meal. Therefore, we report the results of measuring flavor per-

∗Health awareness survey, https://www.kirinholdings.com/jp/newsroom/release/2008/
0303_01.html, last accessed March 17, 2023.
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ception with each bite to clarify the persistence and change in multisensory flavor
perception due to visual modification. Besides, the formation of cross-modal as-
sociations to the gustation differs depending on cultural differences such as the
nationality and gender of the participants [59, 60, 61]. We compare the results
of experiments on groups of participants of different nationalities and genders
and investigated the effectiveness of our vision-induced gustatory manipulation
on participants with varying food cultures.

We need to generate different food images from actual food images to develop
the vision-induced gustatory manipulation for these experiments. Therefore, we
develop vision-induced gustatory manipulation using GANs, which have attracted
attention for their ability to produce high-quality images.
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Figure 2.11: CycleGAN collects images with common features (called domains)
and trains each generator and discriminator to transform each fea-
ture into each other [67].

2.3 Food image generation using generative
adversarial networks

GANs [62, 63] have achieved impressive results in image generation [64, 65],
image-to-image translation [66, 67, 68, 69], text-to-image translation [70, 71],
and super-resolution [72] (Figure 2.11). GANs are composed of a generator and
a discriminator. The discriminator learns to distinguish generated fake samples
from real ones, while the generator learns to generate fake samples that are in-
distinguishable from the real ones. In this work, we also employ an adversarial
loss to learn the mapping to make the translated images as realistic as possible.

Recent work has resulted in excellent image-to-image translation [66, 67, 68].
For example, pix2pix [66] uses paired images and learns this task by supervised
learning. However, since it incorporates an L1 loss into an adversarial loss,
pix2pix [66] has a problem that it requires paired data samples. To solve this
problem, unpaired image-to-image translation frameworks [67, 68, 69] have been
proposed. For example, CycleGAN [67] and DiscoGAN [68] make unsupervised
translation possible by utilizing a cycle consistency loss between input and trans-
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Figure 2.12: StarGAN for simultaneous conversion of multiple domains [73].

lated samples. However, all these methods are able to learn the transformation
between only two domains at the same time. Therefore, their approaches require
learning different transformation models separately to support more than two do-
mains. In addition, this also limits the scalability to make many transformation
models. To solve this problem, StarGAN [73], which enables the translation of
multiple domains at the same time (Figure 2.12). StarGAN [73] imposes tasks
on the discriminator not only to identify a fake or real image but also to identify
which class a translated image belongs to using an auxiliary classifier. In Chap. 3
and Chap. 4, we employ StarGAN [73] so that multiple food transformations can
be learned at the same time (Figure 2.13).
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Figure 2.13: Food images with appearance changes generated by CycleGAN [67]
using a dataset of food images [74, 75].
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2.4 Eating while wearing HMD in the VE
We believe that it is possible to alter multisensory flavor perception not only
by changing the appearance of food but also by changing the appearance of the
environment surrounding food in the VE and altering visual information. For
example, several studies have shown that changing the environment around the
user can change the evaluation of meals. Meiselman et al. showed that differ-
ences in the surrounding environment could alter the evaluation of a meal [15].
Dionisio et al. used a Cave Automatic Virtual Environment (CAVE) for visual
presentation to provide a highly immersive meal in the VE (Figure 2.14) [76]. An
HMD can change the surrounding environment with high presence. However, the
presentation of VE images alone does not allow the visibility of the real food.

Bouba/Kiki effect [77] investigated the correspondence between speech and the
visual shape of objects. In multisensory flavor perception studies, spiky shapes
(Kiki) were associated with sourness and rounded shapes (Bouba) with sweetness
in both foods and beverages [78, 79]. Cornelio et al. found that rounding the
actual sweet food shape in the VE increases the sweetness [16]. They also reported
that VE under blue lighting decreased the sweetness of neutral-tasting foods. The
experimenter placed the food in the same position as the 3D model so that the
participant could grasp the food, although the food was not tracked. Chen et al.
have made beverages taste sweeter in a rounded virtual space (Figure 2.15) [17].
Although participants could not see the beverage in their hands, they could drink
it by relying on the sensation in their hands because the beverage had a straw
attached. These studies suggest that changes in the surrounding environment
can affect multisensory flavor perception. However, these experimental methods
can only be applied to bite-sized foods and beverages, and it is challenging to use
foods in containers because of the lack of visibility and tracking of the food.

In order to use a variety of foods in an experiment, it is necessary to display
VST images on the VE. Korsgaard et al. proposed a method to switch between
VE and VST images depending on the head orientation (Figure 2.16) [18]. For
example, when the user looks down, the food on the desk is visible; the VE is
visible when the participant looks forward. The VST image and the VR space are
seamlessly switched between displays by adjusting the blending ratio. However,
since all the real objects are visible, the sense of presence is significantly reduced.

25



Figure 2.14: A dining experience with CAVE that changed the ambient appear-
ance of the environment [76].

They also proposed a method of superimposing a food onto the VE using chroma
key composition (Figure 2.17) [20]. Multiple elderly users who ate together in
the system felt that food quality was higher when eating with the VE than when
eating alone, and that lifted their spirits. Perez et al. proposed a method of
eating in the VE by coloring desks and eating utensils red, and performing color
detection (Figure 2.18) [19]. However, such an approach requires changing the
colors of the desk and food for color detection and chroma key composition in
advance. Therefore, the system should be usable on an ordinary desk. In both
studies, users of the metaverse were unable to use these systems because they
could not be used on top of existing VR applications such as VRChat † and
Mozilla Hubs ‡. It should run simultaneously with existing VR applications. In
Chap. 5, we developed food overlay system which detects and tracks the food
region in the VST images. This system supports can be used with the OpenVR
API, widely used in existing VR applications.

†VRChat, https://hello.vrchat.com/, last accessed March 17, 2023.
‡Mozilla Hubs, https://hubs.mozilla.com/, last accessed March 17, 2023.
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Figure 2.15: Rounded surroundings environment make sweet foods taste even
sweeter [17].

Figure 2.16: The transparency switches between the VE and VST by switching
the transparency depending on the angle of the head. Left) The vir-
tual park environment. Right) The visible image from the mounted
camera [18].
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Figure 2.17: Eating together experience in the VE. Left) realistic eating environ-
ment. Right) food superimposed on the VE and the user’s hand [20].

Figure 2.18: The user eats food with a red desk superimposed on the VE using
red chrominance keying. Left) First-person view of the experience.
Middle) External view of the experience. Right) Graphical model of
the elements of the distributed reality [19].
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Figure 2.19: DeepLab results before and after input images and Conditional Ran-
dom Fields (CRFs) when using the PASCAL VOC 2012 dataset [81].

2.5 Food Segmentation
We need to detect and segment only the food region from the image acquired from
reality to superimpose only the food region on the VE. Semantic segmentation [80,
81] is the task of classifying pixels into semantic classes (e.g., humans, horses, etc.)
within images (Figure 2.19). To accurately perform the task for food images,
UEC-FoodPix [82, 83] contains paired 10,000 food images and fully annotated
semantic masks (Figure 2.20). However, a neural network trained with UEC-
FoodPix cannot be applied to real-time applications because an image dataset
has no temporal information; its inconsistent outputs might result in discomfort.

To avoid this serious problem, Video Object Segmentation (VOS) [84, 85] per-
forms to estimate a target location while keeping object correspondences between
frames in a video. Specifically, it is given the arbitrary object location in the first
frame of a video and predicts its position in all subsequent frames. SiamMask [85]
is the first real-time and high-accurate VOS method. SiamMask can apply arbi-
trary objects without fine-tuning as long as it is initialized using a single bounding
box. In Chap. 5, we use siamMask to track food regions to obtain food segmen-
tation images.
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Figure 2.20: UECFood-100 images overlaid with segmentation masks annotated
in UECFoodPix Complete [83].

Figure 2.21: The result of SiamMask’s tracking. Green frame) specifies a bound-
ing box. Blue frame) around the target to be tracked in the first
frame and automatically performs segmentation and tracking in the
subsequent frames [85]. The frame box shows the tracking results of
the Efficient Convolution Operators method [86].
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Figure 2.22: Panasonic HMD uses two fused lenses.

2.6 HMDs with a wide-FoV
We use HMDs to alter the appearance of food and the VE visually In particular,
the downward FoV is necessary for the visual presentation of the near-body space
close to our bodies and is essential for the visual presentation near the mouth
and display of the avatar body for the multisensory flavor perception that we
are studying. In addition, HMDs with a wide-FoV provide a high sense of pres-
ence, although the risk of cybersickness increases [87]. Therefore, research and
development of wide-FoV HMDs such as StarVR One § and Pimax 8K Plus ¶

is actively pursued. Ratcliff et al. proposed a wide-FoV HMD using a curved
display and a curved microlens array [88]. Panasonic has developed an HMD
with a wide horizontal FoV using two displays per eye and two fused lenses (Fig-
ure 2.22) ‖. Rakkolainen et al. developed a wide-FoV HMD using additional
lenses and displays to the horizontal periphery (Figure 2.23) [89]. However, con-
ventional wide-FoV HMDs are specifically for presenting frontal and horizontal
images, making it difficult to present images in the downward FoV.
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Figure 2.23: HMD with microlensarray for wide horizontal FoV [89].

In some studies, pseudo-FoV expansion methods have been proposed [90, 91] on
the basis of the fact that the peripheral visual field is less receptive to information
than the central visual field [92]. Xiao et al. placed a large number of full-
color Liquid Crystal Displays (LCDs) and diffuser plates outside the eyepiece
optics of the HMD and synchronized them with the HMD’s image to expand the
viewing angle (Figure 2.24) [90]. Yamada et al. combined a convex lens with
normal magnification and a high magnification Fresnel lens to project a blurred
image through the Fresnel lens in the peripheral FoV to expand the viewing angle
inexpensively [91]. A downward FoV expansion is possible with this approach at
the expense of low image resolution in the peripheral visual field.

Lindeman et al. developed a system that presents information about the RE in
the downward view angle by installing an aperture under the eyepiece lens using
an LC shutter with adjustable transparency [93, 94] for typing a real keyboard in
VR, for example (Figure 2.25). The RE can be seen in the lower FoV with their
system, but the virtual image cannot be presented in the aperture. Endo et al.
developed an HMD at the same time as our study that increased the horizontal
and vertical FoV by adding smartphones to the left, right, and bottom of the

§StarVR, https://www.starvr.com/, last accessed March 17, 2023.
¶Pimax, https://www.pimaxvr.com/, last accessed March 17, 2023.
‖Panasonic, https://channel.panasonic.com/contents/19737/, last accessed March 17,
2023.

‖MoguraVR, https://www.moguravr.com/panasonic-vrhmd/, last accessed March 17, 2023.
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Figure 2.24: The forest scene is presented using an HMD that presents images in
the peripheral vision. Left) Virtual scene rendered for Oculus Rift.
Right) Scene displayed with the function to present images in the
peripheral vision enabled [90].

HMD (Figure 2.26) [95]. It isn’t easy to eat with this HMD because the added
smartphone covers the mouth area completely.

As described above, most research on increasing the viewing angle of HMDs
has focused on increasing the horizontal FoV, with little work done on increas-
ing the vertical FoV. In particular, the downward FoV has not been considered
important. Restriction of the downward FoV inhibits the presentation of visual
information near the mouth, which is necessary for gustatory manipulation using
visual modulation.

In Chap. 6, we develop an HMD with an increased downward FoV by adding
two sets of lenses and displays in the vertically downward direction to an existing
HMD to solve this problem. We also report on our investigation of the effects of
presenting visual information near the mouth on multisensory flavor perception
using an HMD with an increased downward FoV.
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Figure 2.25: HMD with LC shutter installed at the bottom with changeable trans-
parency, a keyboard of the real world can be displayed [94].

Figure 2.26: HMD with increased FoV by adding smartphones to the left, right,
and bottom [95].
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2.7 Information presented on the downward
FoV

In this doctoral dissertation, which investigates the influence of gustatory manip-
ulation by visual modulation on multisensory flavor perception, it is necessary to
investigate the effect of body displays and appearance changes that are always
visible in daily life. It is because the likelihood of information is important for
humans to perform multisensory integration [21, 22], and the display of one’s own
body is essential to improve the likelihood of visual information. In addition, the
appearance of the avatar used by the user changes the behavior and psychological
state of the human being. For example, participants in the experiment use an
avatar that looks like Einstein, their test scores improve (Figure 2.27) [31], and
they beat the drums rhythmically when they use a casual dark-skin avatar that
looks like a musician (Figure 2.28) [30]. Therefore, we plan to investigate how
the visual appearance of avatars affects multisensory flavor perception. However,
there is a critical problem with existing HMD-based avatar research. The prob-
lem is that the limited downward FoV makes it difficult to display bodies other
than the avatar’s hands.

The limited downward FoV of conventional HMDs degrades the SoE (SoSL,
SoA, and SoBO) [23]. SoBO represents the perception that a virtual body is
one’s own through a visual self-avatar in the VE [96]. SoBO is also affected
by the visual fidelity of the self-avatar. Basically, the closer the appearance of
the self-avater is to one’s own body, the higher the SoBO is evoked [23, 98].
For example, if one’s own avatar’s arms are human-like rather than robotic or
spherical, it evokes a stronger SoBO (Figure 2.29) [97, 99, 100, 101, 102].
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Figure 2.27: Participants who were embodied in a virtual body that signifies
super-intelligence. Einstein) improved their test scores. A) Ein-
stein’s virtual body. B) Normal virtual body. C) Participants wore
an HMD, and their body movements were tracked [31].
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Figure 2.28: Participants with casual dark-skin avatars beat drums more rhyth-
mically than in the other conditions. Left) Experimental conditions
reflected in the mirror. A) White hand avatar. B) Casual dark-
skinned avatar. C) Formal light-skinned avatar. Right) A partici-
pant wearing an HMD and a body-tracking suit, sitting on a stool
and playing the drums [30].

Figure 2.29: Participants strongly perceive virtual hand illusion [96] when using a
realistic human hand. From left to right: realistic hand, toony hand,
very toony hand, zombie hand, robot hand, wooden block [97].
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Figure 2.30: Full-body avatar is reflected in a virtual mirror. Left) Using CAVE.
Right) Using HMD [103].

In experiments using full-body avatars, SoBO is often evoked using a virtual
mirror in VEs (Figure 2.30) [24, 25, 26, 103]. McManus et al. reported that using
a full-body humanoid avatar improved the performance of the object interaction
task and the stepping stone task [27]. In their experiment, a virtual mirror always
showed the view of the avatar. On the other hand, Streuber et al. reported
that using a full-body humanoid avatar did not affect the performance in a task
without the avatar shown via a virtual mirror [28]. They speculated that the
difference in the results could be due to the fact that the participants could not
grasp the position and posture of their self-avatars with the limited downward
FoV [27].

In an experiment in which participants saw their self-avatars in a virtual mirror
only before the task, Ogawa et al. reported that the participants using realistic
full-body humanoid avatars more often avoided walking into virtual walls than
those using low anthropomorphic avatars (hand or full-body robotic avatars),
but there was no significant difference in perceived SoBO among avatar condi-
tions [25]. Lugrin et al. also reported no significant difference in presence nor
SoBO when comparing the use of three different types of self-avatars (controller,
hands, and upper body) [104]. These studies suggest that although behavior

38



changes under the influence of the initial impression provided by the virtual mir-
ror, avatars must always be displayed to enhance the SoBO felt when acting in
VEs. Therefore, expanding the downward FoV of the HMD is expected to be
effective in inducing realistic behavior and enhancing the SoBO.

Hand–torso connectivity is considered to be one of the most important factors
for evoking SoA and SoBO (Figure 2.31) [105, 106]. The limited downward FoV
makes it difficult to display the shoulders and upper arms, which are important
for the hand–torso connectivity. This could reduce the visibility of the hand–torso
connectivity and decrease SoA and SoBO. Pan and Steed showed that visually
displaying an animation of the self-avatar’s feet following the real body improved
presence, SoA, and SoBO, but the improvement was small [107]. One of the
reasons for this small improvement is thought to be the inability to see the legs
through conventional HMDs. Therefore, expanding the downward FoV with the
visual presentation of the upper body, hand–torso connectivity, and feet of the
self-avatar is expected to enhance SoA and SoBO.

Increasing the downward FoV could enhance not only SoA and SoBO but
also SoSL because it improves visibility around the feet. Jones et al. found
that increasing the vertical FoV improved the distance judgment in VR (Fig-
ure 2.32) [108]. Moreover, the presence or absence of a full-body avatar [109]
and avatar visibility [110, 111] affect the ability to estimate the distance around
oneself. On the other hand, Dewez et al. reported that in a task of tracing lines
on the ground, the presence or absence of an avatar did not affect performance
nor preference [112]. SoSL could be improved by making it easier to see where
the avatar is in the VE by expanding the downward FoV.

A limited downward FoV also inhibits the user’s behavior. For example, the
limited downward FoV increases the downward head pitch angle when walking
on rocks or slippery ground in the RE [113]. Even in VEs, the reduced FoV
prolongs the time it takes to walk to the destination and increases the number of
obstacle contacts [114]. In the RE, when descending stairs, a limited downward
FoV decreases walking speed and increases downward head pitch angle [115]. On
the other hand, in VEs, fear of falling may cause users to look at their feet more
frequently than necessary when the downward FoV is limited. Considering these
factors, it is expected that HMDs that provide an FoV close to the human FoV
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Figure 2.31: Changing hand and forearm connectivity revealed that only the
natural fully connected virtual limb condition elicited high owner-
ship. A) Participants observed in first-person perspective through
an HMD the virtual body in the same location and posture as the
physical one. B) The visual appearances of the avatar’s right limb,
Full-Limb: A standard full arm, Wire: A limb with a thin black
rigid wire connecting the forearm and the hand, m-Wrist: A limb
with a missing wrist, Plexiglass: A limb with a missing wrist with
a Plexiglass panel placed in the blank space between the hand and
the forearm [106].
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Figure 2.32: Participants’ ability to judge distance is improved in the Inferior
and Superior conditions with an increased vertical viewing angle.
Typical) Normal vertical viewing angle. Inferior) Increased vertical
viewing angle in the downward direction. Superior) Increased ver-
tical viewing angle in the upward direction. Frame) White frame
added outside the viewing angle, which is effective in improving the
ability to judge distance [108].

in the real world will bring behavior closer to reality. On the other hand, in VEs,
people behave differently in avoidance than in the RE. Sanz et al. found that
users tend to avoid virtual objects faster than when avoiding real objects in a large
immersive projection environment [116]. Pan and Steed found that when the self-
avatar’s feet did not follow the user’s movements in VEs, the user moved their feet
significantly further away from the obstacle than when they did [107]. Increasing
the HMD’s downward FoV makes it easier to notice discrepancies between the
body and the environment, which may lead to the observation of behaviors that
are different from those in reality and a reduced SoE.

As described above, increasing the downward FoV may affect presence and var-
ious aspects such as SoE (SoSL, SoA, and SoBO), head movement, and distance
traveled. In Chap. 7, we experimentally investigated them comprehensively. In
addition, we also investigated the effect of the increased downward FoV on cyber-
sickness, because cybersickness tends to increase with an increasing FoV [90]. We
believe that investigating the effectiveness of avatar displays at downward FoV
and improving the usability and effectiveness of avatars will further facilitate
research investigating multisensory flavor perception.
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3 Manipulation of taste and type
of food by changing its
appearance

3.1 GAN-based Real-time Food-to-Food
Translation and Its Impact on
Vision-induced Gustatory Manipulation

In this chapter, we first report in detail a user study on an AR system that
overlays a 3D model of a target food over a different type of original food and
its successful experimental results. We then summarize the identified problems
of 3D model-based systems and describe in detail the implementation of and the
experiment resurt on the more flexible GAN-based AR system, which changes the
appearance of one type of food into another in real time. The GAN has recently
attracted considerable attention for the quality of its image-to-image translation.
However, little is known as to whether it can be used to manipulate gustatory
sensations and to what extent.

In this chapter, we show, for the first time, the great potential of GAN-based
cross-modal effects as a simple yet powerful tool for multimodal AR systems. The
major contributions of this chapter are as follows:

• We present a user study on a vision-induced gustatory manipulation sys-
tem using a 3D food model and report its successful experimental results.
We also identify its problems and discuss the necessity of a more flexible
gustatory manipulation approach.

42



• We then present a more flexible vision-induced gustatory manipulation sys-
tem using GAN-based real-time image-to-image translation. Our system
flexibly supports multiple types of target food, which changes its appear-
ance dynamically and interactively in accordance with the deformation of
the original food.

• We finally report the experiment resurt on GAN-based gustatory manipula-
tion with several combinations of food-to-food translation. Our experimen-
tal results confirmed that participants more strongly perceived the taste
of the target food solely upon GAN-based visual modulation in addition
to a few interesting episodes of cross-modal effects such as those between
olfactory and tactile sensations.

3.2 Effectiveness and Problems of 3D
Model-based System

In this section, we investigate whether the participants taste the type of food
that they are seeing rather than the actual food that they are eating, using a 3D
model-based system. Assuming that a more realistic appearance is more effective,
we use a 3D reconstructed model of real food and overlay it onto a different type
of food by means of VST AR.

3.2.1 Food Selection
As the target (destination) type of food, we chose ramen noodles for its popular-
ity, specifically among East Asian countries. In addition, it is relatively common
that a person cannot eat ramen noodles for nutritional (e.g., salt, fat, and lye
water) and religious (e.g., pork) reasons. For example, a patient with Crohn’s
disease cannot consume lye water and thus cannot eat ramen noodles. Therefore,
it is a good target for virtually making it possible to eat. We chose plain somen
noodles without fat or pork as an original (source) type of food as is also popular,
is also made of wheat flour and has similar thickness to ramen noodles, and does
not typically contain such ‘forbidden’ ingredients.
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NormalNormal OverlayOverlay

Figure 3.1: Left) Somen noodles in a cup with an AR marker (Normal condi-
tion in the experiment). Right) Overlaid 3D model of ramen noodles
(Overlay condition in the experiment). Although realistic, the model
appearance does not change in accordance with the deformation of
the actual food. It also causes an occlusion problem.

More specifically, we chose tonkotsu ramen noodles (known for their thick soup
broth based on pork bones) available at university cafeterias, and instant somen
noodles (without toppings) in a warm dashi broth (Nisshin-no-donbei from Nissin
Inc.). Somen noodles served with warm soup is sometimes called nyumen and
common in many regions in Japan even though it is slightly less common than
those with cold soup. We used the name “somen noodles” in this experiment
because the product we used is named so. It is also defined as “somen noodles”
in the “Quality Labeling Standards for Dried Noodles ∗∗” established by the
Consumer Affairs Agency of Japan.

3.2.2 System Overview
Our AR system for the first user study consists of a HMD (Oculus Rift CV1),
a pair of stereo cameras (Ovrvision Pro, 1280×720 pixels at 60 fps), a desktop
computer (Intel Core i7-4790K, 4.00GHz, 16GB, NVIDIA GTX1060), and a tin
cup with an AR marker. The Unity-based software overlays a 3D model of ramen
noodles over the cup. The 3D model was created with Autodesk ReMake and

∗∗Quality Labeling Standards for Dried Noodles, https://www.cao.go.jp/consumer/history/
01/kabusoshiki/syokuhinhyouji/doc/004_101004_shiryou2-5.pdf, last accessed March
17, 2023.
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several photographs of the target tonkotsu ramen noodles (see Fig. 3.1(right)).
The 3D model stays in the same position in space when the AR marker is lost,
with the help of the HMD head-tracking system. For ease of eating, the black
chopsticks are always made to appear in front of the 3D model by intensity
thresholding. Olfactory displays are not used because we are interested in how
much the gustation can be manipulated solely by visual modulation.

3.2.3 Procedure
It is common to investigate the effects of gustatory manipulation without showing
the original food to the participants. However, we intentionally present the orig-
inal food to each participant without visual modulation at the beginning. This
is because one of our objective is to increase the QoL of people who are unable
to eat what they want, and it is a natural assumption that they are aware of the
original food (food substitute) they are actually eating. Note that this is a more
challenging situation and it may have negative (smaller) effects on the extent of
gustatory manipulation.

Each of the participants then puts on the HMD and touches the empty cup
for three minutes to acclimate to the VST experience. Then they take two bites
of somen noodles in one of two conditions, with (referred to as Rn) or without
(referred to as Sn) the overlay of the 3D ramen model. They are orally informed
which of the two conditions (Sn or Rn) they are experiencing. They then drink
some water to clean the mouth and take two bites in the other condition. The
order of the two conditions is randomized. They wear the HMD even in the
Sn condition to minimize unwanted differences between the two conditions and
highlight the impact of the visual modulation.

Finally, they answer a questionnaire that consists of the following five questions
on a visual analog scale (VAS) (0 and 100 being ‘strongly disagree’ and ‘strongly
agree’, respectively). A VAS is commonly used to measure the intensity of a
person’s gustation [117]. Participants answer Q1 to Q4 after each condition and
Q5 after all the conditions.

Q1. It tasted like somen noodles in the Sn condition.

Q2. It tasted like ramen noodles in the Sn condition.
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Figure 3.2: Results of the preliminary experiment.

Q3. It tasted like somen noodles in the Rn condition.

Q4. It tasted like ramen noodles in the Rn condition.

Q5. It was easy to eat noodles with the HMD.

Eighteen volunteers (16 males and two females) ranging in age from 18 to
39 participated in the experiment. The purpose and the procedure were orally
explained to and agreed by each participant. The experiment was approved
by the ethics committee.The participants were 12 Japanese, four French, and
two Thai people recruited from our university. All participants had eaten and
were familiar with both somen and ramen noodles before taking part in the
experiment.The results for Q1 and Q3 on the strength of the perceived taste of
somen noodles are M = 58.8, SD = 26.5 and M = 39.1, SD = 26.6, respectively
(see Fig. 3.2 left). Regarding the cultural differences, the results for Q1 and
Q3 are M = 48.8, SD = 24.5 and M = 25.6, SD = 18.3 for Japanese, and
M = 79.0, SD = 17.2 and M = 66.0, SD = 19.1 for non-Japanese, respectively.
A two-way ANOVA revealed that there are statistically significant differences in
both the food types (F (1, 32) = 7.415, p < 0.05) and food culture conditions
(F (1, 32) = 21.036, p < 0.001). However, no significant interaction was found.

The results for Q2 and Q4 on the strength of the perceived taste of ramen
noodles are M = 21.6, SD = 18.5 and M = 58.9, SD = 18.1, respectively (see
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Fig. 3.2 right). Regarding the cultural differences, the results for Q2 and Q4
are M = 24.8, SD = 20.9 and M = 64.7, SD = 12.8 for Japanese, and M =
15.3, SD = 9.74 and M = 47.3, SD = 21.4 for non-Japanese, respectively. A two-
way ANOVA revealed that there are statistically significant differences (statisti-
cally significant differences) in both the food types (F (1, 32) = 38.001, p < 0.001)
and food culture conditions (F (1, 32) = 4.348, p < 0.05). However, no significant
interaction was found.

The result for Q5 is M = 27.6, SD = 19.4 and most of the participants found
it difficult to eat noodles with the HMD.

3.2.4 Discussion and Identified Problems
The experimental results clearly show that the participants felt the taste of
the target food more strongly and the taste of the original food less stron-
gry.Therefore, the effectiveness of the vision-induced gustatory manipulation sys-
tem between different types of food (noodles) is confirmed.

The strengths of the taste perceived by Japanese participants were different
from those perceived by non-Japanese participants. We believe this is due to
the differences in memories evoked by the differences in their food cultures. It
has been suggested that the perceived taste varies with the nationality [60, 61].
However, these results also indicate that vision-induced gustatory manipulation
is effective regardless of the participants’ food culture.

In a post hoc interview, each of the participants was additionally asked if they
felt any change in taste between Sn and Rn. Three out of 18 participants did not
feel any change in taste when presented with a 3D ramen model. However, two
of these three participants commented that they did feel like they were eating
the type of food that they were seeing. One of them mentioned “I didn’t feel the
change in taste. When I was seeing somen noodles, I felt that the type of food
was somen noodles. When I was seeing ramen noodles, however, I felt that the
type of food I was eating was ramen noodles.”Visual manipulation of food seems
effective in changing food recognition (what you think you are eating) even when
the taste perception does not change.

The results also suggest that it was very difficult to eat noodles with the HMD.
The participants commented that it was particularly difficult with the 3D model
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Figure 3.3: Our GAN-based real time food-to-food translation system in action.
Left) Input food images. Middle) User with a VST HMD experi-
encing vision-induced gustatory manipulation. Right) Examples of
translated images.

overlay, because the appearance of the 3D model did not change dynamically
and interactively in accordance with the deformation of the food that they were
actually eating and because the 3D model occluded the food as well as the user’s
hands. Another limitation of the system is that overlaying the same single 3D
food model is inflexible and boring. A 3D model needs to be prepared for each
food type in advance of usage.

3.3 GAN-based Real-time Food-to-food
Translation System

In this section, we will describe the implementation details of the GAN-based real-
time food-to-food translation system we developed [118]. Our system addresses
the problems encountered in the first user study and has the following benefits (see
also Figs. 3.3 and 3.8 as well as the supplementary video). These characteristics
will contribute to better flexibility and applicability, as well as ease of eating.

• The original food and the user’s hand are not occluded unlike the case of
the 3D model-based system, because the input video is modulated while
retaining its visual features to some extent.
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Figure 3.4: System configuration of the GAN-based food-to-food translation sys-
tem. The client module acquires an RGB image from the camera (a),
sends it to the server (b), overlays the processed image on the video
background (g), and presents the scene to the user (h). The server
module receives the sent image (c), crops the center (d), translates it
to another food image (e), and sends it back (f).

• The appearance of the target food is dynamic and interactive in accordance
with the deformation of the original food.

• Trained with multiple domains, the single GAN can support multiple com-
binations of food-to-food translation at the same time.

3.3.1 System Overview
Our GAN-based food-to-food translation system consists of client and server mod-
ules (see Fig. 3.4). They run on different desktop computers to maximize the
overall performance. The client module is responsible for the front-end of the
user interaction. It first acquires an RGB image from a front camera of the VST
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Figure 3.5: Left) Video background. Middle) schematic view of the image over-
lay. Right) corresponding translated image with radial gradient trans-
parency.

HMD (Fig. 3.4(a)), then sends it to the server module (Fig. 3.4(b)), overlays the
processed image over the stereo video background (Fig. 3.4(g)), and presents the
scene to the user via the HMD (Fig. 3.4(h)).

The server module is responsible for the back-end of the image conversion.
It first receives an RGB image from the client (Fig. 3.4(c)), crops the center
(Fig. 3.4(d)), translates it to another food image (Fig. 3.4(e)), and sends it back
to the client module (Fig. 3.4(f)). The implementation details of the client and
server modules follow in the next subsections.

3.3.2 Client Module
The client module is implemented with Unity, and it runs on a desktop computer
(Intel Core i7-8700K, 3.70GHz, 16GB, NVIDIA GTX1080 × 2) connected to a
VST HMD (HTC VIVE Pro). The left and right front cameras of the HMD
capture a pair of stereo images (1150×750 each) at 30 fps. However, we found
that this was too slow to process all of the images on the server side at the full
frame rate. As a good compromise, we send only the left image in JPEG format
to the server module at 6 fps.

The client module then receives the translated image (512×750) via an MJPEG
streamer and overlays it as a Unity Quad object onto the center of the video
background for the left and right eyes (see Fig. 3.5). We only convert the middle
of the image to reduce the processing time on the server side, retain the peripheral
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Figure 3.6: Overall architecture of StarGAN [73] model, consisting of two mod-
ules: a discriminator D and a generator G. The discriminator D

learns to distinguish whether the input image is fake or real and clas-
sifies it into the class it belongs to. The generator G learns to generate
images that deceive D.

view with minimal latency at 30 fps, and suppress motion sickness [119].
In spite of the relatively large latency of around 400 [ms] from the image cap-

ture to the overlay of the translated image, no participants appeared to have or
reported simulator sickness throughout the experiment. The width of the trans-
lated image was sufficient to see the entire bowl and food. We also perform
Shader-based radial gradient blending using the two-dimensional (2D) Gaussian
distribution function in Eq.(3.1) with empirically tuned parameters of σ = 0.3,
x0 = 0.03, and y0 = 0.15 for a comfortable visual experience.

f(x, y) = 1√
2πσ2

e− 1
2

[
(x−x0

σ )2
+( y−y0

σ )2
]

(3.1)

3.3.3 Server Module
The server module is implemented with Python, and it runs on the same computer
as in the first user study. We translate food images in real time through the POST
method of HTTP with the local web server. In the following, we explain the
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overall structure of the server module, then we introduce StarGAN, a framework
that can transform multiple categories (see Fig. 3.6).

Preprocessing

The server module first receives a left front camera image (1150×750) of the HMD
using Flask, a Python web application framework. Then it crops the center region
(512×750) by a PyTorch function. We carry out the cropping on the server side
because we find the overall performance to be faster than by doing it on Unity. We
do not extract the food and bowl regions and translate the entire cropped image
because precise extraction is difficult, particularly around moving chopsticks or
a spoon. The translated image is streamed back to the client module in MJPEG
format.

StarGAN

Model Objectives. Figure 3.6 shows the network of StarGAN [73]. The goal
of the generator is to translate an input image x into a generated image G(x, c),
which is appropriately classified as the target domain c, using both the input
image x and the target domain label c. In addition, the generator learns more
than one domain translation at the same time. To achieve this, the discriminator
performs not only the task of distinguishing real and fake images with an ad-
versarial loss (Eq.(3.2)) but also the domain classification task of classifying the
domain of the output image G(x, c) of image x after translation by the generater
with domain classification losses (Eqs.(3.3) and (3.4)) defined as

Ladv = Ex∼Pr [log Dadv(x)] +
Ex,c∼Pr [log (1 − Dadv(G(x, c)))], (3.2)

Lreal
cls = Ex,c′∼Pr [− log Dcls(c′|x)] , (3.3)

Lfake
cls = Ex,c∼Pr [− log Dcls(c|G(x, c))] . (3.4)

Here, G produces a fake image using both the input image x and the original
domain label c, which are sampled from the data distribution Pr, Dadv represents
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a discriminator that identifies real or fake, and Dcls represents a discriminator
that identifies which class the translated image belongs to. Ex is the expected
value and calculated as

∫
x f(x)dx.

However, even if the generator attempts to translate the input image x into
the output image G(x, c) by minimizing only the objective functions (Eqs. (3.2)
and (3.4)), it does not guarantee that the shape of the input image x will be
maintained. To address this problem, a cycle consistency loss [67, 68] is applied
to the objective function of the generator, defined as

Lrec = Ex,c,c′∼Pr [∥x − G(G(x, c), c′)∥1], (3.5)

where G reconstructs the original image G(G(x, c), c′) with the generated image
G(x, c) and the original domain label c′. Furthermore, to stabilize the learning
and generate a higher quality image, the objective function using the Wasserstein
distance with a gradient penalty [63, 120] is employed instead of Eq.(3.2), defined
as

Ladv = Ex∼Pr [Dadv(x)] − Ex̂∼Pg [Dadv(x̂)] −
λgpEx̂∼Px̂

[(∥∇x̂Dadv(x̂)∥2 − 1)2], (3.6)

where x̂ is sampled uniformly along straight lines between pairs of points sampled
from the training data distribution Pr and the generator distribution Pg. Finally,
the objective functions of StarGAN are represented as

LD = −Ladv + λclsL
real
cls , (3.7)

LG = Ladv + λclsL
fake
cls + λrecLrec, (3.8)

where λcls and λrec respectively control the relative importance of the classification
and reconstruction objective functions. We use λcls = 1, λrec = 10, and λgp = 10
throughout the experiment. In this study, we learn the model on the basis of
these losses.

Dataset. By adding a cycle consistency loss, the generator translates the image
while preserving its shape. Thus, we have constrained the same structure ‘bowl’
so that a cycle consistency loss can be learned appropriately. We build a dataset
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of food images using UECFOOD-100 [74] and additional images we collected from
the Twitter stream. However, the initial dataset included duplicate images and
images in unnecessary domains. Therefore, to clean the dataset, we extracted
the image features using VGG [121], clustered them using X-means, and removed
unnecessary classes and duplicate images. The final dataset contains 149,370
images in five categories, as shown in Table 3.1. All the images in the dataset
were resized to square RGB images of 256 × 256 × 3, and their color values were
normalized to [−1, 1].

Network Architecture. The generator network has two convolution layers
with a kernel size of 4, a stride size of 2, and a padding size of 1 for downsampling;
six residual blocks [122], and two transposed convolution layers with a kernel size
of 4, a stride size of 2, and a padding size of 1 for upsampling. We use instance
normalization [123] followed by ReLU in all the convolutional layers. We use tanh
as the activation function of the output layer. The discriminator network has five
convolution layers with a kernel size of 4, a stride size of 2, and a padding size of
1. We use Leaky ReLU after all the convolutional layers. See [73] for the details
of StarGAN.

Implementation Details. We use Adam as the optimizer of the generator
and the discriminator with β1 = 0.5, β2 = 0.999. We use a learning rate of 0.0001,
which is fixed throughout the training procedure. The batch size is set to 32.

3.4 Experiment
The purpose of the experiment is to investigate the impact of the GAN-based
food-to-food translation system on vision-induced gustatory manipulation. We
chose steamed white rice as another original (source) food in addition to somen
noodles because it is one of the most basic foods in the daily lives of East Asian
people. In addition, it does not have a strong taste or flavor, and rice allergy
is relatively rare. We investigate whether somen noodles can taste like ramen
noodles or fried noodles (yakisoba) and whether steamed rice can taste like curry
and rice or fried rice (chahan). Our StarGAN has learned all of these types of food
except somen noodles. Somen noodle images were not included in the dataset.
However, one of the advantageous properties of a GAN is that it can produce
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reasonable results from unknown input images.
For stable visual modulation, the experiment is conducted in a quiet room near

a white wall, and the food is presented on a black table in a black bowl with red
chopsticks or a spoon. Each of the participants is confirmed to be healthy and
not too hungry or full. They first look at the original food in a bowl without the
HMD. This is done for the same reason as in the first user study, that is, it is a
natural assumption in our target scenario that the users are aware of the original
food (food substitute) they are actually eating. Then they put on the HMD and
look at the bowl with the presented food (either the original food or one of the
two target types of food) for three minutes to acclimate to the system and the
VST experience. Then, they are asked to state what food they are seeing before
eating. We then tell them the correct answer and they answer whether or not
this appears to be the case. Then they drink some water and take two bites of
the food. They finally remove the HMD and answer the seven questions (Q1 to
Q7) below. They repeat the procedure three times each in a randomized order
for steamed rice and somen noodles. The procedure is carried out on different
days in a randomized order for the rice and noodle conditions to avoid unwanted
confusion and interactions.

The questionnaire consists of the following seven questions on a VAS (0 and 100
being ‘strongly disagree’ and ‘strongly agree’, respectively). We added category

Table 3.1: Image dataset used to learn the network.

Category # of images

Ramen noodles 75,350

Fried noodles 28,400

Steamed rice 7,390

Curry & rice 9,830

Fried rice 28,400

Total 149,370
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questions (Q4 to Q6) to ask what participants thought they were eating. This is
because some participants felt that they were eating what they were seeing even
when their perceived taste had not changed in the first user study. Participants
answer Q1 to Q6 after each condition and Q7 after all the conditions.

Q1. It tasted like somen noodles (or steamed rice).

Q2. It tasted like ramen noodles (or curry and rice).

Q3. It tasted like f ried noodles (or f ried rice).

Q4. It felt like I was eating somen noodles (or steamed rice).

Q5. It felt like I was eating ramen noodles (or curry and rice).

Q6. It felt like I was eating f ried noodles (or f ried rice).

Q7. It was easy to eat with the HMD.

3.5 Results and Discussion

3.5.1 Overview
All available Japanese participants in the first user study participated in the
experiment for evaluating the effect of the greater ease of eating. Two of them
were not available due to time constraints so two participants who had previously
used the system, as described in Sec. 3, were additionally recruited. In the end, 12
volunteers (10 males and two females) ranging in age from 21 to 39 participated
in the experiment. The purpose and the procedure were orally explained to
and agreed by each participant. The experiment was approved by the ethics
committee. Participants had previously eaten all of the six types of food used
in the experiment. We excluded the foreign participants from the experiment
because they had all never eaten at least one of the six types of food. In the
following, the results and discussion are given for the noodle condisions followed
by the rice conditions. We performed a one-way ANOVA followed by a post hoc
analysis with the Holm–Bonferroni correction throughout the experiment.
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3.5.2 Noodle Conditions
Results. Hereinafter, we denote the somen (original), ramen, and fried noodle
conditions by the symbols Sn, Rn, and Fn, respectively. Figure 3.7 shows the
results of these noodle conditions. The box plots in the upper and lower rows
correspond to the results for Q1 to Q3 and Q4 to Q6, respectively.

Fig. 3.7(a) shows the strength of the perceived taste of somen noodles in the
three visual modulation conditions Sn, Rn, and Fn. An ANOVA found a marginal
trend toward significance (F (2, 33) = 2.9328, p < 0.10) and the Holm–Bonferroni
method found a marginal trend toward significance between Sn and Fn (p <

0.10). Fig. 3.7(d) shows the confidence of the food being recognized as somen
noodles in the three visual modulation conditions Sn, Rn, and Fn. An ANOVA
found an statistically significant differences (F (2, 33) = 8.9314, p < 0.001) and
the Holm–Bonferroni method found statistically significant differences between
Sn and Rn (p < 0.01) and between Sn and Fn (p < 0.01).

Fig. 3.7(b) shows the strength of the perceived taste of ramen noodles in Sn,
Rn, and Fn. An ANOVA found an statistically significant differences (F (2, 33) =
3.7006, p < 0.05) and the Holm–Bonferroni method found a marginal trend to-
ward significance and an statistically significant differences between Sn and Rn
(p < 0.10) and between Rn and Fn (p < 0.01).

Fig. 3.7(e) shows the confidence of the recognized food as ramen noodles in Sn,
Rn, and Fn. An ANOVA found an statistically significant differences (F (2, 33) =
5.9197, p < 0.001) and the Holm–Bonferroni method found statistically significant
differences between Sn and Fn (p < 0.05) and between Rn and Fn (p < 0.01),
as well as a marginal trend toward significance between Sn and Rn (p < 0.10).

Fig. 3.7(c) shows the strength of the perceived taste of f ried noodles in Sn,
Rn, and Fn.

An ANOVA found an statistically significant differences (F (2, 33) = 18.956, p <

0.001) and the Holm–Bonferroni method found statistically significant differences
between Sn and Fn (p < 0.01) and between Rn and Fn (p < 0.01).

Fig. 3.7(f) shows the confidence of the recognized food as f ried noodles in Sn,
Rn, and Fn.

An ANOVA found an statistically significant differences (F (2, 33) = 49.858, p <

0.001) and the Holm–Bonferroni method found statistically significant differences

57



…Somen noodles …Fried noodles…Ramen noodles

(a) (c)(b)

(d) (f)(e)

It 
ta

st
ed

 li
ke

 …
It 

fe
lt 

lik
e 

I w
as

 e
at

in
g 

…

presented with somen noodles (no conversion)

presented with ramen noodles

presented with fried noodles

Sn:

Rn:

Fn:

Figure 3.7: Results for various noodle conditions. The box plots in the upper and
lower rows correspond to the results for Q1 to Q3 and Q4 to Q6,
respectively.

between Sn and Fn (p < 0.001) and between Rn and Fn (p < 0.001).
In the case of Rn, only six out of 12 participants (50%) thought that they were

seeing ramen noodles at the beginning. In the case of Fn, all 12 participants
(100%) thought that they were seeing fried noodles at the beginning. For Rn and
Fn (and C r and Fr in the rice conditions), all the participants were asked to rate
the accuracy of their food recognition (how much it looked like the target food)
on a VAS before they started eating. Figure 3.9 shows the results. The averages
(stdevs) for Rn and Fn were 39.4 (25.1) and 93.5 (7.5), respectively. Finally, the
result for Q7 on the ease of eating was (M = 41.1, SD = 26.5).

Discussion. From Fig. 3.7(a), it is marginally suggested that participants
felt the taste of somen noodles more weakly in Fn than in Sn. Although not
statistically significant, several participants also commented that they felt the
taste of somen noodles more weakly in Rn than in Sn. These trends back up
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the findings in the first user study about the reduction of the perceived taste of
the actual food that is eaten as a result of visual modulation. From Fig. 3.7(d),
it was confirmed that they felt much more weakly that they were eating somen
noodles in Rn and Fn than in Sn. This result suggests that food recognition is
more clearly manipulated by visual modulation than taste perception is.

The results of Sn in Figs. 3.7(a) and (d) show that not all the participants
felt that they were eating somen noodles or felt their taste even when they were
eating and visually presented with somen noodles. Participants’ comments in a
post hoc interview include “It is typically served with cold soup so it was different
from what I normally eat.” and “I felt it was more like instant ramen noodles.”
These results suggest that some participants may have perceived the served somen
noodles as something between typical somen and ramen noodles.

From Fig. 3.7(b), it was confirmed that participants felt the taste of ramen
noodles more strongly in Rn than in Fn, and it is marginally suggested that they
felt the taste of ramen noodles more strongly in Rn than in Sn. These trends
indicate that our StarGAN-based system can manipulate multisensory flavor per-
ception and increase the perceived taste of food through its visual modulation.
From Fig. 3.7(e), it was confirmed that participants felt more strongly that they
were eating ramen noodles in Rn than in Fn and it is marginally suggested that
they felt more strongly that they were eating ramen noodles in Rn than in Sn.
These trends are also evidence that our system can manipulate food recognition.

In the first user study, all participants recognized the 3D model as ramen
noodles. In the experiment, however, half of the participants did not think that
StarGAN’s output was ramen noodles in the case of Rn. They first thought it was
something else such as ‘mentaiko spaghetti’ (spicy cod roe pasta), ‘roast beef rice
bowl’, or ‘kanikama’ (crab stick), which is presumably due to the pinkish color
conversion. Note that the average scores and standard deviations of the results
for Q2 and Q5 in the case of Sn are relatively large, as shown in Figs. 3.7(b) and
(e). This is probably also due to the fact that some participants recognized the
served somen noodles as something between somen and ramen noodles.

From Fig. 3.7(c), it was confirmed that participants felt the taste of fried noo-
dles much more strongly in Fn than in Sn and Rn. From Fig. 3.7(f), it was
confirmed that they felt much more strongly that they were eating fried noodles
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Figure 3.8: Left) The 3D model is static and it occludes the original food (somen
noodles). Right) StarGAN dynamically generates a food image (fried
noodles) that is visually coherent with the original food without oc-
clusion.

in Fn than in Sn and Rn. These results again indicate that our StarGAN-based
system can manipulate taste perception as well as food recognition through its
visual modulation.

These results for the believability of fried noodles are more significant than
those for ramen noodles. We believe this is related to the fact that all the partic-
ipants thought that they were seeing fried noodles from the beginning in the case
of Fn. That is, the strength of vision-induced gustatory manipulation greatly
depends on the image quality.

Fried noodles are typically not served with soup, but the somen noodles in
this experiment were. Interestingly, some participants gave comments such as “I
perceived less soup” and “I did not notice any soup” in Fn. By exploiting the
user’s preconceptions and high-quality visual modulation, it may even be possible
to transfer foods between those with and without soup.

One participant mentioned that the food looked like fried noodles until he
touched the food with the chopsticks and felt the sloshing of the soup. This
episode reminds us of the importance of a multimodal interaction including tactile
sensations.

3D model vs StarGAN. Comparing visual modulation by a 3D model and
StarGAN, we found similar tendencies of the taste of the original food becoming
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Figure 3.9: Results of the accuracy of participants’ recognition of food. Before
eating the food, participants answered on a VAS (0 and 100 being
‘strongly disagree’ and ‘strongly agree’, respectively).

weaker and that of the target food becoming stronger. However, the reduction or
the gain is smaller in the case of StarGAN, which is presumably due to the lower
image quality. In addition, it may also be due to the slightly larger latency.

As a positive aspect, the average ease of eating was increased from 27.6 to
41.1. Figure 3.8 illustrates typical views when a participant lifts some noodles
with the chopsticks. In the case of StarGAN, the target food is visually coherent
with the original food. Although a t-test did not find an statistically significant
differences between StarGAN and the 3D model (p = 0.12), several participants
of both experiments mentioned that it was clearly easier to eat when the StarGAN
system was used, and no one gave the opposite opinion.

3.5.3 Rice Conditions
Results.

Hereinafter, we denote the steamed rice (original), curry and rice, and fried
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Figure 3.10: Results for rice conditions. The box plots in the upper and lower
rows correspond to the results for Q1 to Q3 and Q4 to Q6.

rice conditions by the symbols Sr, C r, and Fr, respectively. Figure 3.10 shows
the results of these rice conditions. The box plots in the upper and lower rows
correspond to the results for Q1 to Q3 and Q4 to Q6, respectively.

Fig. 3.10(g) shows the strength of the perceived taste of steamed rice in the
three visual modulation conditions Sr, C r, and Fr. An ANOVA found an sta-
tistically significant differences (F (2, 33) = 5.4274, p < 0.01) and the Holm–
Bonferroni method found statistically significant differences between Sr and C r
(p < 0.01) and between Sr and Fr (p < 0.01). Fig. 3.10(j) shows the confidence
of the recognized food of steamed rice in Sr, C r, and Fr. An ANOVA found an
statistically significant differences (F (2, 33) = 8.4135, p < 0.01) and the Holm–
Bonferroni method found statistically significant differences between Sr and C r
(p < 0.01) and between Sr and Fr (p < 0.01).

Fig. 3.10(h) shows the strength of the perceived taste of curry and rice in Sr,
C r, and Fr. An ANOVA found an statistically significant differences (F (2, 33) =
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8.8771, p < 0.001) and the Holm–Bonferroni method found statistically significant
differences between Sr and C r (p < 0.05) and between C r and Fr (p < 0.05),
as well as a marginal trend toward significance between Sr and Fr (p < 0.10).
Fig. 3.10(k) shows the confidence of the recognized food as curry and rice in Sr,
C r, and Fr. An ANOVA found an statistically significant differences (F (2, 33) =
17.631, p < 0.001) and the Holm–Bonferroni method found statistically significant
differences between Sr and C r (p < 0.01) and between C r and Fr (p < 0.01).

Fig. 3.10(i) shows the strength of the perceived taste of f ried rice in Sr, C r,
and Fr. An ANOVA found an statistically significant differences (F (2, 33) =
11.731, p < 0.001) and the Holm–Bonferroni method found statistically significant
differences between Sr and Fr (p < 0.05) and between C r and Fr (p < 0.05).
Fig. 3.10(l) shows the confidence of the recognized food as f ried rice in Sr, C r,
and Fr. An ANOVA found an statistically significant differences (F (2, 33) =
18.103, p < 0.001) and the Holm–Bonferroni method found statistically significant
differences between Sr and Fr (p < 0.01) and between C r and Fr (p < 0.01).

In the case of C r, 11 out of 12 participants (91.7%) thought that they were
seeing curry and rice at the beginning. In the case of Fr, nine out of 12 par-
ticipants (75%) thought that they were seeing fried rice at the beginning. The
averages (stdevs) of the accuracy of participants’ food recognition for C r and Fr
were 57.8 (25.8) and 50.7 (24.2), respectively (see Fig. 3.9). Finally, the result
for Q7 on the ease of eating was (M = 29.7, SD = 17.8).

Discussion. From Fig. 3.10(g), it was confirmed that participants felt the taste
of steamed rice much more weakly in C r and Fr than in Sr. From Fig. 3.10(j), it
was confirmed that they felt much more weakly that they were eating steamed rice
in C r and Fr than in Sr. These results also demonstrate that our StarGAN-based
visual modulation can weaken the perceived taste of the food that is actually
eaten.

When presented with steamed rice without conversion (Sr), participants clearly
thought that they were seeing and eating steamed rice. This is probably because
there is little variation in its appearance and every participant is familiar with it.
On the other hand, the large standard deviations for C r and Fr in Fig. 3.10(j)
indicate that for some participants, the perception of the food did not change
very much.
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From Fig. 3.10(h), it was confirmed that participamts felt the taste of curry
and rice much more strongly in C r than in St and Fr. From Fig. 3.10(k), it was
confirmed that they felt much more strongly that they were eating curry and rice
in C r than in Sr and Fr. These results also show that our StarGAN-based visual
modulation can strengthen the perceived taste of food that is visually presented.

Many participants commented that they thought they were eating only the rice
part of the curry and rice in C r. Interestingly, some participants thought it was
different from normal steamed rice because they had the illusion of the flavor of
curry spices. These results suggest that they tried to find a reason for the gap
between the visual and gustatory stimuli either consciously or unconsciously from
their past experience.

From Fig. 3.10(i), it was confirmed that participants felt the taste of fried rice
much more strongly in Fr than in St and C r. From Fig. 3.10(l), it was confirmed
that they felt much more strongly that they were eating fried rice in Fr than in Sr
and C r. Again, these results indicate that our StarGAN-based visual modulation
can strengthen the perceived taste of food that is visually presented.

However, the average scores of Fr in Figs. 3.10(i) and (l) are relatively low.
This is probably because of the gap between the expected strong taste of fried
rice and the actual near-tasteless steamed rice. Unlike the case of curry and
rice, they could not conclude that they were eating only the rice part of fried
rice. Sometimes the region around the bowl border was not modulated in our
StarGAN-based image translation, which may also have contributed to the low
scores.

The ease of eating was, on average, lower than that for the noodle conditions.
This is probably because it is not common to eat steamed rice with a spoon. In
addition, the cheap plastic spoon we used may have been too soft to easily eat
the highly glutinous rice and it may have been difficult to tell the correct side of
the spoon with the VST HMD.

3.5.4 Overall Discussion
Through the experiment, we confirmed that our StarGAN-based system success-
fully manipulated participants’ multisensory flavor perception among multiple
types of food.
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The visual modulation was more effective in changing the food recognition of
the participants. Many participants felt that they were eating the food that was
visually presented rather than what they were actually eating. Note that they
responded to Q1 to Q6 not at the first glance before eating but after actually
eating the food.

Interestingly, many participants also felt some changes in olfactory sensations
(“I felt the smell and flavor of the food in my mouth.”). We did not explicitly
ask about the strength of the olfactory change, but our system seems to have
cross-modal effects with other sensations in addition to the gustation.

For the noodle conditions, most participants answered in a post hoc interview
that they felt the modulated taste for the second bite was as strong as that for
the first bite. However, for the rice conditions, many participants saw through
the illusion while eating. Typical comments indicating this include “I realized it
was steamed rice after a while because of the lack of the unique spicy smell of
curry and rice.” and “It looked and tasted like curry and rice until I chewed it
well.” Some comments were more negative such as “I felt sad because it did not
taste as I expected.” and “I felt cognitive dissonance because what I expected
and what I tasted did not match.” This is probably due to the large gap between
the near-tasteless steamed rice and the strong tastes of curry and rice and fried
rice. Vision-induced gustatory manipulation will become less effective as the
difference between the original and target tastes increases. These episodes also
suggest that multisensory flavor perceptions dynamically change even when the
visual modulation is the same, depending on the believability of other types of
sensations, such as olfactory and haptics sensations.

Ernst and Banks reported that the human brain integrates visual and haptic
information by considering the reliability of each type of information, but there
seems to be a similar phenomenon in the multimodal interaction of multisensory
flavor perceptions [36].

When the visual and gustatory stimuli conflicted, participants tried to find the
reason. Other interesting comments in addition to those in Sec. 3.5.3 include
“It tasted like some awful tasteless fried noodles thinned with hot water I once
had.” and “It tasted like some tasteless fried rice without seasoning that I made
at home.” Their multisensory flavor perceptions were influenced by their past
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experience and further investigation is necessary.
In relation to the memory recall of food experience, different numbers of par-

ticipants recognized the modulated food correctly or incorrectly at first sight, de-
pending on the food type. However, for all types of food we tested, no statistically
significant differences was found between the correct and incorrect participants,
probably due to the small number of participants. We may obtain some interest-
ing results with more participants. In this experiment, we told the participants
our intended target types of food; however, it will also be interesting to see the
effects of their own impressions without telling them the answers.

Many participants gave positive comments on their general impression about
vision-induced gustatory manipulation, such as “It is interesting and promising.”
“I see a future for it.” and “It could be used to eat something that doesn’t really
exist like dragon meat.” However, they also mentioned that the current system
is not practical for daily use because of the cumbersome HMD and the resulting
difficulty of eating.

3.6 Limitations
Even though we believe that our research is valuable overall, it has several lim-
itations. In this section, we discuss some of these limitations and the future
prospects for this technology.

3.6.1 Food Types and Participants
We used a limited number of original and target food types. The validity of the
food selection is also arguable. Noodles and rice are very common in East Asian
countries, and somen noodles and steamed rice were chosen as the original food
types because they do not have strong tastes and are widely available. Target food
types such as ramen noodles and fried rice were chosen because they are popular
and often contain ‘forbidden’ ingredients. Thus, we claim that the selection is
reasonable for our target application of supporting people who cannot eat what
they want. However, our research did not indicate whether and how much we
can manipulate multisensory flavor perceptions for other original and target food
types. It will be interesting to investigate the relationship between the magnitude
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of manipulation and the similarity in appearance and/or taste between original
and target types of food. The low geographical, ethnic, and gender variations
among the participants are also possible limitations of this study. The results of
the experiment, for example, would have been very different if the participants
had been European. We would like to conduct follow-up studies using other
combinations of food types with a larger variation of participants in the future.

3.6.2 Experimental Protocol
In our user studies, participants saw the original food at the beginning, and they
knew what they were actually eating regardless of the visual modulation condi-
tions. We intentionally chose this protocol because it is a natural assumption
that a person is aware of the original food in actual food translation applications.
However, in the literature on the perception of visual modulation, it is common
not to reveal the original appearance to the participants. Our protocol seems to
have reduced the strength of gustatory manipulation. Some participants com-
mented that they would have felt the taste of the target food more strongly if
they had not seen the original food in advance. In other words, it is expected
that our system will be even more effective if the original food is not revealed,
which we would like to confirm in the future.

In addition, the impact of the questionnaire on the results of the experiment
also needs to be considered. The fixed order of the questions may have biased
the experimental results. Being able to deduce the food that will be displayed
next from the questionnaire may have also biased the results.

3.6.3 Image Translation Quality
There is considerable room for improvement in the quality of image translation.
Food images collected from the Twitter stream are generally more colorful, taken
near the dishes, have chopsticks or a spoon at similar angles, etc. These char-
acteristics are different from those in the experiment, where the input images
are taken from a slightly further distance and are relatively plain and colorless
compared with Twitter stream images. This inconsistency may have sometimes
caused translation failure. In addition, the current implementation does not ex-
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tract a food region but translates the entire input image into the target food.
This is a severe problem and we had to use white walls, a black desk, etc., to
suppress unwanted results. Measuring the frequency of translation failure itself
is also future work. We plan to develop a new neural network that can take
food regions into consideration. Even when StarGAN worked well, its output
was sometimes very different from the participants’ expectation. This is because
of a large variation within a single type of food (e.g., ramen noodles). Part of
this problem may be addressed by also using CycleGAN or a similars GAN to
tweak the results, e.g., the addition of toppings. We are confident that the image
quality can be improved in the near future. In fact, we have already acquired
better results with a new GAN architecture. Our new dataset now supports more
than 100 types of food-to-food image translation, which will produce more natu-
ral and stable images under deformation. The image quality can also be improved
by using pix2pixHD [124], vid2vid [125], etc., which are capable of video frame
prediction.

3.6.4 System Latency
The end-to-end latency from image capture to the display of the translated image
was around 300 to 500 [ms] with an average of around 400 [ms]. This is a very
large latency for a modern AR system. Each of the three major steps, image
transmission to the server, image-to-image translation, and transmission of the
translated image to the client, takes about 100 [ms]. The total latency can be
minimized without the necessity of network communication if both the client and
server modules can run on a single machine. We have encountered resource and
synchronization issues that prevented such an implementation. Note that despite
the large latency, no participant appeared to have or reported related issues such
as simulator sickness during the experiments. However, the latency should be
minimized for more practical use. The apparent latency of the visual overlay
should also be reduced. After the experiments, we implemented AR Timewarp-
ing [126] and heuristically confirmed that the apparent temporal registration error
was reduced by 70 to 80%.
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3.6.5 Difficulty of Eating
It was difficult to eat while wearing the HMD. The main reason is that it was
difficult to recognize the food position due to the parallax between the camera
and eye positions, the limited field of view of the HMD, and the system latency.
Participants commented that they perceived their mouth position to be more
forward than it actually was and that they could not see the food when it was
being put into their mouths. StarGAN helped to improve the ease of eating
to some extent; however, it should be improved further in the future. In this
direction, we have already designed a HMD with a wider opening around the
mouth and a smaller viewpoint offset, which we plan to test in follow-up studies.

3.7 Conclusion
In this chapter, we have described in detail a VST AR system for gustatory ma-
nipulation. Our system can flexibly change the appearance of one type of food
into another in real time by using StarGAN-based image-to-image translation.
Our experimental results revealed that our system successfully manipulates gus-
tatory manipulations to some extent, but the effectiveness seems to depend on
the original and target types of food as well as the experience of the individual
with the food. Our research has several limitations, which also suggest interest-
ing future directions. Regarding food types and participants, we used a limited
number of food types, and the diversity and number of participants were both
low. In the future, we will conduct follow-up studies using more types of food
with a larger population and a more diverse demographic background. Regarding
the image translation quality, we will develop a better neural network that can
extract food regions and support a larger number of food types. Regarding the
system latency, it was not problematic but noticeable. Since the experiments, we
have already implemented AR Timewarping [126] and reduced apparent tempo-
ral registration errors, and we will use the revised system in follow-up studies in
the future. Despite these limitations, we believe our research has shown, for the
first time, the great potential of GAN-based cross-modal effects as a simple yet
powerful tool for multimodal AR systems, and we hope many researchers will be
encouraged to follow these promising trends.
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4 Persistence of cross-modal
effectse between vision and
gustation

4.1 Gustatory Manipulation by GAN-based
Visual Modulation Persists for Several Bites
of Food

We have reported a gustatory manipulation interface that changes the perception
of taste and type of food through visual modulation using GAN in Chap. 3. By
changing the appearance of somen noodles to ramen noodles and fried noodles
and steamed rice to curry and rice and fried rice, we found that the participants
felt they were eating the food presented visually. On the other hand, some par-
ticipants reported decreased multisensory flavor perception changes after eating
the food more than once. Suppose the flavor change of the vision-induced gus-
tatory manipulation interface does not last but only occurs in the first bite. In
that case, it is challenging to apply it to daily meals where a lasting multisensory
flavor perception change is necessary. To the best of our knowledge, no research
focuses on multisensory flavor perception change persistence using cross-modal
effects by visual modulation. In this chapter, we focused on the persistence of
the multisensory flavor perception change.

In Chap. 3, participants directly viewed the unmodulated original food without
wearing the HMD before the experiment. We hypothesize that looking only at
the altered food without looking at the original one would reduce the belief about
what they are eating, and thus the multisensory flavor perception change effect
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would increase.
Besides, Wan et al. suggest that the formation of cross-modal associations to

taste differs depending on cultural differences such as the nationality and gender
of the participants [59]. For example, cultural differences in nationality affect the
cross-modal correspondence between visual features and taste [59, 60], and sound
and taste [61]. The present study utilizes a cross-modal correspondence between
food appearance and multisensory flavor perception, but does the effect differ
across cultures based on nationality and gender? In this chapter, in addition
to the persistence of multisensory flavor perception change, we investigated the
effects of prior exposure to a specific food, nationality, and gender on the strength
of multisensory flavor perception change.

In Chap. 3, we succeeded in changing the participants’ perception of the taste
and type of food in the first or second bite they ate. On the other hand, it is
not clear whether the multisensory flavor perception change they experience lasts
until they have eaten all their food (i.e., until the end of the meal). Some partici-
pants felt that eating food multiple times reduced the effect of multisensory flavor
perception change. We aim to improve their QoL by using gustatory manipula-
tion systems to alter the taste of the alternative foods they are eating, giving
them the sensation of eating what they want. If they use the vision-induced
gustatory manipulation interface daily, the gustatory manipulation’s effect must
last until their meal ends. However, despite its importance, there are no studies
to our knowledge investigating the persistence of multisensory flavor perception
change using cross-modal effects by visual modulation. Therefore, we measured
the multisensory flavor perception change from the first to the fifth bite and in-
vestigated vision-induced gustatory manipulation persistence. Note that in this
chapter, the term ‘bite’ is used to describe the series of actions from bringing
a mouthful of food to the mouth, tasting it, and swallowing it. The biting or
chewing actions themselves are not our focus of the study.

Besides, we also investigated “Would not seeing the original food before seeing
the altered food affect the intensity of the gustatory manipulation, and how
would it affect it?” and “Whether and how the intensity of the multisensory
flavor perception change differ depend on the participants’ cultural backgrounds
(nationality and gender)” which had been problematic in previous studies. These
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contributions reveal that gustatory manipulation using visual modulation tends to
be persistent for many users, indicating the potential for applications of gustatory
manipulation interfaces.

The major contributions of this chapter are as follows:

• Vision-induced gustatory manipulation is persistent in many participants
for several times of a mouthful of food. Their persistent multisensory flavor
perception changes are divided into three groups: those in which the inten-
sity of the multisensory flavor perception change gradually increased, those
in which it gradually decreased, and those in which it did not fluctuate,
each with about the same number of participants.

• Vision-induced gustatory manipulation is clearly present even when the
original type of food was never shown to the participants directly without
a HMD.

• Vision-induced gustatory manipulation is affected differently depending on
the participant’s attributes (gender and nationality). Still, those who are
less familiar with the original and target types of food may have a stronger
effect.

4.2 Experiment

4.2.1 Overview
The purpose of the experiment is to investigate the effectiveness of the GAN-
based gustatory manipulation system from the following perspectives.

• Whether and how the gustatory manipulation persists while eating the mod-
ulated food.

• Whether and how not seeing the original food before seeing the modulated
food affects the strength of the perceived multisensory flavor perception of
the modulated food.

• Whether and how the results depend on the participants’ nationality and
gender.
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Figure 4.1: Our GAN-based real-time food-to-food translation system in action.
Left) User with a VST HMD experiencing vision-induced gustatory
manipulation of Rice Conditions. Right bottom) Examples of Noodle
Conditions.

For the experiment, we reduced the actual and apparent motion-to-photon la-
tency in the gustatory manipulation system. The actual latency was reduced
from around 400 [ms] to around 150 [ms] by using a single PC to reduce the com-
munication delay. The apparent latency (registration error) was further reduced
by around 87% by implementing AR Timewarping [126].
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Figure 4.2: A participant in a noodle condition. They ate food placed on a black
table surrounded by a white wall while wearing HMDs.

4.2.2 Procedure
Figures 4.1 and 4.2 show a participant in the experiment. The food was served in
a black bowl with red chopsticks or a spoon on a black table in a quiet room with
white walls for stable visual modulation. We confirmed that each participant was
healthy and not too full or hungry. They wore the HMD and looked at either the
original or the modulated food for three minutes to get used to the system and
the viewing experience. Then, they were asked to tell what food they observed
before eating. We told them the correct food type, and they answered whether
or not it appeared so. Then, they took some water and a bite of the food, and
answered the questions.

The questionnaire was displayed on the HMD so that participants could answer
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the questions through the HMD. They repeated the procedure five times with
an interval of 120 [sec] per condition (about 60 [sec] for eating and answering,
respectively) and finally removed the HMD.

As the number of trials increases, we reduced the number of food conditions
from six [118] to four by removing the ramen noodles (Rn) and fried rice (Fr)
conditions as they were less effective in Chap. 3 compared to the fried noodles
(Fn) and curry and rice (Cr) conditions, respectively. Each participant performed
all four conditions in a single day, either the noodle conditions (Sn, Fn) first or
the rice conditions (Sr, Cr) first in a randomized order.

Following our previous study, the questionnaire consisted of the four questions
below on a VAS (0 and 100 being ‘strongly disagree’ and ‘strongly agree’, re-
spectively) [117]. Q1 and Q2 were about taste perception and Q3 and Q4 were
about food recognition.

Q1. It tasted like somen noodles (or steamed rice).

Q2. It tasted like fried noodles (or curry and rice).

Q3. It felt like I was eating somen noodles (or steamed rice).

Q4. It felt like I was eating fried noodles (or curry and rice).

4.3 Results and Discussions

4.3.1 Overview
A total of 16 volunteers (eight males with an average age of 24.1 and eight fe-
males with an average age of 31.5 ranging from 22 to 49) participated in the
experiment. None of them had previously tried our AR gustatory manipulation
system. They were briefed about the procedure and its purpose orally and agreed
to it. The institutional review board approved the experiment. The participants
were eight Japanese and eight non-Japanese (two French, two Thai, one Chinese,
one German, one Korean, and one Egyptian) recruited from our university. The
participants had eaten all of the four types of food used in the experiment before
the experiment. In the following, we give the results and discussion for the noodle
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and rice conditions in order. We performed a three-way ANOVA followed by a
post hoc analysis with the Holm–Bonferroni correction throughout the experi-
ment. As our data were not normally distributed, we employed the aligned rank
transform procedure for hypothesis testing [127]. However, it should be noted
that the number of participants participating In this chapter was by no means
large, and the experimental results should be associated with the individual dif-
ferences. Nevertheless, we believe the experimental results will give interesting
insights.

4.3.2 Noodle Conditions
Results

The results of the noodle conditions are shown in Figure 4.3. The results for Q1
and Q2, Q3 and Q4, are shown in the box plots in the upper and lower rows,
respectively. SnTaF in Figure 4.3 denotes, for example, the intensity of the
perceived taste of fried noodles when somen noodles were presented visually (the
visual modulation condition Sn). Additionally, FnTyS in Figure 4.3 denotes
the intensity of the perceived type of somen noodles when fried noodles were
presented visually (the visual modulation condition Fn). Sni denotes the result
for the i-th bite showing the persistency trend.

Paired t-tests between Sn1 and Fn1 found significant differences for all groups
(p < 0.01 for SnTaS and FnTaS, p < 0.05 for SnTaF and FnTaF, p < 0.001
for SnTyS and FnTyS, and p < 0.01 for SnTyF and FnTyF). For example,
in the upper left graph of Figure 4.3, which shows the results for “It tasted like
somen noodles”, Fn1 is lower than Sn1. This means that the visual modulation
changed the food’s appearance from the original somen noodles into fried noodles,
and the taste of the original food, somen noodles, was more weakly perceived.
In the upper right graph of Figure 4.3, which shows the result of “It tasted like
fried noodles”, Fn1 is higher than Sn1. This means that the visual modulation
changed the food’s appearance into that of fried noodles and the taste of fried
noodles was more strongly perceived. These visual modulation trends decreasing
the taste of the original food and increasing the taste of the visually presented food
are similar to the previous studies. Additionally, the lower graphs of Figure 4.3,
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Figure 4.3: VAS scores in the noodle conditions. The box plots in the upper and
lower rows correspond to the results for Q1 and Q2, and Q3 and Q4,
respectively. The red crosses indicate the mean values, and the dots
indicate the outliers. For example, the upper left graph, where “It
tasted like . . . ” and “. . . Somen noodles” intersect, shows the results
of Q1, where “It tasted like somen noodles” was asked, and Sn1 shows
the VAS score of the first bite under Sn conditions. In addition, the
entire Sn1–Sn5 is denoted as SnTaS for identification purposes.

which correspond to the results of “It felt like I was eating somen noodles” and
“It felt like I was eating fried noodles”, show more significant differences between
Sn1 and Fn1 compared to the upper graphs. The results are similar to those of
the previous studies, showing that vision-induced gustatory manipulation is more
effective in changing participant’s perception of the food that they are eating than
changing their perception of taste. Similarly to the previous user study, gustatory
manipulation is clearly present in the noodle conditions.

Table 4.1 shows the number of participants whose VAS scores have changed
by 10 points or more between the first and fifth bites under the noodle condi-
tions. We call the groups with increasing and decreasing scores Up and Down,
respectively, and the group with little changing scores Stay . Figure 4.4 shows
the relative change in VAS scores from the first bite to the fifth bite in each
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Figure 4.4: Relative change in VAS scores from the first to the fifth bite for each
participant. Participants were divided into three groups based on the
differences in VAS scores between the first and fifth bites: Up group
(those increased by 10 points or more), Down group (those decreased
by 10 points or more), and Stay group (those changed by less than 10
points). For example, the upper left graph, where “It tasted like. . . ”
and “. . . Somen noodles” intersect, shows the results of SnTaS, where
“It tasted like somen noodles” was asked, and the n-th VAS score
shows the VAS score of the n-th bite under Sn conditions.

participant’s noodle conditions, with the first bite as the baseline. The results
for each participant were categorized as Up, Down, and Stay according to Ta-
ble 4.1. Our hypothesis was that “the cross-modal effect would decrease as the
number of bites increased, and participants would feel more strongly that they
were eating the original food.” For example, the values of SnTaS and FnTaS
were expected to increase as the number of bites increases, while the values of
SnTaF and FnTaF were expected to decrease.
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Tables 4.2 and 4.3 show the results of ANOVA for Q1 to Q4 for each type of
the noodles. Here, the interactions of “Persistency: Nationality”, “Persistency:
Gender” and “Persistency: Nationality: Gender” are omitted in the tables be-
cause there was no significant difference. Significant differences are indicated with
symbols (*** for p < 0.001, ** for p < 0.01, * for p < 0.05, and + for p < 0.1).
Figures 4.5 and 4.6 show the results of nationality and gender differences. If the
score for “It tasted like somen noodles” was lower for Fn than Sn, and the score
for “It tasted like fried noodles” was higher for Fn than Sn, the effect of visual
modulation was stronger. For example, if the values of SnTaS and FnTaF were
large and the values of SnTaF and FnTaS were small in Figure 4.5, the effect
of visual modulation was considered to be strong.

Discussion

Figure 4.3 shows the same tendency as the results of the noodle conditions in
Chap. 3: visual modulation decreases the taste of the original food and increases
the taste of the visually presented food. However, in Figure 4.3, SnTaF and
SnTyF showed higher scores than those in Chap. 3, which were close to zero,

Table 4.1: Number of participants whose VAS scores for the first and fifth bites
differ by 10 or more in the noodle conditions (up: number of partic-
ipants with improved VAS scores, stay: number of participants with
little change in VAS scores, down: number of participants with reduced
VAS scores).

Sn Fn

taste type taste type

SnTaS SnTaF SnTyS SnTyF FnTaS FnTaF FnTyS FnTyF

up 3 2 4 0 4 5 5 6

stay 11 8 12 11 6 6 4 5

down 2 6 0 5 6 5 7 5
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Figure 4.5: VAS scores with regard to nationality and gender for Q1 and Q2
in the noodle conditions. Interactions are indicated to the right of
result group names SnTaS, FnTaS, and FnTaF. The red crosses
indicate the mean values, and the dots indicate the outliers. The
upper graphs show the nationality classification, where Int indicates
international participants and Jpn indicates Japanese participants.
The lower graphs show the classification of gender, where F indicates
female participants and M indicates male participants. For example,
the upper left graph shows the values of Sn1–Sn5 of SnTaS focusing
on nationality.

indicating that some participants felt that the food they were eating was fried
noodles even under the somen noodle condition. A possible cause for this prob-
lem is that some participants experienced the Fn condition before the Sn con-
dition (without knowing what the original food was), which have affected the
multisensory flavor perception. However, when presented with somen noodles,
the Up group is larger than the Down group in SnTaS and SnTyS, and the
Down group is larger than the Up group in SnTaF and SnTyF in Table 4.1
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and Figure 4.4. This appears to mean that the participants gradually became
more confident that they were eating somen noodles when visually presented with

Table 4.2: ANOVA results for Q1 and Q2 in the noodle conditions. “Nationality:
Gender” shows the interaction between nationality and gender. The
interactions of “Persistency: Nationality”, “Persistency: Gender,” and
“Persistency: Nationality: Gender” are omitted because there was no
significant difference.

It Tasted Like. . .

. . . Somen Noodles . . . Fried Noodles

Condition SnTaS FnTaS SnTaF FnTaF

Persistency n.s. n.s. n.s. n.s.

Nationality *** n.s. + *

Gender *** *** + ***

Nationality: Gender *** *** n.s. *

Table 4.3: ANOVA results for Q3 and Q4 in the noodle conditions. “Nationality:
Gender” shows the interaction between nationality and gender. The
interactions of “Persistency: Nationality”, “Persistency: Gender,” and
“Persistency: Nationality: Gender” are omitted because there was no
significant difference.

It Felt Like I Was Eating. . .

. . . Somen Noodles . . . Fried Noodles

Condition SnTyS FnTyS SnTyF FnTyF

Persistency n.s. n.s. n.s. n.s.

Nationality *** n.s. * *

Gender *** n.s. * n.s.

Nationality:Gender *** ** n.s. n.s.
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Figure 4.6: VAS scores with regard to nationality and gender for Q3 and Q4 in
the noodle conditions. Interactions are indicated to the right of result
group names SnTyS and FnTyS. The red crosses indicate the mean
values, and the dots indicate the outliers. The upper graphs show
the nationality classification, where Int indicates international par-
ticipants and Jpn indicates Japanese participants. The lower graphs
show the classification of gender, where F indicates female partici-
pants and M indicates male participants. For example, the upper left
graph shows the values of Sn1–Sn5 of SnTyS focusing on national-
ity.

somen noodles.
No significant difference was found in all conditions on persistency in Tables

4.2 and 4.3 suggesting that the gustatory manipulation persists to some extent
for a longer period of time. On the other hand, as can be read from Table 4.1, we
could confirm that some participants’ taste perceptions changed between the first
and fifth bites. Focusing on FnTaF and FnTyF, which were the plausibility of
the perceived taste and the recognized food type as fried noodles when visually
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presented with fried noodles, nearly the same number of the participants are
classified into Up and Down groups, leaving the similar number of participants
whose scores did not change much.

Additionally, Figure 4.4 shows that there were more participants in Up groups
in SnTaS and SnTyS and more in Down groups in SnTaF and SnTyF with
larger changes. These results indicated that even if the participants initially
misidentified that they were eating fried noodles, they tended to recognize that
they were eating somen noodles as the number of bites increased. In other words,
it supported the hypothesis that “the cross-modal effect would decrease as the
number of bites increased, and people would feel more strongly that they were
eating the original food.” On the other hand, FnTaS, FnTyS, FnTaF, and
FnTyF in the Fn conditions had similar participant numbers in the Up, Stay, and
Down groups, confirming that they were near evenly distributed. In particular,
it is important to note that the Down groups in FnTaS, FnTyS, FnTaF and
FnTyF differed from the trend in the Sn conditions in that there were also
similar number of participants in the opposite (Up) groups. In other words, a
non-negligible number of participants felt that they were eating fried noodles with
a stronger confidence as the number of bites increased. These results differ from
the hypothesis and indicate that the cross-modal effect of visual modulation was
increased by multiple bites for some individuals.

We considered that the temporal change of the vision-induced gustatory ma-
nipulation effect varied between individuals. From these results, we could confirm
that vision-induced gustatory manipulation was persistent in many participants.
Their persistent multisensory flavor perception changes were divided into three
groups: those in which the intensity of the multisensory flavor perception change
gradually increased, those in which it gradually decreased, and those in which it
did not fluctuate, each with about the same number of participants.

Next, we investigate evaluation scores in terms of nationality and gender. From
Tables 4.2 and 4.3, we could confirm significant differences and trends toward
significance in many groups. Looking at the nationality rows in Figures 4.5 and
4.6, the international participants felt the stronger taste of somen noodles when
visually presented with somen noodles than the Japanese participants (SnTaS
and SnTyS). We believe that this is because the foreign participants did not have
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much experience with somen noodles, and they may not have been confident in
the taste of somen noodles. Note that the somen noodles used in this experiment
were served not with typical cold soup but with warm soup. We adopted a ready-
made instant somen noodles ∗∗ product with warm soup to make it consistent with
hot fried noodles in this experiment. The Japanese participants have felt like they
were eating fried noodles more strongly than the international participants under
the Sn condition (SnTaF and SnTyF). We believe that this is because they did
not feel like they were eating (typical cold) somen noodles.

Besides, the international participants felt the stronger taste of fried noo-
dles when visually presented with fried noodles than the Japanese participants
(FnTaF and FnTyF). Again, we believe that this is because the international
participants had little experience of eating fried noodles and had a narrower range
of expectations about the taste of fried noodles. Looking at the gender rows of
Figures 4.5 and 4.6, the female participants felt the stronger taste of somen noo-
dles when visually presented with somen noodles (SnTaS and SnTyS) and the
weaker taste of fried noodles when visually presented with fried noodles (FnTaF)
than the male participants. We believe that this result suggests that cultural dif-
ferences such as cooking experience and average age (24.1 for males vs. 30.5
for females) affected the formation of cross-modal associations with taste [59].
However, in the Fn condition (FnTyF), there was no significant difference in the
change in food type between the female and male groups. This result suggests
little difference between men and women in the perception of food types after vi-
sual modulation. Despite these statistically significant differences, we have to also
note that the generalizability of our findings is limited due to the small number
of participants.
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Figure 4.7: VAS scores in the rice conditions. The box plots in the upper and
lower rows correspond to the results for Q1 and Q2, and Q3 and
Q4, respectively. The red crosses indicate the mean values, and the
dots indicate the outliers. For example, the upper left graph, where
“It tasted like ...” and “...Steamed rice” intersect, shows the results
of Q1, where “It tasted like steamed rice” was asked, and Sr1 shows
the VAS score of the first bite under Sr conditions. In addition, the
entire Sr1–Sr5 is denoted as SrTaS for identification purposes.

4.3.3 Rice Conditions
Results

Figure 4.7 shows the results of the rice conditions. The box plots in the upper
and lower rows correspond to the results for Q1 and Q2, and Q3 and Q4,
respectively. For example, in Figure 4.7, SrTaC denotes the strength of the
perceived taste of curry and rice when visually presented with steamed rice (the
visual modulation condition Sr). Additionally, in Figure 4.7, CrTyS denotes
the strength of the perceived type of steamed rice when visually presented with
curry and rice (the visual modulation condition Cr). Paired t-tests between Sr1

∗∗Quality Labeling Standards for Dried Noodles, https://www.cao.go.jp/consumer/history/
01/kabusoshiki/syokuhinhyouji/doc/004_101004_shiryou2-5.pdf, last accessed March
17, 2023.

85

https://www.cao.go.jp/consumer/history/01/kabusoshiki/syokuhinhyouji/doc/004_101004_shiryou2-5.pdf
https://www.cao.go.jp/consumer/history/01/kabusoshiki/syokuhinhyouji/doc/004_101004_shiryou2-5.pdf


−25

0

25

1st 2nd 3rd 4th 5th

−25

0

25

1st 2nd 3rd 4th 5th

−100

0

100

1st2nd3rd 4th 5th

−100

0

100

1st2nd3rd 4th 5th

−25

0

25

1st 2nd 3rd 4th 5th

−25

0

25

1st 2nd 3rd 4th 5th

−100

0

100

1st2nd3rd 4th 5th

−100

0

100

1st2nd3rd 4th 5th

1st 2nd 3rd 4th

Color Dow n Stay UpUpDown Stay

Figure 4.8: Relative change in VAS scores from the first to the fifth bite for each
participant. Participants were divided into three groups based on the
difference in VAS scores between the first and fifth bites: Up group
(those increased by 10 points or more), Down group (those decreased
by 10 points or more), and Stay group (those changed by less than 10
points). For example, the upper left graph, where “It tasted like . . . ”
and “. . . Steamed rice” intersect, shows the results of SrTaS, where
“It tasted like steamed rice” was asked, and the n-th VAS score shows
the VAS score of the n-th bite under Sr conditions.

and Cr1 found significant differences for all groups (p < 0.05 for SrTaS and
CrTaS, p < 0.05 for SrTaC and CrTaC, p < 0.001 for SrTyS and CrTyS,
and p < 0.001 for SrTyC and CrTyC). For example, in the upper left graph
of Figure 4.7, which shows the results for “It tasted like steamed rice”, Cr1
is lower than Sr1. This means that the visual modulation changed the food’s
appearance from the original steamed rice into curry and rice, and the taste of
the original food, steamed rice, was more weakly perceived. In the upper right
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graph of Figure 4.7, which shows the result of “It tasted like curry and rice”, Cr1
is higher than Sr1. This means that the visual modulation changed the food’s
appearance into that of curry and rice and the taste of curry and rice was more
strongly perceived. These visual modulation trends decreasing the taste of the
original food and increasing the taste of the visually presented food are similar to
the findings of the previous study and the noodle conditions above. Additionally,
the lower graphs of Figure 4.7, which correspond to the results of “It felt like I
was eating steamed rice” and “It felt like I was eating curry and rice”, show more
significant differences between Sr1 and Cr1 compared to the upper graphs. The
results are similar to those of the previous study and the noodle conditions above,
showing that vision-induced gustatory manipulation is more effective in changing
participant’s perception of the food that they are eating than changing their
perception of taste. Similarly to the previous user study, gustatory manipulation
is clearly present in the rice conditions as well.

Table 4.4 shows the number of participants whose VAS scores changed by
10 points or more between the first and fifth bites under the rice conditions.
Figure 4.8 shows the relative change in VAS scores from the first bite to the fifth
bite in each participant’s rice conditions, with the first bite as the baseline. The
results for each participant were categorized as Up, Down, and Stay according
to Table 4.4. Our hypothesis was that “the cross-modal effect would decrease as
the number of bites increased, and participants would feel more strongly that they
were eating the original food.” For example, the values of SrTaS and CrTaS
were expected to increase as the number of bites increases, while the values of
SrTaC and CrTaC were expected to decrease.

Tables 4.5 and 4.6 show the results of ANOVA for Q1 to Q4 for each of
the rice conditions. The interactions of “Persistency: Nationality”, “Persistency:
Gender,” and “Persistency: Nationality: Gender” are omitted because there was
no significant difference. Figures 4.9 and 4.10 show the results of nationality and
gender differences. If the score for “It tasted like steamed rice” is lower for Cr
than Sr, and the score for “It tasted like curry and rice” is higher for Cr than
Sr, the effect of visual modulation is stronger. For example, if the values of
SrTaS and CrTaC are large and the values of SrTaC and CrTaS are small in
Figure 4.7, the effect of visual modulation is considered to be strong.

87



Table 4.4: Number of participants whose VAS scores for the first and fifth bites
differ by 10 or more in the rice conditions (up: number of partici-
pants with improved VAS scores, stay: number of participants with no
change in VAS score, down: number of participants with reduced VAS
scores).

Sr Cr

taste type taste type

SrTaS SrTaC SrTyS SrTyC CrTaS CrTaC CrTyS CrTyC

up 1 0 1 0 2 2 5 4

stay 15 16 15 16 13 12 8 8

down 0 0 0 0 1 2 3 4

Table 4.5: ANOVA results for Q1 and Q2 in the rice conditions. “Nationality:
Gender” shows the interaction between nationality and gender. The
interactions of “Persistency: Nationality”, “Persistency: Gender,” and
“Persistency: Nationality: Gender” are omitted because there was no
significant difference.

It Tasted Like. . .

. . . Steamed Rice . . . Curry and Rice

Condition SrTaS CrTaS SrTaC CrTaC

Persistency ** n.s. n.s. n.s.

Nationality * *** + ***

Gender + *** n.s. ***

Nationality:Gender n.s. *** n.s. **
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It tasted like
Curry and rice

It tasted like
Steamed rice

presented with curry and riceCr :

presented with steamed rice (no conversion)Sr:

Figure 4.9: VAS scores with regard to nationality and gender for Q1 and Q2 in
the rice conditions. Interactions are indicated to the right of result
group names CrTaS and CrTaC. The red crosses indicate the mean
values, and the dots indicate the outliers. The upper graphs show
the nationality classification, where Int indicates international par-
ticipants and Jpn indicates Japanese participants. The lower graphs
show the classification of gender, where F indicates female partici-
pants and M indicates male participants. For example, the upper left
graph shows the values of Sn1–Sn5 of SrTaS focusing on national-
ity.

Discussion

Figure 4.7 shows similar scores and tendencies as the results of the rice condi-
tions in Chap. 3: visual modulation decreases the taste of the original food and
increases the taste of the visually presented food. As in the noodle conditions,
multisensory flavor perceptions are manipulated successfully even if the partici-
pants only saw the evaluating food through the HMD.

Regarding persistency in Tables 4.5 and 4.6, a significant difference was con-
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presented with curry and riceCr :

presented with steamed rice (no conversion)Sr:

It tasted like
Curry and rice

It tasted like
Steamed rice

Figure 4.10: VAS scores with regard to nationality and gender for Q3 and Q4
in the rice conditions. Interactions are indicated to the right of
result group names CrTyS and CrTyC. The red crosses indicate the
mean values, and the dots indicate the outliers. The upper graphs
show the nationality classification, where Int indicates international
participants and Jpn indicates Japanese participants. The lower
graphs show the classification of gender, where F indicates female
participants and M indicates male participants. For example, the
upper left graph shows the values of Sn1–Sn5 of SrTyS focusing
on nationality.

firmed only for SrTaS. However, no significant difference was found in the post-
hoc analysis using the Holm method. For SrTaS, most participants scored 90 or
higher, and only one participant changed the score by 10 or more, as shown in
Table 4.4. From these results, we can say that the gustatory manipulation clearly
persists in the rice conditions as well. Additionally, Figure 4.8 shows that most
participants’ scores did not change in the Sr conditions SrTaS, SrTaC, SrTyS,
and SrTyC. Besides, CrTaS and CrTaC, which are the results of the questions
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on taste in the Cr conditions, showed little change in taste, which is different
from the results for the noodle conditions. We hypothesize that these results are
because steamed rice is an everyday food in Japan, and therefore the memory of
the taste is robust, making it difficult to induce cross-modal effects and that the
light taste of steamed rice makes it difficult to perceive changes in taste.

On the other hand, CrTyS and CrTyC, which are the results of the questions
on food type in the Cr conditions, showed that the numbers of participants in
the Up and Down groups were higher, confirming the similar trends as in the
noodle conditions. These results indicate that as the number of bites increased,
some participants noticed that they were eating steamed rice and the effect of
the illusion decreased, while others thought they were eating curry and rice, and
the effect of the illusion increased. We attribute the differences in taste and food
type changes in these Cr conditions to the fact that the vision-induced gustatory
manipulation is more effective in changing participants’ perception of food type
than changing their perception of taste. From these results, we can confirm again
that the vision-induced gustatory manipulation is persistent in many participants.
Their persistent multisensory flavor perception changes are divided into three

Table 4.6: ANOVA results for Q3 and Q4 in the rice conditions. “Nationality:
Gender” shows the interaction between nationality and gender. The
interactions of “Persistency: Nationality”, “Persistency: Gender,” and
“Persistency: Nationality: Gender” are omitted because there was no
significant difference.

It Felt Like I Was Eating. . .

. . . Steamed Rice . . . Curry and Rice

Condition SrTyS CrTyS SrTyC CrTyC

Persistency n.s. n.s. n.s. n.s.

Nationality n.s. * n.s. n.s.

Gender n.s. n.s. n.s. +

Nationality:Gender n.s. * n.s. ***
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groups: those in which the intensity of the multisensory flavor perception change
gradually increased, those in which it gradually decreased, and those in which it
did not fluctuate, each with about the same number of participants.

Next, we investigate evaluation scores in terms of nationality and gender. From
Tables 4.5 and 4.6, we can confirm significant differences and trends toward sig-
nificance in many groups. In addition, the interaction between nationality and
gender has also been confirmed. Looking at the nationality rows in Figures 4.9
and 4.10, the international participants felt the stronger taste of curry and rice
when visually presented with curry and rice than Japanese participants like in
the rice conditions (CrTaC and CrTyC). Again, we consider this is because the
international participants had little experience of eating the target food and had
a narrower range of expectations about the taste of the target food. Looking at
the gender rows of CrTaS and CrTaC in Figure 4.9, the female participants felt
the stronger taste of steamed rice and the weaker taste of curry and rice when
visually presented with curry and rice compared to the male participants. In
other words, the female participants’ taste perceptions were less modulated by
visual stimuli, which is the same trend as that of the noodle conditions.

These results again suggest that the taste perceptions of the female participants
were less modulated by visual stimuli. However, looking at the gender row of
CrTyC in Figure 4.10, they felt like they were eating curry and rice better than
male participants in the Cr condition. As in the noodle conditions, the results
suggest that the participants perceived a change in the type of food even if they
did not perceive a change in the food’s taste.

Like in the noodle conditions, we have to note that the generalizability of our
findings is limited due to the small number of participants despite these findings.

4.3.4 Correlation between Noodle and Rice Conditions
We here discuss the correlation between the noodle and rice conditions. Com-
paring the two modulation conditions, the VAS scores in the Cr conditions (see
Figure 4.7, CrTaC and CrTyC) are lower than those in the Fn conditions (see
Figure 4.5, FnTaF and FnTyF). We believe that this is because the steamed rice
was near tasteless whereas the somen noodles were not. Gustatory manipulation
becomes more difficult when the gap in taste between the original and target
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types of food is larger. Comparing the numbers of Table 4.1, FnTaS and FnTaF
and Table 4.4, CrTaS and CrTaC, those in the rice conditions are smaller. We
believe that this is not because the gustatory manipulation is more stable but
because it is weaker in the rice conditions.

The Pearson’s product moment correlation coefficient between the noodle and
rice conditions indicates a weak relationship on the VAS scores of the perceived
taste of the modulated food (FnTaF and CrTaC) (r = 0.39), and that of the
recognized type of food (FnTyF and CrTyC) (r = 0.33). These results suggest
that the participants who scored high in the Fn condition also scored high in the
Cr condition and that the multisensory flavor perceptions of some participants
are more strongly affected by visual modulation than others.

4.3.5 Overall Discussion
We here summarize the above discussions and answer the questions that arose in
the previous user study. For the first question (whether and how the gustatory
manipulation persists while eating the modulated food), since the significant dif-
ferences for persistency were not confirmed in almost all the cases, we can say
that the gustatory manipulation persists to some extent for a longer period of
time. Meanwhile, there were individual differences in the tendency for persistent
changes in visual modulation. In particular, there were many individual differ-
ences in the perception of food types during the visual modulation, and there
were similar number of participants who gradually felt more strongly that they
were eating the original food, those who felt that they were eating the food pre-
sented by the visual modulation, and those who did not change. In other words,
their tendency for vision-induced multisensory flavor perception change persis-
tent exists in three groups: those in which the intensity of the multisensory flavor
perception change gradually increased with each biting session, those in which it
gradually decreased, and those in which it did not fluctuate.

For the second question (whether and how not seeing the original food before
seeing the modulated food affects the strength of gustatory manipulation), this ex-
periment revealed that the gustatory manipulation occurred and the strengths of
the perceived taste and the confidence of the recognized food are similar whether
or not participants saw the original food before seeing the modulated food under
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both the noodle and rice conditions. We hypothesize that the intensity of the
taste change would be enhanced when participants were not presented with the
actual food they were eating, but these results did not support our hypothesis.

For the third question (whether and how the results depend on the participants’
nationality and gender), we confirmed that the strength of gustatory manipula-
tion varies depending on nationality and gender. In the present experiment, non-
Japanese and male participants felt the stronger gustatory manipulation com-
pared to Japanese and female participants, respectively. We speculate that the
more they are familiar with the original and target types of food, the weaker gus-
tatory manipulation they will feel due to more accurate expectations of the food
experience. The experiments focusing on nationality and gender showed these
trends, but note that the number of participants was small. An additional large-
scale study with many participants is needed to examine the effects of cultural
differences such as nationality and gender on vision-induced multisensory flavor
perception.

4.4 Limitations
We believe that the reported user study is valuable in general, however, it also
has several limitations. Here, we discuss some of these limitations and future
directions.

4.4.1 Food Types
We tested only two original types of food (steamed rice and somen noodles) and
two target types of food (curry and rice and fried noodles). We chose rice and
noodles because of the popularity in East Asia. Somen noodles and steamed
rice are both widely available and known for weak tastes thus good as original
types of food. Fried noodles and curry and rice were selected due also to the
popularity. In addition, they often contain ‘forbidden’ ingredients such as pork.
We believe that the selection of these food types is reasonable considering that we
target to support people with dietary restrictions in the future. We would like to
conduct follow-up studies on the relationship between the strength of gustatory
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manipulation and the visual or gustatory similarities between the original and
target food types.

4.4.2 Participants
Even though we increased the geographical, ethnic, and gender variations among
the participants compared to those in the previous user study, the low variations
in age and the background (most were graduate students) are possible limitations
of this study. For example, the small number of participants might have had a
significant impact on the results. The large average age difference between males
and females is problematic in comparing the effects of gender, and the bias in
the country of origin of international participants is problematic in comparing
the differences between Japanese and international participants. However, it
should not be ignored that despite these problems, there was a clear tendency
for differences in food experience to affect multisensory flavor perception that
promises interesting follow-up studies in the future.

We would like to conduct further studies using different combinations with
greater variation of food types and sample population in the future.

4.4.3 Experimental Protocol
In our user study, participants knew what they were actually eating regardless of
the visual modulation conditions even though they did not see the original food
without the HMD. One way to avoid unwanted bias would be to mix the opposite
modulation conditions (e.g., fried noodles as the original food and somen noodles
as the target food). However, such additional conditions will significantly increase
the cost of food preparation.

4.4.4 Image Translation Quality
The image quality of visual modulation needs to be improved significantly. Twit-
ter images used for training were generally taken close to the food with chopsticks
or a spoon whereas the participants saw the food from slightly farther positions.
Visual modulation sometimes failed because of this difference. Besides, the cur-
rent system converts the entire image into the target food so we needed to run
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the experiment in a texture-less environment. Another problem was that our
system’s output was coarse and more or less the same for one type of food (e.g.,
fried noodles) whereas there are actually many variations within a single type of
food. Because of this, the modulated food looked very different from participants’
expectations sometimes. In the future, we plan to improve the neural network
by introducing many new features, such as food region extraction, supporting a
larger number of food types and high resolution images [124, 125].

4.4.5 System Latency
The system latency has been improved from 400 ms in Chap. 3 to about 150 ms
in the current system. However, it is still non-negligible. Even though no-one
reported relevant problems such as motion sickness or nausea, the latency must
be further shortened for a practical use.

4.4.6 Difficulty of Eating
Many participants reported the difficulty of eating while wearing the HMD. This
was mainly due to the horizontal offset between the participants’ eyes and the
cameras for the VST experience. Because of this, they thought their mouth
position was about 10 cm away from their actual position. In the future, we
would like to use a custom-designed VST HMD with a smaller horizontal parallax
and a wider opening around the mouth.

4.5 Conclusions
In this chapter, we have reported a user study on the effectiveness of our GAN-
based gustatory manipulation system primarily from the perspectives of persis-
tency, nationality, and gender differences.

Our experimental results revealed that vision-induced gustatory manipulation
is persistent in many participants. Their persistent multisensory flavor perception
changes are divided into three groups: those in which the intensity of the multi-
sensory flavor perception change gradually increased, those in which it gradually
decreased, and those in which it did not fluctuate, each with similar number of
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participants. Our results also revealed that those participants (e.g. males and
international participants) who are less familiar with the original and target types
of food feel stronger gustatory manipulation.

We believe that our research has provided a deeper understanding and insights
into GAN-based gustatory manipulation. We hope many researchers will be
encouraged to conduct follow-up studies. In the future, we will improve the
image translation quality, further reduce the system latency, and minimize the
horizontal parallax. Then we will conduct follow-up studies using a wider variety
of foods for a larger number of participants from a more diverse demographic
background.
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5 Effects on multisensory flavor
perception when the
surrounding environment is
changed to a virtual
environment

5.1 A Video See-through Food Overlay System
for Eating Experience in the Metaverse

We have reported a gustatory manipulation interface that changes the perception
of taste and type of food through visual modulation using GAN in Chap. 3 and
Chap. 4. The results of these experiments revealed that a visual modulation
technique that alters the appearance of food could change the taste and type
of food, and these changes persist. On the other hand, visual modulation using
HMDs can change not only the appearance of food but also the surrounding
environment into the VE. The VE gives the user the sense of being there or
presence through a VR display such as a HMD [128]. The sense of being in VEs
is called presence [128]. In particular, social VEs such as VRChat † and Mozilla
Hubs ‡ enable users to communicate with other users using avatars, which are
virtual bodies in the virtual world. Social VEs, also known as the metaverse [129],
are attracting a great deal of commercial and cultural attention. The metaverse
has great potential to change our lives. For example, Korsgaard et al. reported
the elderly preferred eating with friends in the VE to eating alone [20]. However,
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wearing the HMD makes it difficult to eat because users cannnot see the RE.
Many current users of the metaverse eat by either viewing the food through the
small gap around the nose or by removing the HMD. These eating experiences
significantly prevent users from maintaining the presence of the VEs. We believe
that eating in the metaverse should be easy and enjoyable.

Meiselman et al. found that the ratings differed depending on the surrounding
environment [15]. Dionisio et al. used a CAVE for visual presentation to provide
a highly immersive meal in VEs [76]. Eating while wearing an HMD requires
the presentation of real food images, and it is necessary to fuse VST with VE
images. Korsgaard et al. switched the transparency of the VST and VE images
depending on the direction of the head [18]. Switching between VST and VE
video has been a problem that reduces presence because participants are aware
of the RE. Several studies have also evaluated superimposing edited VST video
onto the VE using color detection and chroma key composition [19, 20]. These
studies require the hardware that unifies desks and tableware and limit the user
experiences. Further, these studies aimed for stand-alone VR applications and
could not be used with existing VR applications. In other words, users need to
be in a specific VE to dine with a high degree of presence.

These problems also reduce the degree of freedom and applicability when study-
ing gustatory manipulation using visual modulation techniques that alter the
surrounding environment. For example, researchers who want to conduct dietary
research include doctors and cooks, not necessarily VR experts. They currently
cannot use the completed VEs or Metaverse that have been uploaded and must
create their own VEs from scratch when they conduct gustatory research in VEs.

In this chapter, we have developed Ukemochi †† (named after the Japanese
god of food) that enables users to eat while maintaining a high presence by
superimposing only the food region on an existing VR application. Ukemochi
uses the overlay function of OpenVR API ‡‡, which can be used simultaneously
with general-purpose VR applications such as VRChat and Mozilla Hubs using
OpenVR API. Ukemochi also detects and tracks the food region, requiring less
preparation than the chroma key method. In this chapter, we compared and
reported three eating methods in the metaverse (VE only, VST displayed, and
Ukemochi).
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We also investigated the effects of changes in the surrounding environment on
multisensory flavor perception by examining the effects of whether the images
around food were of the RE (VST displayed) or VE (Ukemochi) or whether the
food was not visible (VE only), on the taste and flavor of the food.

The major contributions of this chapter are as follows:

• We propose Ukemochi that enables users to eat while maintaining the high
presence of existing VEs.

• We show that superimposing only the food segmentation image on the VE
gives a high presence.

• We report that superimposing food images on VE improves ease of eat-
ing and that even superimposing only the segmented food regions, which
reduces the visibility of the RE, maintains the similar level of ease of eating.

• We also report that changing the appearance of the food’s surroundings
had no effect on taste and flavor and no statistical difference was found.

5.2 System
Ukemochi enables users to see and eat real food while maintaining a high sense
of presence in VR applications. In this chapter, we use the front camera of an
HTC VIVE to obtain real food images. As shown in Fig. 5.1, Ukemochi consists
of client and server modules. The client was developed using Unity 2018.4.f1 and
has three functions: obtain real food images using a VIVE front camera, send the
images to the server module, and overlay real food images on VR applications.
The server is implemented in Python 3.8.8 and Flask 1.1.2, and it produces food
segmentation images from the real food image via object tracking. (a) The client
obtains an RGB image (612×460) from the VIVE front camera and (b) sends it to

†VRChat, https://hello.vrchat.com/, last accessed March 17, 2023.
‡Mozilla Hubs, https://hubs.mozilla.com/, last accessed March 17, 2023.

††Ukemochi, https://signs0302.github.io/ukemochi, last accessed March 17, 2023.
‡‡SteamVR API, https://store.steampowered.com/app/250820/SteamVR, last accessed

March 17, 2023.
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Figure 5.1: Flow of Ukemochi system, which consists of two modules – an Uke-
mochi client and server module.

Figure 5.2: Food scenes using Ukemochi in VEs. Top) Conditions for eating bread
by hand. Bottom) Conditions for eating fried rice on a plate. Hand,
Plate) The real-world environment for each meal condition. Hn,
Pn) None condition without the real image. Hv, Pv) VST condi-
tion with the superimposed VIVE front camera image. Hs, Ps) Seg
condition with only the food region cropped.

the server through an HTTP web request. (c) The server creates an RGB image
(306×230) by removing the distorted regions from the received image from the
client (d, e) and generates a food segmentation image by using an object tracker
(SiamMask [85] trained with VOT-2018 [130]) that is initialized by a result of an
object detector (YOLOv3 [131] trained with UECFood100 [132]). (f) The food
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segmentation image is sent from the server to the client. (g) The client calculates
the position of the food segmentation image for the Unity coordinate system
and overlays it. (h) The food segmentation image is then superimposed on the
running VE image using the overlay function of OpenVR API. (i) Thus, the user
can see the VE with the real food image while wearing an HMD (see Fig.5.2 (Hs,
Ps)).

In the experiments, we run Ukemochi on a desktop computer with an AMD
Ryzen Threadripper PRO 3975WX 3.50 GHz CPU, a 64GB memory, and two
NVIDIA RTX 3060ti GPUs. The frame rate was about 21 [fps] and the video de-
lay was about 150 [ms]. We applied AR Timewarping [126] to reduce an apparent
latency caused by the rotation of the HMD.

5.3 Experiment

5.3.1 Overview
In this experiment, we investigated whether changing the visual presentation
method of the food displayed in the VE changes the sense of presence, food eval-
uation, and ease of eating. The experiment setup consisted of an HTC VIVE, a
Leap Motion, noise-canceling headphones, and a PS4 controller. Ukemochi was
developed not to require desk preparation in a uniform color. However, prelimi-
nary experiments suggested that Ukemochi was in that case unstable and could
have reduced the participants’ presence. Thus, we conducted the experiment in
a room with a black desk and white walls to ensure the system’s stable operation
as shown in Fig.5.2 (Hand, Plate). Participants ate two kinds of food (bread
and fried rice) after experiencing the VE for 3 minutes and answered a ques-
tionnaire. The VE and avatar were used as shown in Fig.5.2 (Hn, Pn). They
were instructed to explore the VE freely for 3 minutes using a PS4 controller.
They could move around by the left stick and change the direction by the right
stick. The Leap Motion captured a hand motion to animate the avatar’s hands
synchronized with the user’s. We let them adjust the avatar’s hands to be the
same size as their own.

We compared three visual conditions to display food images. In None con-
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dition, participants could see the food through the gap between the HMD and
their noses (see Fig.5.2 Hn, Pn). In VST condition, the participants could see
the raw image of the front camera including the food region (see Fig.5.2 Hv,
Pv). In Seg condition, the participants could see the food segmentation image
superimposed on the VE (see Fig.5.2 Hs, Ps). Participants performed an eating
task with all the three visual conditions in a counterbalanced order based on a
Latin square design.

In addition, the participants experienced two meal conditions. They primarily
differ in the style of eating; eating the food directly in hand (bread) and on the
plate with a spoon (fried rice). One butter roll (Topvalu best price butter rolls 6
pcs, 27 grams each, Aeon group) was used per condition for the Hand condition.
One hundred grams of fried rice was used for the Plate condition (Authentic
stir-fried rice®, Nichirei foods Inc.) which was cooked just before the experiment.
The participants ate food in a fixed position in the VE in all conditions (see Fig.
5.2). They experienced one visual condition per day for three days. They also
experienced all meal conditions in each of the three days. The order of the meal
conditions was balanced and fixed for each participant. In addition, participants
were verbally confirmed before the experiment that they were neither extremely
hungry nor highly full.

5.3.2 Hypotheses
We set the following hypotheses.

H1 Seg condition with food segmentation results in the highest presence and
better Igroup Presence Questionnaire (IPQ) [133] scores.

H2 Seg condition with food segmentation results in the highest evaluation of
the taste of food.

H3 Seg condition with food segmentation results in the highest evaluation of
the appearance of food.

H4 The ease of eating food is the highest in VST condition but not signifi-
cantly different than in Seg condition because seeing the non-food regions
is expected to have little effect.
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5.3.3 Procedure
The participants answered a questionnaire on their age and VR experience before
the experiment. First, participants were briefed on the operation of the PS4
controller. Next, they were fitted with a disposable apron and the HMD. Then,
they adjusted the size of the avatar’s hands. The following steps were then
performed under each visual condition.

1. Participants explore the VE for 3 minutes using the controller.

2. They move to the eating spot in the VE.

3. They grab the food of the plate with their hands.

4. The experimenter starts Ukemochi and presents the participants with three
visual conditions.

5. Participants begin to eat their food after the start signal.

6. After the participants feel that they have finished eating the food, they will
give the end signal aloud.

7. They remove the HMD and complete the questionnaire.

8. They drink a cup of water and then repeat Steps (1) to (7) under different
meal conditions.

Step (2) was introduced to make the visual experience consistent among the par-
ticipants. The water drinking action in Step (8) was done to reduce the influence
of the previous condition. After experiencing all visual conditions, participants
completed a post-questionnaire that included forced rankings and free comments.

5.3.4 Questionnaire
We asked the participants how much experience they had with AR and VR (How
much experience have you had with AR and VR?). The participants answered
in three levels (I have no experience at all, I have little experience, and I have
experienced it many times). The questionnaire included questions to evaluate the
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Figure 5.3: IPQ results. Top) Results for Hand condition. Bottom) Results of
Plate condition. The red crosses indicate the mean values, and the
dots indicate the outliers. [1 (strongly disagree) to 7 (strongly agree)].

sense of presence, eating itself, and ease of eating. The IPQ questionnaire [133]
was used to evaluate presence. In this experiment, four of the subitems of the
IPQ (Pres: General Presence; SP: Space Presence; Inv: Involvement; and Real:
Experienced Realism) were rated using a seven-point Likert scale [1 (strongly
disagree) – 7 (strongly agree)]. Pres, SP, Inv, and Real consisted of one, five,
four, and five items, respectively. In addition, in this experiment, the sum of
the mean values of each evaluation item (Total: Total Presence) was calculated
as the evaluation index. Taste and flavor and Appearance of food were assessed
using the VAS method based on Hannan-Jones and Capra’s questionnaire [134].
In addition, the VAS was used to evaluate the Ease of eating. After all the
conditions were completed, participants gave a ranking to four questions related
to the visual conditions: “Taste: Taste of the food”, “Easy: Ease of eating the
food”, “Feel: Feeling of the experience”, and “Presence: Immersion or presence
in the VR space.”

5.4 Results and Discussions

5.4.1 Results
Twelve (nine males and three females; mean age = 25.0 years; standard devia-
tion = 7.02) participated in the study. In response to their experience with AR
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and VR applications, eleven participants answered “I have experienced it many
times,” and one participant answered “I have no experience at all.” The main
results are shown in Figs. 5.3 and 5.4 and Table 5.1. We performed a post hoc
analysis with the Holm–Bonferroni correction for the results in Figs. 5.3 and 5.4.
We also performed a Friedman’s test followed by a post hoc analysis with the
Least significant difference for the results in Table 5.1. Significant differences are
indicated with symbols (*** for p < 0.001, ** for p < 0.01, and * for p < 0.05).

5.4.2 Summary of main findings
The main findings are as follows.

1) In terms of Total results of the IPQ scores, participants who experienced Seg
condition (Hs, Ps) using Ukemochi perceived the highest presence. In addition,
Feel and Presence results showed that the method in Seg condition gave the
highest sense of presence, indicating that the proposed method was preferred
as an experience. These results show that the proposed method of displaying
only the food segmentation image gives a higher presence, supporting [H1]. The
Pres, Sp, and Inv results of the IPQ scores show that Seg condition gives the
highest presence. Especially in Sp and Inv results, a significant difference was
found between the Plate conditions Pn and Ps. Several participants commented
that “I found it very difficult to eat under the Pn condition and concentrate on
eating.” In other words, the eating difficulty in the Pn condition may have

Table 5.1: Results of forced ranking. The values in the left three columns are the
average of the ranking (1st to 3rd). The Freedman column shows the
significant difference of the Friedman’s test. The results in the right
three columns are the significant differences between each condition
using the Least significant difference.

None VST Seg Freedman None & VST None & Seg VST & Seg

Taste 2.67 1.67 1.67 * * *

Easy 2.92 1.33 1.75 *** *** *

Feel 2.50 2.33 1.17 ** ** *

Presence 2.33 2.50 1.17 ** *** ***
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reduced presence. The Real result was the highest in VST condition (Hv, Pv).
This result is an indicator of the realism of the VE experience, and we believe
that the VST experience was perceived as realistic. On the other hand, there was
no significant difference between VST condition and Seg condition. In other
words, the Seg condition provided the similar level of realism as VST condition.

2) There was no significant difference in the Taste and flavor results of the VAS
score between the conditions. The Taste result of the ordered answers showed
significant differences between None condition and the other conditions. These
results indicate that the food segmentation slightly improves the taste of the
food, which partially supports [H2]. In addition, the rankings of VST and Seg
conditions were higher than that of None condition, suggesting that improving
the visibility of food improves the evaluation of taste in the VE.

3) The Appearance of food result of VAS score showed a significant difference
between None condition and the other conditions. This result indicates that the
improved visibility of the food improves the evaluation of the appearance of the
food, which partially supports [H3]. We speculated that Seg condition would
result in the highest ratings, but the results showed that VST condition had the
highest ratings. The participants said, “The resolution of the superimposed food
segmentation image in Seg condition was low and felt uncomfortable.” and “The
food’s appearance became worse when the food segmentation failed.” Therefore,
it is considered that the resolution and accuracy of the food region segmentation
need to be improved.

4) The Ease of eating result of VAS score showed a significant difference only
between the Hn and Hv conditions. This result suggests that the visibility of
the food improves the ease of eating. However, there was little difference in the
Plate condition. In the Plate condition, it was necessary to use a plate and a
spoon to eat while wearing the HMD, and the eating action was challenging in all
conditions. Therefore, we believe that this is a reason for no significant differences.
On the other hand, we may find significant differences between None condition
and other conditions as the number of participants increases (Hn to Hs, Pn to
Pv, and Pn to Ps: p = 0.063). In addition, the Easy result of the ordered answer
showed significant differences between None condition and the other conditions,
and VST condition was rated higher than Seg condition. We believe that these
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Figure 5.4: VAS results and the time to finish eating result. Top) Results for
Hand condition. Bottom) Results of Plate condition. The red
crosses indicate the mean values, and the dots indicate the outliers.
The three graphs from the left show VAS results [0 (poor) to 100 (ex-
cellent)]. The rightmost graph shows the time to finish eating (s).

overall results partially support [H4]. No significant difference was detected in
the results of “Time to finish eating”. We believe that this is due to the short
time to finish eating.

5.4.3 General discussions
Efficacy of food visualisation

According to the experimental results, it was found that our method of displaying
only the food segmentation image using Ukemochi provided a high presence. In
addition, we found that our proposed method provides a similar level of ease of
eating as VST condition using the VST images. We expect that Ukemochi can be
used to maintain a high presence in many VEs. On the other hand, the evaluation
of eating ease was lower than our expectation. One of the reasons for this was
that we could not present images around the mouth due to the limited vertical
viewing angle of the HMD. It is expected that the ease of eating will be improved
with an HMD with a wider vertical field of view [135]. It may also be improved
by increasing the resolution and accuracy of the food segmentation image. No
significant difference was observed in the evaluation of the taste and flavor of the

108



food. Several participants commented that “I felt a sense of discomfort between
the atmosphere of the VE and the realistic images” and “The food looked terrible
because of the low resolution.” Therefore, it is expected that the deliciousness of
the food can be improved by increasing the resolution of the images, generating
images that match the atmosphere of the VEs [136], and replacing realistic images
with VR objects [137].

Effects of visual rendering quality

Most of the participants considered the low resolution of the VST images to be a
problem. In particular, in the Plate condition, several participants commented
that “I could not see how many rice grains were left on the plate because of the
low resolution.” In the Hand condition, if the bread becomes too small, the food
region segmentation fails, and the participant’s arm or the entire raw image is
presented as food. These results suggest the necessity of detecting the amount
of remaining food. Participants responded in terms of the VEs experience that
“I enjoyed the view of the VE when in Seg condition.” In addition, participants
reported in the Pn condition that “I needed to concentrate on eating, which
detracted from the VE experience.” Moreover, the Feel result of ordered answers
was the highest in Seg condition. It suggested a need to present the food and VE
images in an appropriate ratio to improve the VE experience. Some participants
commented that “I wanted someone to eat with them to improve the quality of
food in the VE.” We plan to improve Ukemochi so that users can eat together in
VEs in the future.

5.5 Limitations
As a system capability limitation, Ukemochi often fails to detect out-of-distribution
food samples over UECFood100, which is a training dataset for the object detec-
tor. To solve this problem, we need to build a wide variety of dataset that includes
foods from all over the world. Additionally, we cannot evaluate a performance of
the object tracker for our purpose because there are no food annotated videos.
To conduct fair experiments, we should build an evaluation dataset. Participants
reported that the food did not look tasty because of the low resolution of the
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segmented food images. The low resolution of the input image and the frame-by-
frame inference required a lower resolution. The video delay and low frame rate
also degraded the user experience. Despite these limitations, Ukemochi requires
high computer specifications to operate. To solve these problems, we should re-
duce the amount of computation. The images of food displayed by Ukemochi are
not visible to others and cannot be viewed in 3D because they are 2D images. We
should add the ability to share food images through server-to-server communica-
tion and the ability to replace 2D images with 3D virtual objects. Limitations of
the experimental design include the small number of food items used in the exper-
iment, the small number of participants, and the skewed gender distribution. We
should experiment on a messy desk to evaluate Ukemochi in daily use. We should
consider that tracking and food segmentation errors could have affected the ex-
perimental results. The participants had difficulty in answering the questionnaire
because it was difficult to determine whether the VST images superimposed on
the VE were real or virtual. We believe that this problem can be solved by using
an augmented reality-compatible questionnaire [138].

5.6 Conclusion
In this chapter, we developed and investigated the effectiveness of Ukemochi that
detects and tracks the food segmentation image and overlays on the VEs. We
found that displaying only segmented food images overlaid on the VE gives the
user a higher presence compared to displaying raw video frames or no food images
in the VE. We also found that the food segmentation images had a similar level
of ease of eating compared to the raw images. On the other hand, the taste
and appearance of the food were not affected favorably due presumably to the
problems of low resolution and detection accuracy, which we plan to improve
in the future. We plan to follow up with features such as transforming food
segment images to match the atmosphere of the VE, replacing objects in the VR,
and allowing users to eat together. Despite the limitations described above, we
believe that Ukemochi will maintain a high presence while eating in VEs and will
facilitate the study of eating in the rapidly developing metaverse.
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6 Presentation of visual
information near the mouth

6.1 HMD with a wide downward field of view
We have reported gustatory manipulation interface using cross-modal effects of
visual modulation with VST HMD in Chap. 3 and Chap. 4. This gustatory
manipulation interface generated a cross-modal effect by changing the appearance
of food into different foods using GAN. HMDs present a food images generated
by GAN with the use of high-resolution flat displays such as LCDs and eyepiece
optics. However, the FoV of a typical HMD for VR is limited to approx. 90–110
[deg] in the diagonal direction and approx. 70–90 [deg] in the vertical direction,
which is narrower than that of humans, especially in the vertical direction. The
vertical human FoV is approx. 120–135 [deg], and the downward FoV below
the horizontal line of sight (approx. 70–80 [deg]) is larger than the upward FoV
(approx. 50–55 [deg]). Conventional HMDs typically cover only approx. 50% of
the downward FoV of humans. Therefore, it is impossible to modulate the food’s
appearance in the mouth’s vicinity, which may inhibit gustatory manipulation.
We also have reported the problem of reduced ease of eating due to the lack of
visibility in the mouth’s vicinity in Chap. 3, Chap. 4, and Chap. 5. Much effort
has been made to increase the FoV of an HMD, such as the use of free-form optical
elements and multiple LC panels [139] or curved displays and curved microlens
arrays [88]. However, as far as we have searched only a few studies focused on
the vertical FoV.

In this chapter, we developed a novel HMD with a pair of additional display
units to increase the downward FoV to address the aforementioned problems. We
investigated whether the increase in the downward FoV improves the amount of
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cross-modal effect and ease of eating. In addition, it was clear from the par-
ticipants’ comments that the smell and food texture changed somen noodles to
fried noodles while they were eating the somen noodles that had been changed
into the appearance of fried noodles in Chap. 3 and Chap. 4. Therefore, we also
investigated whether visual modulation can change the smell and food texture.

The major contributions of this chapter are as follows:

• we developed a novel HMD with additional display units for a wide down-
ward FoV.

• We report that in the experiment with the downward FoV expansion, sig-
nificant differences were not found in the ease of eating while wearing an
HMD and the amount of gustatory manipulation of the cross-modal effect
using visual modulation.

• We have demonstrated that gustatory manipulation by visual modulation
can change the smell and food texture from the original food to the intended
food.

6.2 HMD that expands the downward FoV

6.2.1 System configuration of VR part
A schematic diagram and an actual prototype of the proposed device are shown
in Figs. 6.1 and 6.2, respectively. We removed the exterior of the HTC VIVE
and placed two sets of an LCD module (Sharp LS029B3SX02; size, 2.9 [inch];
display area, 51.84×51.84 [mm]; resolution, 1440×1440; frame rates, 120 [fps])
and a Fresnel lens (length, 35 [mm]; width, 38 [mm]; focal length, 40 [mm]) at
an angle of 20 [deg] under each eyepiece with a three-dimensional (3D) printed
housing. The eye relief and the distance from the lens to the LCD were both
28 [mm]. This is shorter than the lens’s focal length, but the image is observed
clearly. The distance between the user’s eyes and the HTC VIVE eyepiece was
adjusted by approx. 13 [mm] to the longest to provide the space for the additional
display units. We used Unity 3D to develop the software for the proposed system.
Two virtual cameras were used to present images on the LCDs, which followed
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Figure 6.1: Schematic of the proposed HMD. A) Top view, B) Side view: yellow,
display units; light blue, eyepiece; light green, fish eye camera; black
lines, exterior of the HTC VIVE; orange lines, newly added parts.

Figure 6.2: Prototype HMD. A) Front view, B) Back view, C) Bottom display
placement relative to the face.

the main camera of SteamVR. The virtual cameras’ initial intrinsic and extrinsic
parameters were given by considering the physical dimensions of the display units.
The edited view frustum corrected the image from the virtual sub-camera, and
then the distortion caused by the Fresnel lens was manually corrected by mesh
deformation (Figure 6.3). We checked the stereo visibility with several individuals
and fixed the IPD of the VIVE and that of the lower optics to 69.4 [mm] and 70
[mm], respectively, as the optimal common distance.
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Figure 6.3: Images displayed on the HMD and the mesh shape before and after
mesh deformation. A1) Display image before mesh deformation cap-
tured by the fisheye camera. A2) Mesh shape before deformation. B1)
Display image after mesh deformation captured by the fisheye cam-
era. B2) Mesh shape after deformation. C) Correct pattern placed in
front of the fisheye camera, each line represents a viewing angle in 5
[deg] increments.
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Figure 6.4: Our HMD with a wide downward FoV. A) Side view. Blue: vertical
FoV of the HTC VIVE. Part of the lower FoV is missing owing to the
Liquid Crystal Displays (LCDs) housing. Orange: increased vertical
FoV. Gray: vertical FoV of a typical human. B) The added LCD
and Fresnel lens. C) Original FoV of the HTC VIVE (approx. 70×70
[deg]). The user’s hand is visible but not the lower limbs and body.
D) FoV of the prototype (approx. 70×130 [deg]). The user’s lower
limbs and body and the ground are all visible at the same time.

6.2.2 FoV of the prototype HMD of VR part
Figure 6.4 C and D show how the VE is presented with the prototype HMD. The
prototype is designed to have a downward FoV of 90 [deg], which is sufficiently
large to fully cover the downward FoV of human vision (approx. 70 [deg]). The
actual FoVs measured by a pre-calibrated equidistant projection fisheye camera
(GS-15WDCM-1.5MM; resolution, 1920×1080; FoV, 180 [deg]) are shown in Ta-
ble 6.1. Note that the FoV of the HTC VIVE officially announced by HTC
is approximately 110 [deg] in the horizontal, vertical, and diagonal directions
because of its circular viewport, and the actual FoV reported by iNFINITE is
approximately 89 [deg] in the horizontal and vertical directions §§. As can be
seen from the table, the implemented prototype increases the downward FoV by
approx. 60 (10 + 50) [deg]. The slight decrease in the FoV of HTC VIVE from
the official specification may be due to the larger distance between the eyepiece
of HTC VIVE and the user’s eye (an increase of approx. 13 [mm]) in our setting.

§§iNFINITE, https://www.infinite.cz/projects/HMD-tester-virtual-reality-headset-database-utility,
last accessed March 17, 2023.
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The diagonal FoV of the original HTC VIVE is approx. 75 [deg], but the
horizontal FoV is slightly smaller owing to the missing part of the Fresnel lens
near the nose. The downward FoV of the original HTC VIVE is also reduced by
approx. 10 [deg] owing to the 3D printed housing. A dedicated fused lens can
prevent the FoV reduction in the future ‖.

6.2.3 System configuration of VST part
We develop an HMD with an increased downward FoV of VST area that can
present visual information in the downward FoV (Figure 6.5). In order to provide
visual modulation to foods near the mouth, a fisheye camera (ELP-SUSB1080P01-
L170; resolution, 1080×1920; FoV, 170 [deg]; frame rate, 50[fps]) was added to
the front of our HMD prototype, tilted 25 [deg] downward from the front.

The actual FoVs of VST measured by a pre-calibrated equidistant projection
fisheye camera (GS-15WDCM-1.5MM; resolution, 1920×1080; FoV, 180 [deg])
are shown in Table 6.2.

6.2.4 Visual modulation function using machine learning
For changes in food appearance, we used a system based on StarGAN [73] from
a previous study [118]. The system consists of a client created with Unity
2019.4.39f1 and a server created with the Python framework Flask. First, the

‖Panasonic, https://channel.panasonic.com/contents/19737/, last accessed March 17,
2023.

Table 6.1: FoVs measured by an equidistant projection fisheye camera. The
diagonal FoV of the original HTC VIVE is approx. 75 [deg].

FoV Horizontal Vertical (upper + gap + lower)

Original HTC VIVE ∼70 [deg] ∼70 (40 + 0 + 30) [deg]

Our prototype ∼70 [deg] ∼130 (40 + 10 + 80) [deg]

Difference ±0 [deg] +60 (0 + 10 + 50) [deg]
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Figure 6.5: Our VST-HMD with a wide downward FoV. A) Side view. Blue:
vertical FoV of the HTC VIVE. Part of the lower FoV is missing
owing to the LCDs housing. Orange: increased vertical FoV. Green:
vertical FoV of a VST–AR area. B) FoV of the prototype (approx.
70×100 [deg]). The upper and lower parts of the actual food are
visible at the same time.

server acquires the images from the fisheye camera added to the front of the
HMD. Next, the distortion of the fisheye camera was corrected using OpenCV,
and a visually modulated food image was generated using StarGAN. The resolu-
tion of the fisheye camera was limited to 480×640 to reduce the delay. The final
food image resolution was 256×341 due to reducing the fisheye camera distortion
correction and resizing for image generation.

The measured delay was approximately 200 [ms]. Finally, the client displayed
the generated food image 1 [m] away from the user’s eyes, tilted 25 [deg] downward
like a fisheye camera.
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Table 6.2: This table is the FoV of the VST area, measured with an equidistant
projection fisheye camera. FoV is shown as a range because a portion
of the VST image is not displayed in the added downward viewing
area.

FoV Horizontal Vertical (upper + gap + lower)

Original HTC VIVE ∼70 [deg] ∼50 (20 + 0 + 30) [deg]

Our prototype ∼50–70 [deg] ∼100 (20 + 10 + 55–70) [deg]

Difference ±0 [deg] +35–50 (0 + 10 + 25–40) [deg]
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6.3 Experiment

6.3.1 Overview
In this experiment, we investigated whether the increased visibility of food near
the mouth due to an enlarged downward FoV improves the amount of effect of
gustatory manipulation by visual modulation and the ease of eating food when
wearing the HMD. We also investigated the cross-modal effect of sensing the
smell and texture of food presented by visual modulation, which was reported in
a previous study [118].

As the actual food, we used cups of somen noodles, the same food as in the
previous study [118, 140]. Only the soup powder was used, and no condiments
were used. The experiment was conducted according to a factorial design with
2×2. The independent variables were the downward FoV (ON : the additional
display units were used; OFF : the units were not used) and the food appearance
(Sn: original food without visual modulation (somen noodles), Fn: trancereted
food with visual modulation (fired noodles)). Thus, we have a total of four con-
ditions (OffSn: Off Somen noodles, OnSn: On Somen noodles, OffFn: Off Fried
noodles, OnFn: On Fried noodles).

The appearance of the food under each condition is shown in Figs. 6.6. All
variables were within-participant, and participants performed the tasks in a coun-
terbalanced order under all conditions based on the latin square design.

This experiment was evaluated using a questionnaire for sensory evaluation
and quantitative evaluation based on head angle and elapsed time while eating.

6.3.2 Procedure
The experiment was conducted in a quiet room in our laboratory. The room is
furnished with a black desk and chair facing the white wall, with red marks drawn
on them so that they appear to be in front of them when they sit down (Figure 6.7
(B)). Participants were asked to confirm that they were not moderately hungry
and full. After sitting at a desk, they were told about the experiment in which
they were to eat the somen noodles under each condition, and they confirmed the
questionnaire. The experiment was then conducted in the following order.
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Figure 6.6: Viewing angle and video output for each condition. OffSn, OffFn)
horizontal: approx. 70 [deg], vertical: approx. 50 [deg]. OnSn, OnFn)
horizontal: approx. 70 [deg], vertical: approx. 100 [deg] (maximum
viewing angle displayed))

1. Participants drink water.

2. They wear HMDs with increased downward FoV.

3. They hold the bowl and chopsticks in their hands for 10 seconds in each
condition and look at the somen noodles in the bowl.

4. They place the bowl and chopsticks on the table and look so that the red
markings on the wall are visible in front of them.

5. They are told to begin the task.

6. They eat more than two bites of somen noodles using chopsticks.

7. After looking at the red markings on the wall so that they are visible in
front, they announce the end of the task.

8. After they remove the HMD, they fill out a questionnaire.

9. Repeat steps 1–8 for each condition.
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Figure 6.7: Diagram of the experiment. A: Side view, B: Red markings on the
desk and wall used in the experiment, bowls, and chopsticks.

Step 1 was performed to wash out the food remaining in the mouth in each
condition. Step 3 was performed to check the appearance of the food in each
condition. The movement to see the red marks in steps 4 and 7 was performed to
unify the initial angles when measuring the pitch angle. The elapsed time of the
experiment was measured in the interval from steps 5 to 7. Food was shown to
participants only while wearing the HMD not to affect the experimental results.

6.3.3 Questionnaire
The questionnaire consisted of eleven questions measuring the taste, type, appear-
ance, smell, texture, and ease of eating to investigate the effect of the downward
FoV expansion on multisensory flavor perception.

The detailed questions are shown below:

Q1. It tasted like somen noodles.

Q2. It tasted like fried noodles.

Q3. It felt like I was eating somen noodles.
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Q4. It felt like I was eating fried noodles.

Q5. It felt the appearance of food was somen noodles.

Q6. It felt the appearance of food was fried noodles.

Q7. It felt the smell of somen noodles.

Q8. It felt the smell of fried noodles.

Q9. It felt the food texture of somen noodles.

Q10. It felt the food texture of fried noodles.

Q11. It was easy to eat with the VR goggle (HMD).

Q1 to Q4 were used to measure perceived taste and recognized type of food
similar to previous studies [118, 141] to investigate the effect of the downward
FoV expansion on flavor perception. Q5 and Q6 were used to measure whether
visually presented food images appeared to be the food we intended. Q7 to Q10
were used to measure whether the cross-modal effects of visual changes affected
olfaction and tactile. Q11 was used to measure the ease of eating. All questions
were asked in random order on a scale of 101 using the VAS [0 (strongly disagree)
to 100 (strongly agree)].

6.3.4 Hypotheses
In this experiment, we set the following hypotheses.

H1 Increasing the downward FoV improves the amount of cross-modal effect on
gustation by improving the visibility of the food after visual modulation,
which in turn found an interaction in the results of Q1, Q2, Q3, and Q4.

H2 Increasing the downward FoV improves the visibility of the food after visual
modulation, which is felt in the appearance of the visually presented food,
which in turn found an interaction in the results of Q5 and Q6.
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H3 Cross-modal effects with visual modulation evoke the smell of the presented
food, which in turn decreases Q7 scores and increases Q8 scores in the Fn
condition.

H4 Cross-modal effects with visual modulation evoke the food texture of the
presented food, which in turn decreases Q9 scores and increases Q10 scores
in the Fn condition.

H5 Increasing the downward FoV improves the amount of cross-modal effect
on olfaction, which in turn found an interaction in the results of Q7 and
Q8.

H6 Increasing the downward FoV improves the amount of the cross-modal effect
on tactile, which in turn found an interaction in the results of Q9 and Q10.

H7 Increasing the downward FoV improves the ease of eating because the food
is visible near the mouth, which in turn increases Q11 scores and decreases
Time scores in the On condition.

H8 Increasing the downward FoV improves the ease of eating because the food
is visible near the mouth, which in turn upward the head pitch angle and
reduces variance in the On condition.

6.3.5 Participants
Participants were recruited through a campus mailing list and announcements. In
accordance with the ethical review committee of the author’s institution, informed
consent was obtained from each of the participants after the study was fully
explained to them. Each participant was paid equivalent to about 10 USD. Six
teen (eight males and eight females; mean age = 26.1 years; standard deviation
= 8.89) participated in the study.

6.4 Results
The results are shown in Table 6.3 and Figs. 6.8, 6.9, 6.10, 6.11, 6.12, 6.13, and
6.14. The red crosses in each figure indicate average values. We performed two-
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Figure 6.8: The perceived taste of food results (Q1, Q2) [0 (strongly disagree) to
100 (strongly agree)].
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Figure 6.9: The recognized type of food results (Q3, Q4) [0 (strongly disagree) to
100 (strongly agree)].

way ANOVA (the additional LCD units: ON vs. OFF and the food appearance:
before modulation (Sn) vs. after modulation (Fn)). Since all data were not
normally distributed, we employed the aligned rank transform for hypothesis
testing [127]. Significant differences are indicated with symbols (*** for p < 0.001,
** for p < 0.01, and * for p < 0.05).

Table 6.3 shows the results of the questionnaire, as well as the average meal
time [s] (Time) and the average head pitch angle [deg] (Average, Variance, and
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Figure 6.10: The perceived appearance of food results (Q5, Q6) [0 (strongly dis-
agree) to 100 (strongly agree)].
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Figure 6.11: The perceived smell of food results (Q7, Q8) [0 (strongly disagree)
to 100 (strongly agree)].

Maximum).
Figure 6.8 shows the results of Q1 and Q2, which investigated the perceived

taste of food. Two-way ANOVA revealed a significant main effect of the food
appearance (Sn vs. Fn) on Q1 (p < 0.01) and Q2 (p < 0.01). No significant
main effect of LCDs (ON vs. OFF) and interaction were found.

Figure 6.9 shows the results of Q3 and Q4, which investigated the recognized
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Figure 6.12: The perceived food texture results (Q9, Q10) [0 (strongly disagree)
to 100 (strongly agree)].
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Figure 6.13: Left) The ease of eating results (Q11) [0 (strongly disagree) to 100
(strongly agree)]. Right) The time results while eating [s]

type of food. Two-way ANOVA revealed a significant main effect of the food
appearance (Sn vs. Fn) on Q3 (p < 0.01) and Q4 (p < 0.001). No significant
main effect of LCDs (ON vs. OFF) and interaction were found.

Figure 6.10 shows the results of Q5 and Q6, which investigated the perceived
appearance of food. Two-way ANOVA revealed a significant main effect of the
food appearance (Sn vs. Fn) on Q5 (p < 0.001) and Q6 (p < 0.001). No
significant main effect of LCDs (ON vs. OFF) and interaction were found.
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Figure 6.14: The head pitch angle while eating results [deg]. Left) Maximum
value. Middle) Maximum value. Right) Variance value. The head
pitch angle is 0 [deg] when facing front and +90 [deg] when fully
facing down.

Figure 6.11 shows the results of Q7 and Q8, which investigated the perceived
smell of food. Two-way ANOVA revealed a significant main effect of the food
appearance (Sn vs. Fn) on Q8 (p < 0.05). No significant main effect of LCDs
(ON vs. OFF) and interaction were found.

Figure 6.12 shows the results of Q9 and Q10, which investigated the perceived
food texture. Two-way ANOVA revealed a significant main effect of the food
appearance (Sn vs. Fn) on Q10 (p < 0.01). No significant main effect of LCDs
(ON vs. OFF) and interaction were found.

Figure 6.13 shows the result of Q11 and the time results while eating, which
investigated the ease of eating. Also, Figure 6.14 shows the result of head pitch
angle, which investigated average, maximum, and variance. Two-way ANOVA
did not find any significant differences in the Q11, time, and head pitch angle
(Average, Maximum, Variance).
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Table 6.3: Experimental results. Each value represents the mean and the stan-
dard deviation. Items with a significant difference are in bold.

OffSn OnSn OffFn OnFn

Taste
Somen noodles[Q1] 66.56±29.43 73.69±26.04 47.06±33.12 49.19±35.89

Fried noodles[Q2] 22.31±20.27 20.63±23.38 46.69±29.59 44.38±32.31

Type
Somen noodles[Q3] 69.69±28.86 73.5±29.65 44.94±31.74 43.63±34.88

Fried noodles[Q4] 18.19±19.68 14.06±20.85 44.19±30.06 47.50±28.31

Appearance
Somen noodles[Q5] 76.00±32.72 84.94±22.24 26.44±28.26 20.63±19.38

Fried noodles[Q6] 14.44±23.46 9.19±18.85 63.31±26.49 65.31±21.49

Smell
Somen noodles[Q7] 46.88±32.28 64.63±30.08 49.88±31.05 42.81±35.08

Fried noodles[Q8] 27.13±20.47 20.56±20.23 42.63±30.56 43.69±34.23

Texture
Somen noodles[Q9] 69.88±29.00 75.31±29.51 63.19±22.56 57.38±31.40

Fried noodles[Q10] 19.94±19.39 19.06±22.28 38.50±29.62 40.19±27.11

Easy Ease of eating[Q11] 21.94±15.86 29.13±19.49 27.13±17.61 29.63±20.09

Time Time 41.71±12.51 40.13±13.90 44.11±20.94 46.28±14.49

Head Average 29.07±8.41 26.72±9.29 27.61±8.43 25.93±10.33

Maximum 43.34±7.91 38.92±11.11 43.39±9.08 38.07±10.60

Variance 117.25±56.48 90.77±53.52 121.72±51.38 94.49±53.48
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6.4.1 Discussion
The main findings are as follows.

1) The results from Q1 to Q4 show that taste and food type perception are
altered by changes in the appearance of food (Sn vs. Fn). These results suggest
that, with previous studies [118, 140], gustatory manipulation by visual modu-
lation is possible even in experiments using HMDs with an increased downward
FoV.

However, there was no significant main effect of LCDs (ON vs. OFF) and
interaction was found, which did not support [H1]. These results suggest that
even if the increased downward FoV improves the visibility near the mouth, the
amount of effect of gustatory manipulation using the cross-modal effect may not
change. A possible explanation for this is that the participants only sometimes
saw the food until they brought it near their mouths and put it in their mouths.
Therefore, it is possible that the amount of effect of the gustatory manipulation
did not change because participants did not see the food after modulation, even
though the visibility near the mouth was improved.

Another possible explanation for this is that the cross-modal effect of visual
modulation functioned maximally in both conditions and that the amount of
effect of gustatory manipulation did not change. To investigate these hypotheses,
we believe it is necessary to add eye trackers to HMDs with an increased downward
FoV, measure eye movement while eating, and follow up to see how much the
downward FoV is used.

2) The results of Q5 and Q6 show that the changes in food appearance (Sn
and Fn) occur as we intended. These results indicate that visual modulation also
occurs in experiments using HMDs with an increased downward FoV.

However, there was no significant main effect of LCDs (ON vs. OFF) and
interaction was found, which did not support [H2]. These results suggest that
increased downward FoV does not tend to make the meal appear even more like
the intended food. A possible explanation is that there was a non-negligible
gap between the front and bottom displays of around 10 [deg] owing to the 3D
printed housing, which prevented a unified borderless FoV. Although none of the
participants reported that this gap had a negative impact, and it could even be
regarded as glasses, reducing the gap could improve the overall experience. We
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will develop an improved system using dedicated eyepieces such as a fused lens ‖.
3) The results of Q7 show that was no significant main effect of food appearance

(Sn vs. Fn) was found. Meanwhile, Q8 show that changes in the appearance
of food (Sn vs. Fn) indicate that participants smelled fried noodles in the Fn
condition. These results partially support [H3]. In short, the cross-modal effect
of visual modulation on olfaction does not decrease the smell of actual food, but
increases the smell of visually presented food.

These are interesting result, as it differs from the cross-modal effect on gus-
tation, which tends to decrease the taste/type of the actual food and increase
the taste/type of the presented food. Figure 6.11 (Left: Q9) has a lower score
for OffSn compared to OnSn, indicating a tendency not to perceive the smell
as somen noodles. Similarly, OffSn scores for Figure 6.10 (Left: Q7) were lower
than those for OnSn, indicating that the respondents tended not to perceive the
appearance of the food as somen noodles. In the limited downward FoV of the
OffSn condition, participants did not perceive the food they saw as somen noo-
dles, so it is possible that they did not perceive the odor as somen noodles. Note
that the Q7 statistics are the main effect of food appearance (p = 0.24) and the
interaction (p = 0.14).

4) The results of Q9 show that was no significant main effect of food appearance
(Sn vs. Fn) was found. Meanwhile, Q10 show that changes in the appearance
of food (Sn vs. Fn) indicate that participants smelled fried noodles in the Fn
condition. These results partially support [H4]. In short, the cross-modal effect
of visual modulation on tactile does not decrease the food texture of actual food,
but increases the food texture of visually presented food.

These result on tactile are similar to the result on olfaction, as it differs from
the cross-modal effect on gustation, which tends to decrease the taste/type of
the actual food and increase the taste/type of the presented food. Meanwhile,
the results of Q9 shows a marginal trend toward significance on food appearance
(p < 0.10) was found. Changes in food texture may be more likely to occur than
changes in the smell of food. Futurer studies should be to determine how the
cross-modal effects of vision on olfactory and tactile change the actual smell and
food texture.

5) The results from Q7 to Q10 show that were no significant main effect of
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LCDs (ON vs. OFF) and interaction was found, which did not support [H5] and
[H6]. These results suggest that increasing the downward FoV to improve the
visibility of the mouth suggests that the magnitude of the cross-modal effect does
not change, similar to the results from Q1 to Q4.

6) The results of Q11 and Time show that were no significant main effect of
LCDs (ON vs. OFF) and interaction was found, which did not support [H7].
The results of Head pitch angle also show that were no significant main effect
of LCDs (ON vs. OFF) and interaction was found, which did not support [H8].
Contrary to expectations, these results suggest that an increase in the downward
visual field may not affect the ease of eating or the pitch angle of the head.

A possible explanation for the no change in participants’ feeling the ease of
eating [Q4] might be not looking at the food near the mouth when their eating.
Participants may have no problem seeing that they can grasp the food with
chopsticks on the front display and may not need a downward FoV. We believe
it is necessary to measure the movement of the participant’s point of view with
eye-tracking technology that supports a downward FoV.

Another possible explanation for this might be that participants were unfamil-
iar with the AR experience using HMD. We reported on a preliminary experiment
involving a small group of our lab members specializing in VR research and fa-
miliar with the AR experience [142]. Eight (five males and three females; mean
age = 22.9 years; standard deviation = 0.83) participated in the preliminary ex-
periment. The preliminary experiment was evaluated with a limited number of
questionnaires Q1 to Q4, Q11; the Head pitch angle was not measured.

Figure 6.15 shows a comparison between the results of this experiment and
a preliminary experiment on the ease of eating. The results in the preliminary
experiment on ease of eating show a significant main effect of LCDs (ON vs. OFF)
was found (p < 0.001). These results suggest that ease of eating with HMD
varied depending on the participants’ demographics. It should be noted that
familiarity with the AR experience was not measured and that the participants
in the preliminary experiment may have had a bias to improve the results.

We believe that the lack of significant differences in the head pitch angle and
time results was due to the inability to set the measurement interval correctly.
The participants determined the timing of the end of the measurement section
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Figure 6.15: The ease of eating results [0 (strongly disagree) to 100 (strongly
agree)]. (Left) This experiment. Right) Preliminary experi-
ment [142]

because we could not visually confirm whether the participants had finished their
food. They were also free to move their head angle not only when eating the
food but also when they were not looking at the food until they tasted it and
completed the measurement. Future experiments are needed to measure the
head angle only during the interval between bringing the food to their mouths
and taking it into their mouths. The results in the preliminary experiment on
maximum and Variance of head angle show a marginal trend toward significance
on LCDs (p < 0.10) was found. These results show that the ease of eating that
an enlarged downward FoV improves the ease of eating cannot be ruled out and
requires further study.

6.5 Conclusion
In this chapter, we developed a VST-HMD with an increased downward FoV.
We also investigated whether the increased visibility of food near the mouth due
to the expanded downward FoV improves the ease of eating and the amount
of cross-modal effects caused by visual modulation. The experimental results
did not find any statistical difference in the amount of cross-modal effect and
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in improving the ease of eating, despite the visual modulation to the mouth
area. Although the increase in downward FoV was not effective in manipulating
multisensory flavor perception, it did allow us to create a system to investigate
the influence of the appearance of the food near the mouth on perception. We also
investigated whether visual modulation can change the smell and food texture
from the original food to the intended food. As a result of the experiment, we
presented fried noodles’ smell and food texture even when eating somen noodles.
In the future, we plan to add an eye tracker to the increased downward Fov HMD
and conduct a follow-up study to measure how users view the food from the
desk when they bring it to their mouths and to clarify how they perceive objects
near their mouths. We also investigated whether visual modulation can change
the smell and food texture from the original food to the intended food. As a
result of the experiment, we presented fried noodles’ smell and food texture even
when eating somen noodles. These results suggest that gustatory manipulation
by visual modulation is flexible and applicable.
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7 The effect of the avatar in the
virtual environment changes
on flavor perception

7.1 Presentation of the avatar without virtual
mirrors

This chapter presents the impact of displaying an avatar in the VE in the down-
ward FoV. There may seem to be no connection between the display of avatars in
the downward FoV and the study of multisensory flavor perception. However, we
believe that there are two major advantages of using avatar displays in gustatory
research: (1) the avatar display improves the likelihood of visual information, and
(2) changes in the avatar’s physical characteristics may change flavor perception.

We have reported the effects of visual modulation on the appearance of food
(Chap. 3 and Chap. 4) and changes in the surrounding environmental appearance
(Chap. 5) on multisensory flavor perception. These flavor perceptions result from
the multisensory integration of stimuli from vision and gustation. Such multisen-
sory integration is known to occur more frequently in peri-personal space, which is
the space within the reach of the human [21, 22]. It is believed that multisensory
integration occurs in humans when multiple spatially and temporally consistent
senses are inferred to be the common cause. When sensory stimuli are consid-
ered to emanate from different sources, they are inferred to be two perceptions
each rather than one integrated perception. To be inferred as a common cause,
a sensory stimulus must be plausible for a prior distribution based on previous
experience. However, it isn’t easy to see one’s body, which is always visible in
daily life, without virtual mirrors installed in the VE in studies using HMDs.
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This is because it is difficult to see the self-body other than the hand due to
the limitation of the downward FoV. We believe that the avatar display problem
could be solved by using the HMD with an increased downward FoV, as created
in Chap. 6.

The downward FoV plays an important role in recognizing our own bodies. We
believe that the downward FoV is particularly important for SoE (SoSL, SoA,
and SoBO) [23]. For example, hand–torso connectivity is one of the most im-
portant factors in evoking SoA and SoBO [105, 106]. However, the shoulders
and upper arms are typically outside the FoV of conventional HMDs. Moreover,
the downward FoV is important for awareness of the ground and the visibility
of the user avatar’s feet, which are important when walking [113, 115]. A wide
downward FoV could also improve SoSL by increasing feet visibility and increase
the clarity regarding where the self-avatar is standing. In addition, limiting the
downward FoV negatively affects user behavior, such as increasing the downward
head pitch angle [113], walking time, and the number of obstacle contacts [114].
When the downward FoV is limited in the real environment, users tend to look
down carefully when walking down a staircase [115]. When the downward FoV is
limited in the VE, a user may look at his or her feet more often out of fear. In-
creasing the downward FoV may also improve the immersion (presence and SoE)
in the VR experience by improving the user’s unnatural head movements/angles
and bringing them closer to the head movements in the real environment.

Thus, we believe that the avatar body display in the downward FoV improves
the likelihood of visual information. We expect that the display of avatars will
improve the effect of gustatory manipulation through multisensory flavor percep-
tion.

Furthermore, research is being conducted to change the behavior of users and
improve their abilities by changing the avatars’ appearance [30, 31]. For example,
Kilteni et al. reported that in an experiment of playing drums in the VE, the
avatar of a musician with afro hair beat the drums more rhythmically than the
avatar in a business suit [30]. Banakou et al. reported that using an avatar
that looked more like Einstein improved test performance than using an avatar
that looked more like the experimental participant [31]. This effect of changes
in the avatar’s body affecting the psychological state and behavior of humans is
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known as the Proteus effect and is being actively studied [32]. Based on these
research reports, we hypothesized that changes in the avatar’s body might affect
multisensory flavor perception. For example, the user may perceive a meal as
sweeter when the avatar he selects is a woman, the delicate taste of food when
it is a chef, or the luxury of a meal when it is a millionaire. Thus, changing the
avatar’s appearance can alter flavor perception by changing its vision. However,
as mentioned above, the limited downward FoV limits the display of all but the
avatar’s hands. We need to investigate the effectiveness of the avatar’s body
display for the downward FoV as a preliminary step to investigate the effect of
the avatar’s body change on multisensory flavor perception.

In this chapter, We investigated whether the increase in the downward FoV
improves presence, SoSL, SoA, SoBO, cybersickness, and head movement patterns
in the VR experience using the HMD with increased downward FoV developed
in Chap. 6. The major contributions of this chapter are as follows:

• We demonstrated that the HMD developed in Chap. 6 with an increased
downward FoV could display avatars and change the appearance. It could
potentially be used to investigate its effects on multisensory flavor percep-
tion.

• We elucidate the trend that the enlargement of the downward FoV improves
presence and SoSL, but does not exacerbate cybersickness.

• We enlargement the downward FoV, which increases the sense of feeling
that the body is different from one’s own body owing to tracking accuracy.
This causes limited improvement in the SoA and SoBO.

7.2 Experiment 1: Line Tracing Task

7.2.1 Overview
In this experiment, we investigated whether using an HMD with an increased
downward FoV can increase presence and SoE (SoSL, SoA, and SoBO) because
of the improved visibility of the VE and self-avatar. The experimental setup
consisted of the prototype HMD created in Chap. 6 (Fig. 7.1), a waist-mounted
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Figure 7.1: Our HMD with a wide downward FoV. A) Side view. Blue: vertical
FoV of the HTC VIVE. Part of the lower FoV is missing owing to the
LCDs housing. Orange: increased vertical FoV. Gray: vertical FoV
of a typical human. B) The added LCD and Fresnel lens. C) Original
FoV of the HTC VIVE (approx. 70×70 [deg]). The user’s hand is
visible but not the lower limbs and body. D) FoV of the prototype
(approx. 70×130 [deg]). The user’s lower limbs and body and the
ground are all visible at the same time.

position tracker (HTC VIVE Tracker), and a pair of controllers (HTC VIVE
Controller) with the HTC Lighthouse tracking system. In the experiment, the
participants performed line tracing tasks in the VE. The VE and the course (the
purple line) used in this experiment are shown in Fig. 7.2. The participants were
instructed to follow the course by using the HTC VIVE controller, which goes
through a dirt ground, an asphalt ground, and a shaded tunnel. The avatar moves
in the VE at a running speed (approx. 11 [km/h]). Full-body avatar animations
were computed by inverse kinematics (IK) using the VRIK package. Note that
the participants’ feet were not tracked. The avatar’s feet were animated by IK
from the head, hands, and waist positions. Therefore, the fidelity of the running
animation is limited.

The experiment followed a 2 × 2 factorial design. The independent variables
were the downward FoV (ON : the additional display units were used; OFF : the
units were not used) and the avatar type (Humanoid: a full-body humanoid
avatar that followed the participant’s movements was displayed; Sphere: white
spheres were displayed on the participant’s hands). Thus, we have a total of
four conditions (OnH : On_Humanoid; OnS : On_Sphere; OffH : Off_Humanoid;
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Figure 7.2: Course used in Experiment 1. A) Top view of the entire course (orange
arrow indicates the direction of the course). B) Example user’s view
(participants were instructed to follow the purple line). C) Virtual
cats to check the visibility of the downward FoV.

and OffS : Off_Sphere). All variables were within-subject. The participants per-
formed the task under all the conditions in a counterbalanced order based on a
Latin-square design. Figure 7.3 shows the appearance of the avatars used in the
experiment. For the humanoid avatar, the participants selected a male or female
Microsoft open-source avatar [143] to match their claimed gender. The sphere
avatar was introduced on the basis of a previous study [99] from witch it is ex-
pected that the SoE will be lower when using a sphere avatar than when using a
full-body avatar. These conditions were set for the purpose of verifying whether
increasing the downward FoV increases the SoE only when a full-body avatar is
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Figure 7.3: Avatars used in Experiment 1. A) Male avatar. B) Female avatar. C)
Spheres displayed on the hands.

used.

7.2.2 Participants
Participants were recruited through a campus mailing list and announcements.
In accordance with the ethical review committee of the author’s institution, in-
formed consent was obtained from each of the participants after the study was
fully explained to them. Each participant was paid equivalent to about 10 USD.
Twenty-four (sixteen males and eight females; mean age = 24.8 years; standard
deviation = 3.74) participated in the study.

7.2.3 Procedure
First, the participants were shown the experimental course on a desktop monitor.
They were instructed to move from the start point to the goal along the course in
the VE as quickly and accurately as possible. After that, they practiced moving
operations with the VIVE controller on a desktop monitor instead of the HMD.
The trackpad on the left controller was used for left–right viewpoint rotation,
and the trackpad on the right controller was used for forward and backward
movement. Since the direction of travel followed the direction of gaze (head),
the participants were able to move forward with the controller while facing the
direction they wanted to go, without having to use the controller to rotate their
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viewpoint. The following steps were then performed under each condition.

1. Participants wear the HMD, tracker, and controllers.

2. They go in front of the mirror in the VE.

3. They move their bodies freely for 30 [s] while looking at the mirror.

4. They go near a virtual cat around the mirror (Fig. 7.2 C).

5. They interact with the cat while crouching down.

6. They move to the start point of the course.

7. They travel to the goal by following the purple line on the ground as quickly
and accurately as possible.

8. They remove the HMD and complete the questionnaire.

9. They take a 3 [min] break.

Step 3 is to ensure that the participants observe the self-avatar on a virtual
mirror to enhance SoA and SoBO [24, 25, 26]. Step 5 is to help them get used to
looking down while wearing the HMD. Crouching motion was introduced to help
them get a sense of distance from the ground. In the case of using the full-body
humanoid avatar, we expected that the SoBO can be improved by being able
to see their thighs and other parts of the body. The questionnaire included the
IPQ [133] to investigate the presence, the Illusion of Virtual Body Ownership
Questionnaire (IVBO) [144] to investigate the SoA and SoBO, the Simulator
Sickness Questionnaire (SSQ) [145] to investigate the effect of increased FoV on
cybersickness, and a free-text feedback. As objective measurements, we measured
the elapsed time from the start to the goal (Time), the head movement pattern
(Pitch Angle), and the percentage of time spent on the purple line (Score).

7.2.4 Questionnaire
The IPQ was used to evaluate presence. In this experiment, four of the subitems
of the IPQ (Pres: General Presence; SP: Space Presence; Inv: Involvement;

140



and Real: Experienced Realism) were rated using a seven-point Likert scale [1
(strongly disagree) – 7 (strongly agree)]. Pres, SP, Inv, and Real consisted of one,
five, four, and five items, respectively. In addition, in this experiment, the sum of
the mean values of each evaluation item (Total: Total Presence) was calculated
as the evaluation index.

The IVBO was used to assess SoA and SoBO. In this experiment, 10 items (my-
Body, twoBodies, bodyIntensity, myMove, myMoveJoy, bodyChange, checkBody,
weightBody, myExpJoy, and humanBody) were measured using the seven-point
Likert scale [1 (strongly disagree) – 7 (strongly agree)], excluding the question
about the fire (avoidBody, harmBody, and “Why have you responded to the fire
or why not?”), Free-text comments on two items (“What exactly gave you the
feeling that the virtual body is your own, or what has prevented it?” and “When
did the feeling of owning the virtual body was especially strong or weak?”) were
collected. The meaning of each item is shown in Table 7.1. The SSQ was used for
the evaluation of cybersickness. In this experiment, among the subitems of the
SSQ, three (N : Nausea; O: Oculomotor; and D: Disorientation) were evaluated
using a four-point scale [0 (None) – 2 (Severe)]. Each index consisted of seven
questions. In addition, TS (Total Severity), which is the sum of the mean values
of each item, was used as the evaluation index.

7.2.5 Hypotheses
In Experiment 1, we set the following hypotheses.

H1-1 Increasing the downward FoV improves presence, which in turn increases
IPQ scores.

H1-2 Increasing the downward FoV improves the SoA and SoBO, which in turn
increases the IVBO scores.

H1-3 Increasing the downward FoV makes cybersickness more likely to occur and
increases the SSQ scores.

H1-4 Increasing the downward FoV causes discomfort under the On_Sphere con-
dition owing to the lack of body display, and results in lower IPQ and IVBO
than under the On_Humanoid condition.
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H1-5 Increasing the downward FoV improves the SoSL, which in turn improves
the percentage of time spent on the purple line (Score).

H1-6 Increasing the downward FoV improves the SoSL and shortens the task
completion time (Time).

H1-7 Increasing the downward FoV improves line visibility and lowers the average
downward pitch angle of the head (the head turns upward).

Table 7.1: Illusion of Virtual Body Ownership (IVBO) Questionnaire [144]. Ex-
cerpted information about the survey items.

Item Question

myBody I felt like the body I saw in the virtual world was my body.

twoBodies I felt as if I had two bodies.

bodyIntensity
The illusion of owning a different body than my real one was very

strong during the experience.

myMove
The movements I saw in the virtual world seemed to be my own

movements.

myMoveJoy I enjoyed controlling the virtual body I saw in the virtual world.

avoidBody I tried to avoid touching the flames.

harmBody
In between I was worried that I might get harmed if I touched

the flames.

bodyChange
At a time during the experiment I felt as if my real body changed

in its shape and/or texture.

checkBody
After taking off the HMD, I felt the need to check that my body

does really still look like to what I had in mind.

weightBody I felt an after-effect as if my body had become lighter/heavier.

myExpJoy How did you like the overall experience in the virtual world?

humanBody I felt like the virtual body I saw looked human.
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Figure 7.4: IPQ results for Experiment 1 [1 (strongly disagree) to 7 (strongly
agree)].
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Figure 7.5: IVBO results for Experiment 1 [1 (strongly disagree) to 7 (strongly
agree)].

7.2.6 Results
The results of Experiment 1 are shown in Table 7.2 and Figs. 7.4, 7.5, and 7.6.
We performed two-way ANOVA (the additional LCD units: ON vs. OFF and
the avatar type: Humanoid vs. Sphere) followed by a post hoc analysis with
the Holm–Bonferroni correction for all results of the experiment. Significant
differences are indicated with symbols (*** for p < 0.001, ** for p < 0.01, and *
for p < 0.05).

Table 7.2 shows the results of the IPQ, IVBO, SSQ, and Score, as well as the
average time [s] from the start to the goal (Time) and the average head pitch
angle [deg] (Pitch Angle). As some parts of our data (IPQ, IVBO, SSQ, Time,
and Pitch Angle) were not normally distributed, we employed the aligned rank
transform [127]. Two-way ANOVA did not find any significant differences in the
SSQ, Time, and Pitch Angle. Figure 7.4 shows the results of the IPQ. Two-
way ANOVA revealed a significant main effect of the avatar type (Humanoid vs.
Sphere) on Pres (p < 0.05, η2

p = 0.05), SP (p < 0.001, η2
p = 0.12), Real (p < 0.05,
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Figure 7.6: Percentage of time spent on the purple line during the task (Score)
for Experiment 1.

η2
p = 0.04), and Total Presence (p < 0.01, η2

p = 0.02). No significant main effect
of LCDs (ON vs. OFF) and interaction were found.

Figure 7.5 shows the results of the IVBO. Two-way ANOVA revealed a signifi-
cant main effect of the avatar type (Humanoid vs. Sphere) on myBody (p < 0.001,
η2

p = 0.24), myMove (p < 0.01, η2
p = 0.07) and humanBody (p < 0.001,

η2
p = 0.58). No significant main effect of LCDs (ON vs. OFF) and interaction

were found.
Figure 7.6 shows the results of the percentage of time spent on the purple line

(Score). Two-way ANOVA revealed a significant main effect of LCDs (ON vs.
OFF) on the Score (p < 0.05, η2

p = 0.16). In addition, we found an interaction
effect (p < 0.05, η2

p = 0.19). Post-hoc analysis using a Holm method found
significant differences between OnH and OffH (p < 0.05, d = 0.80), OnH and
OnS (p < 0.05, d = 0.82), and OnH and OffS (p < 0.05, d = 0.80).

7.2.7 Discussion
The main findings are as follows.

1) In terms of presence, the participants perceived higher presence when using
the full-body humanoid avatar than when using the sphere avatar (Pres, p <

0.05; Sp, p < 0.001; Real, p < 0.05; and Total Presence, p < 0.01). There
was no significant difference in perceived presence between the LCD On and Off
conditions. Thus, [H1-1] and [H1-4] were not supported.

2) As for SoA and SoBO, the participants perceived higher SoA and SoBO when
using the full-body humanoid avatar than when using the Sphere avatar (myBody,
p < 0.001, myMove; p < 0.01, and humanBody; p < 0.001). However, there was
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no significant difference between the LCD On and Off conditions, which did not
support [H1-2]. Under the condition where the downward FoV was increased and
the humanoid avatar was used (OnH ), the participants gave positive opinions
regarding the visibility and connectivity of the body, such as “I felt a sense that

Table 7.2: Experimental results in Experiment 1. Each value represents the mean
and the standard deviation. Items with a significant difference are in
bold.

OnH OffH OnS OffS

IPQ

Pres 5.21±1.25 4.83±1.17 4.71±1.37 4.25±1.48

Sp 5.26±0.65 5.01±0.61 4.76±0.80 4.41±0.94

Inv 4.91±0.90 4.73±1.29 4.71±1.26 4.68±1.21

Real 3.47±1.03 3.26±0.89 2.98±0.79 2.99±0.95

Total Presence 4.64±0.55 4.42±0.61 4.23±0.68 4.07±0.82

IVBO

myBody 4.13±1.51 3.88±1.19 2.42±1.32 2.50±1.50

twoBodies 3.21±1.38 2.75±1.36 2.58±1.25 2.63±1.44

bodyIntensity 3.75±1.45 3.33±1.24 3.75±1.51 3.25±1.67

myMove 5.21±1.10 5.04±0.91 4.29±1.71 4.21±1.79

myMoveJoy 5.92±1.21 5.71±1.27 5.46±1.50 5.21±1.77

bodyChange 2.29±1.30 2.33±1.37 2.75±1.57 2.71±1.33

checkBody 2.33±1.49 2.38±1.66 2.42±1.72 2.67±1.93

weightBody 3.00±1.35 2.63±1.50 2.63±1.84 2.58±1.61

myExpJoy 6.00±1.14 5.71±1.37 5.67±1.43 5.08±1.79

humanBody 4.67±1.27 4.63±1.13 2.13±1.08 1.88±0.99

SSQ

Nausea 1.58±2.96 1.75±2.85 1.54±2.08 1.29±2.12

Oculomotor 3.88±4.74 3.83±4.16 4.08±4.17 3.21±3.99

Disorientation 2.63±3.52 2.33±3.06 2.67±3.80 2.21±3.15

Total Severity 5.96±7.80 5.92±6.95 6.29±7.14 5.04±6.53

Score Score 0.58±0.06 0.52±0.09 0.53±0.06 0.53±0.07

Time Time 177.34±4.38 176.88±7.19 176.32±7.51 175.66±4.76

Head Pitch Angle 0.80±8.17 2.04±5.88 -0.77±5.78 -0.18±6.99
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the arms and legs were connected to my body.” and “I felt that it was my body
when I could see clearly my hands and below.” However, there were also some
negative comments, such as “the position of the shoulder was unnatural” and “I
felt uncomfortable that my legs did not move in accordance with my movements.”
It is possible that the increase in the downward FoV made it easier to notice the
inaccuracy of body tracking, which inhibited the SoA and SoBO. In addition,
for most of the experiment, the participants performed the task of controlling
the avatar with the controller without moving their bodies significantly, which
may have prevented them from taking advantage of the increased downward FoV.
There was no significant difference in perceived SoA and SoBO between the LCD
On and Off conditions when the participants used the Sphere avatar. Thus, [H1-4]
was not supported.

3) There was no significant difference in cybersickness among conditions. There-
fore, the increased downward FoV did not increase cybersickness in this experi-
ment, and the results did not support [H1-3]. In a previous study that showed
the relationship between the increase in horizontal FoV and cybersickness, a 2
[min] task was used [87]. In this experiment, the time required to execute the
task was about 3 [min] which is considered sufficiently long to verify the effect
on cybersickness. In a previous study [87], Lin et al. confirmed that there was a
large difference in the SSQ Score between small (60 [deg], 100 [deg]) and medium
(140 [deg]) horizontal FoVs. They also confirmed that the SSQ Score does not
change significantly between the medium (140 [deg]) and the large (180 [deg])
FoVs. These results suggest that the effect of an increased FoV of the HMD on
cybersickness is marginal when it is wider than a certain range.

4) For the self-positioning ability, the participants tended to trace the line more
accurately with the increased downward FoV than with the normal FoV (Score,
p < 0.05). An interaction between LCD and Avatar was found, p < 0.05, and the
participants tended to trace more accurately when using the full-body humanoid
avatar with the increased downward FoV (OnH ) than under the other conditions
(between OnH and OffH, p < 0.05; between OnH and OnS, p < 0.05; and
between OnH and OffS, p < 0.05). Dewez et al. reported that the presence or
absence of an avatar did not change the performance of the line tracing task [112].
However, the results of Experiment 1 showed that the combination of a full-body
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humanoid avatar and the increased downward FoV improved the performance
of the line tracing task. Unlike the sphere avatar, the humanoid avatar’s body
in the downward FoV was in contact with the ground, which seems to have
made it easier for the participants to recognize where they were standing. This
combination also improved the SoSL, supporting [H1-5]. On the other hand,
there was no significant difference in the task completion time (Time) between
the conditions. Thus, [H1-6] was not supported despite the finding that the
perceived SoSL was improved. Table 7.2 shows that no significant difference was
found in the average pitch angle of the head during the experiment. This did not
directly support [H1-7]. When comparing the LCD On and Off conditions, there
was a tendency for the head to be tilted more slightly upward (smaller angles)
when with the increased downward FoV. Some participants commented that they
no longer needed to concentrate on their feet when with the increased downward
FoV. Behavioral observations and participants’ comments after the experiment
suggest that some participants under the OnH condition checked their bodies
more frequently than necessary owing to the novelty of seeing the self-avatar in
the lower FoV. This could have made it more difficult to measure differences in
head movement.

Our results confirmed that the use of the full-body humanoid avatar improved
presence, SoA, and SoBO compared with the use of the sphere avatar. This
finding differs from those of the study by Lugrin et al. where they compared
controller and upper body avatars [104], suggesting that the increased downward
FoV may have improved the visibility of the self-avatar and made the difference
between avatar conditions more pronounced. On the other hand, under the con-
dition where the same avatar was manipulated, no increases in the presence, SoA,
and SoBO were observed owing to the increase in the downward FoV. This may
have had a negative effect on the presence, SoA, and SoBO owing to the fact that
the increased FoV made the low tracking accuracy more pronounced and made it
easier to see the self-avatar that looked different from oneself. On the other hand,
it is also possible that no significant difference was found owing to the fact that
there was little time for the avatar to appear in the lower visual field owing to the
lack of body movement during the experiment. Therefore, we conducted Experi-
ment 2, which included a task that required large body and hand movements, to
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examine the effect of increasing the amount of time the avatar was visible in the
downward FoV.

7.3 Experiment 2: Escaping Task

Figure 7.7: Course used in Experiment 2. Orange lines represent the course from
the start to the goal. 2F) The second floor of the course. 1F) The first
floor of the course. Door) A door that opens when touched by the
avatar’s hand for about 3 [s]. Fire) Avoidable tall fire on the course
at about the head height. A) Avoidable short fire at about the shin
height. B) Descending stairs from 2F to 1F. C) Obstacle near the
head. D) Unavoidable tall fire at about the head height.

7.3.1 Overview
In Experiment 2, we set up a task requiring large physical movements (using hands
to open doors, avoiding tall fires, descending stairs, squatting, and touching large
fires) and investigated the effect of increasing the downward FoV on presence,
SoA, and SoBO with the full-body humanoid self-avatar. The experimental course
created in Unity is shown in Fig. 7.7. The equipment and the humanoid avatars
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are the same as those in Experiment 1. In Experiment 1, there was no interaction
between the LCD conditions and the avatar conditions in terms of presence,
SoA, and SoBO ratings. Therefore, in Experiment 2, we excluded the Sphere
avatar conditions in Experiment 1 and left only two experimental conditions
(OnH : On_Humanoid; and OffH : Off_Humanoid) using the full-body humanoid
avatars. Participants in the experiment performed the task under experienced all
the conditions in a counterbalanced order.

The course consisted of a two-story building, and participants were instructed
to use a controller to move from the start point on the second floor to the goal on
the first floor. A door was placed along the course, which disappeared when the
participant touched it with their hand for about 3 [s], allowing him/her to move
on (Fig. 7.7, Door). This action requires the participant to thrust his or her hand
forward in order to touch the door naturally, which is introduced to implicitly
confirm the connection between the hand and the upper arm. Fire objects were
placed at several locations along the course (Fig. 7.7, Fire). It is known that the
higher the SoBO, the higher the tendency for users to avoid dangerous objects
such as fire [99, 144, 146], and this tendency may become more pronounced when
the downward FoV is increased. A short fire was placed at the beginning of the
course (Fig. 7.7 A). The purpose of this fire was to test whether patterns of head
movements of the participants would change when they could see obstacles under
their feet by increasing the downward FoV. The participants had to descend a
staircase (Fig. 7.7 B) to reach the goal. This was added to determine whether the
increase in the downward FoV affects the head angle when descending the stairs.
In addition, wooden obstacles were placed at the height of the head at some
points along the course (Fig. 7.7 C). The participants could avoid the obstacles
by crouching down, but they could also pass through them in an upright position,
simply because they were unable to see ahead. This was set up for the purpose of
investigating whether the participants’ patterns of head movements would change
with the change in the distance between the ground and the head by crouching
and the change in the visibility of the feet when crouching. In addition, an
unavoidable fire was placed near the goal (Fig. 7.7 D) to determine whether
the number of effects displayed from the ground increases as the downward FoV
increases, thereby increasing the sense of realism.
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7.3.2 Procedure
The participants were the same as those in Experiment 1. They participated
in Experiment 2 on a later day than Experiment 1. Each participant was paid
equivalent to about 10 USD. After the participants were briefed about the ex-
periment and signed the experimental consent form, they checked the course on
a desktop monitor. At this time, they were instructed that they were required to
move from the start point to the goal of the course while wearing the prototype
HMD. After that, the participants wore the HMD, tracker, and controllers and
performed a practice travel from the start to the goal using the VIVE controller
(the same control method as in Experiment 1) under the Off_Sphere condition
of Experiment 1. The purpose of the practice travel was to have the participants
roughly memorize the route, so no fire was set up along the course. The speed of
the travel was adjusted to a walking speed (approx. 4 [km/h]). After arriving at
the goal, the HMD was removed, and after a 3 [min] break, the following steps
were performed under each condition.

1. Participants wear the HMD, tracker, and controllers.

2. They go in front of the mirror in the VE.

3. They move their bodies freely for 30 [s] while looking at the mirror.

4. They freely observe their own body and the surrounding objects (virtual
cats, fire) for 30 [s].

5. They move to the start point of the course.

6. They travel to the goal.

7. They remove the HMD and complete the questionnaire.

8. They take a 3 [min] break.

In Step 4, participants encountered the same virtual cat as in Experiment 1 and
a fire at the height of their head (Fig. 7.7, Fire). At this time, the participants
were told to “freely observe your own body and surrounding objects for 30 [s]”
and were not required to touch the fire. The questionnaire consisted of the same
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items as those in Experiment 1 (IPQ, IVBO, and SSQ) with the addition of
questions related to the fire in the IVBO (avoidBody, harmBody, and “Why have
you responded to the fire or why not ?”). We measured the elapsed time from
the start to the goal (Time), the position in the VE, and the pitch angle of the
head as the objective measurements.

7.3.3 Hypotheses
In Experiment 2, we set the following hypotheses on the basis of the results of
Experiment 1.

H2-1 Increasing the downward FoV improves the IPQ scores.

H2-2 Increasing the downward FoV improves the IVBO scores.

H2-3 Increasing the downward FoV increases the SSQ scores.

H2-4 Increasing the downward FoV enhances the fire-avoidance behavior by in-
creasing the SoBO, and increases the elapsed time from the start to the
goal (Time).

H2-5 Increasing the downward FoV reduces the downward pitch angle of the head
by improving the visibility of obstacles at the feet (Fig. 7.7 A).

H2-6 Increasing the downward FoV reduces the downward pitch angle of the
head, specifically when descending the stairs (Fig. 7.7 B).

7.3.4 Results
The results of Experiment 2 are shown in Table 7.3 and Figs. 7.8 and 7.9. We
performed the Wilcoxon signed-rank test (LCD conditions: ON; OnH vs. Off;
OffH ). Significant differences are indicated with symbols (*** for p < 0.001, **
for p < 0.01, and * for p < 0.05).

Table 7.3 shows the results of the IPQ, IVBO, and SSQ, as well as the average
time from start to goal (Time) [s] and the average pitch angle of the head at the
locations corresponding to those in Fig. 7.7 A, B, C, and D [deg]. The Wilcoxon
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Figure 7.8: IPQ results and average head pitch angle at each location in Exper-
iment 2. The five graphs from the left show IPQ results [1 (strongly
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the average head pitch angle at each location. Only important items
corresponding to Fig. 7.7 A and B are shown (0 [deg] when facing
front and +90 [deg] when fully looking down).
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Figure 7.9: Histogram of the frequency of occurrence of the head pitch angles
at the location corresponding to Fig. 7.7 B in Experiment 2, ranked
into 16 levels in 5 [deg] intervals (Orange: OnH ; Blue: OffH ). The
vertical axis indicates the rank (the higher the more frequent) of each
interval. The horizontal axis indicates the head pitch angle intervals
((X ≦ Xraw < X + 5) at X [deg]). The head pitch angle is 0 [deg]
when facing front and +90 [deg] when fully facing down.

signed-rank test did not show any significant differences in IVBO, SSQ, or Time.
A significant difference in IVBO (myMove) may be found with a larger number of
participants (p = 0.053, r = 0.41). Figure 7.8 (left) shows the results of the IPQ.
The Wilcoxon signed-rank test showed significant differences in Real (p < 0.001,
r = 0.64) and Total Presence (p < 0.05, r = 0.46). Figure 7.8 A and B shows
the results of the average pitch angle of the head at the locations corresponding
to those in Fig. 7.7 A and B. The vertical axis indicates the pitch angle of the
head, which is 0 [deg] when facing forward and +90 [deg] when facing down
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completely. The Wilcoxon signed-rank test showed a significant difference in Fire
placed at the location (A) (p < 0.05, r = 0.44). Figure 7.9 is a histogram of the
frequency of occurrence of each 5 [deg] interval of the head pitch angle at the
location corresponding to that in Fig. 7.7 B and ranked in 16 levels. 0 [deg] on
the horizontal axis indicates the range of (0 ≦ x < 5) [deg].

Table 7.3: Experimental results in Experiment 2. Each value represents the mean
and standard deviation. Items with a significant difference are in bold.

OnH OffH

IPQ

Pres 5.29±1.23 5.04±0.91

Sp 4.88±0.70 4.77±0.86

Inv 4.92±1.03 4.96±0.96

Real 3.64±0.95 3.22±0.83

Total Presence 4.56±0.45 4.40±0.47

IVBO

myBody 3.79±1.41 3.83±1.27

twoBodies 3.21±1.38 3.50±1.47

bodyIntensity 3.79±1.44 3.79±1.28

avoidBody 4.04±2.39 4.13±2.33

harmBody 3.71±2.16 3.63±1.88

myMove 5.04±0.91 4.50±1.18

myMoveJoy 6.04±0.75 5.92±0.97

bodyChange 2.58±1.38 2.71±1.33

checkBody 2.42±1.50 2.25±1.42

weightBody 2.42±1.47 2.58±1.72

myExpJoy 6.04±0.86 5.92±1.06

humanBody 4.29±1.20 4.08±1.28

SSQ

Nausea 0.96±1.83 0.88±1.48

Oculomotor 1.33±2.14 1.63±2.26

Disorientation 1.00±1.47 1.08±1.47

Total Severity 2.50±3.78 2.83±3.52

Time Time 77.43±16.27 77.34±11.85

Head

Pitch Angle (A) 6.77±10.07 10.25±6.49

Pitch Angle (B) 28.38±12.47 30.20±7.85

Pitch Angle (C) 4.98±9.59 4.85±7.88

Pitch Angle (D) 4.06±10.08 5.69±7.06
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7.3.5 Discussion
The main findings are as follows.

1) Unlike in Experiment 1, the participants perceived higher presence with the
increased downward FoV than with the normal FoV (Real, p < 0.001; and Total
Presence, p < 0.05). In particular, a large difference was detected in the item
“measuring the subjective experience of realism in the VE,” suggesting that the
FoV becomes closer to the real environment by increasing the downward FoV
(Real, p < 0.001). Compared with Experiment 1, we speculate that self-image
was more easily perceived owing to the larger self-motion; thus, presence was
increased in Experiment 2. These results supported [H2-1].

2) For the SoBO, no significant differences were detected for all items, despite
the increase in body movements in Experiment 2, and the results do not support
[H2-2]. Some participants commented that they felt uncomfortable with the
elbow and head movements (OnH ), suggesting the need for elbow and shoulder
tracking when the downward FoV is increased. Another participant said, “I felt
that my body was burning more in OnH than in OffH on the fire, but I strongly
felt that I was in the VE because there was no heat feedback.” This comment
suggests that multimodal feedback that is coherent with the content becomes
more important when the downward FoV is increased. The item “the movements
I saw in the virtual world seemed to be my own movements,” corresponding to
the SoA, may show a significant difference with a larger number of participants
(myMove, p = 0.05321, r = 0.41), which encourages further investigation. On
the other hand, one participant commented, “the amount of information coming
from the front monitor was so large that I did not need to pay attention to the
lower monitor (in OnH ),” suggesting the limitation of information presented to
the peripheral vision.

3) Regarding cybersickness, no significant difference was found between OnH
and OffH as in Experiment 1. Thus, [H2-3] is rejected. Even though we did
not analyze cybersickness or its sign may be detected after the experiment is
over [147] or by observing head posture instability [148].

4) The tendency to avoid the fire did not change with the increase in the down-
ward FoV; thus, [H2-4] was not supported. The participants’ comments suggest
that there were roughly two types of behavior with the increased downward FoV.
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Some participants “felt fear of fire” and “noticed the fire and avoided it to a
greater extent than when under OffH,” whereas others “noticed that fire was
not scary” and “got closer to the fire and did not have to avoid it as much as
when under OffH.” The former group’s behavior seems in line with that observed
in previous studies, which showed the tendency to avoid obstacles farther with
increasing realism [107, 116]. It is possible that the increase in the downward
FoV increased the overall perceived realism and made the obstacles seem more
like real objects. On the other hand, the latter group’s behavior suggests that
inconsistent feedback (e.g, lack of heat) was more apparent, thus the perceived
realism was reduced. As such, we found significant individual differences in the
tendency to avoid obstacles with the increase in the downward FoV, which need
to be investigated in more detail in the future.

5) The mean pitch angle of the head in the presence of a fire at the feet (Fig. 7.8
A) tended to be lower (i.e., more upward) when the downward FoV was increased
(OnH, p < 0.05), supporting [H2-5]. This suggests that the increase in the down-
ward FoV makes it possible to see obstacles under the feet without having to
turn the head downward too much. On the other hand, Fig. 7.8 B shows that no
significant difference was detected in the mean pitch angle of the head when de-
scending the stairs. However, Fig. 7.9 shows that the OffH histogram is unimodal
with 25 [deg] at the top, whereas the OnH histogram is bimodal with 10 and 30
[deg] at the top. This indicates that some participants did not markedly turn
their heads downward when descending the stairs with the increased downward
FoV. This result partially supports [H2-6].

In Experiment 2, we speculate that the participants had to turn their heads
downward more without the downward FoV to see the hazards (fire and descant-
ing stairs) that they could not see otherwise. However, in the case of the stair,
there was no significant difference between the two LCD conditions. We speculate
that this is because they had to see the downstairs to move down even with the
downward FoV.

We also found that presense tended to improve without any adverse effect on
cybersickness when the downward FoV was increased. In other words, the increase
in the downward FoV is likely to have a positive effect on the VR experience.
However, it had little impact on the SoBO and SoA. This may be due to the fact
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that an increased downward FoV does not only have a positive effect, but it also
reveals negative information such as low tracking accuracy, the self-avatars that
look different from their own, and lack of multimodal feedback. In other words,
more advantages may be found by using accurate body tracking, a humanoid
avatar that looks like the user, and a coherent multimodal feedback. We also
observed that the participants tended to be able to see the obstacles and the
descending stairs without having to significantly turn their heads downward. This
suggests that the head movements were closer to that in the real environment,
which may have also contributed to the improved presence.

7.4 Overall Discussion
Results of Experiment 2 confirmed that increasing the downward FoV improved
the presence of the VR experience. In addition, the head pitch angle tended to
be upward when the downward FoV was required such as descending the stairs.
More natural head movement may make the overall experience more realistic.
Situations that will benefit from the increased downward FoV include holding a
baby in the arms, an animal approaching the feet, and walking in a high place.
In Experiment 1, increasing the downward FoV improved the SoSL and the per-
formance of the line tracing task when using a full-body humanoid avatar. Unlike
studies using a full-body humanoid avatar with a limited downward FoV [112],
the combination of an increased downward FoV and the display of a full-body
humanoid avatar made it easier to recognize where one was currently standing.
In addition, there was no adverse effect on cybersickness, which was a concern
with the wider FoV. However, the task duration of the experiment in this study
was about 3 [min], and it is necessary to investigate the effects of prolonged use.

In Experiment 1, we observed a tendency for the condition with the full-body
humanoid avatar to improve presence, SoA, and SoBO compared with the con-
dition with the spherical avatar. Lugrin et al.’s study [104] comparing controller
and upper body avatars did not show these changes, but it is possible that the
difference between the avatar conditions became more pronounced as a result of
the increased visibility of the avatar owing to the increased downward FoV. On
the other hand, when we compared the effects of using a full-body humanoid
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avatar with or without a lower visual field in both Experiments 1 and 2, the
change in the SoA and SoBO was limited. There were some participants who
felt uncomfortable owing to the discrepancy between the avatar appearance and
their proprioceptive sensation as a result of the increased visibility of the avatar’s
shoulders and elbows. We also believe that the discrepancy between the dis-
played virtual body and the actual body may have inhibited the increase in SoE
and exacerbated the cybersickness. In this study, we used inverse kinematics to
compute full-body animations by tracking the head, hands, and waist. However,
the tracking locations and accuracy of the shoulders and upper arms may have
been inadequate; therefore, more accurate whole-body tracking may increase the
SoA and SoBO.

On the other hand, even if highly accurate full-body tracking is performed and
the downward FoV is enlarged, the SoA and SoBO may not be improved owing
to the limitations of human downward FoV and resolution. For example, even
in the real environment where there is no restriction on the FoV, the downward
FoV of human vision is approx. 70–80 [deg], and only a small amount of the body
can be seen when looking straight ahead. In addition, since the ability to receive
information in the peripheral visual field is lower than that in the central visual
field [92], such information in the periphery may not be noticed.

One potential application of the HMD with an increased downward FoV is the
Proteus effect [32], which refers to the influence of the avatar on the user’s mental
and behavioral status. Unlike previous studies, there is a possibility that the
Proteus effect is induced more stably without a virtual mirror with the increased
downward FoV since the self-avatar is always visible to some extent. On the
other hand, being able to see the self-avatar all the time may not be helpful for
the Proteus effect as it is in the periphery, or even harmful because of imperfect
tracking and registration. Further investigation is necessary on the effect of the
increased downward FoV on the Proteus effect.

In the present study, IVBO was used to measure the effect on the SoE, but
these measurements have the problem of being easily influenced by subjectivity.
Currently, a study [149] is underway to create a questionnaire with higher power
to investigate embodiment in detail, and the use of a new index may allow an
in-depth investigation of the effect of increasing the downward FoV on the SoE.
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Semi-structured interviews can be used to investigate more detailed effects on
bodily sensations.

In Experiment 2, some participants felt uncomfortable because they could not
feel the heat as a result of the improved visibility of the fire. It is possible that
the lack of other sensory information, such as heat and smell, which are more
clearly perceived when you are closer to the object in reality, is more noticeable
because nearly objects are more visible with the improved downward FoV.

One limitation of our prototype is that there was a non-negligible gap between
the front and bottom displays of around 10 [deg] owing to the 3D printed hous-
ing, which prevented a unified borderless FoV. Although none of the participants
reported that this gap had a negative impact, and it could even be regarded as
glasses, reducing the gap could improve the overall experience, which may also
yield an improved SoBO. We will develop an improved system using dedicated
eyepieces such as a fused lens ‖. As another hardware issue, the eyebox may be
narrower than a normal HMD owing to the use of multiple lenses and LCDs,
although none of the participants reported that the lower FoV became invisible
as the eyes rotated, etc. Owing to the limited space of the HMD, the lenses and
LCDs are fixed in the current prototype, but we plan to add an interpupil dis-
tance adjustment mechanism. We have also adjusted the intrinsic and extrinsic
parameters of the virtual camera manually, but the lower FoV appeared slightly
distorted for some participants. Even though only a few of the participants re-
ported the distortion throughout the experiments, it should be further minimized
and its impact should be investigated because it worsens the participant’s per-
ception as well as the body tracking problem. We also plan to add an eye tracker
in the future to investigate how much the participants actually use the downward
FoV.

7.5 Conclusion
In this chapter, we developed a VR-HMD with an increased downward FoV and
examined its effects on presence, SoE (SoSL, SoA, and SoBO), cybersickness, and

‖Panasonic, https://channel.panasonic.com/contents/19737/, last accessed March 17,
2023.
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head movement patterns in items of being able to see the feet, upper body, and
upper arms of the self-avatar, which are difficult to present with a conventional
HMD. The results of the experiments showed that increasing the downward FoV
improved the presence and SoSL, that it did not have any adverse effect on
cybersickness, and that it was possible to see the obstacles at the feet without
turning the head downward. On the other hand, the effects on the SoBO and SoA
were limited. It was suggested that the gap between the proprioceptive sensation
and the avatar appearance in the VE (especially shoulders and elbows) tended
to be perceived as uncomfortable and that the difference between the appearance
of the real body and the avatar and the lack of heat sensation when approaching
a fire could reduce presence and the SoE. In these experiments, because of the
limited space, we displayed a full-body avatar with full-body animation using
inverse kinematics by tracking only the head, both hands, and waist. High-
precision tracking equipment can improve the sensation, including the SoE.

In the future, we will conduct follow-up studies on the effects of an improved
HMD with a negligible gap between display units, precise whole-body tracking,
and coherent multimodal feedback.

These results indicate that the HMD developed in Chap. 6 with an increased
downward FoV can display avatars and change their appearance. In this doc-
toral thesis, it was not possible to investigate the influence of the avatar display
on multisensory flavor perception due to time constraints. We plan to conduct
additional experiments in the future using HMDs with an increased downward
FoV to improve the likelihood of visual information by displaying avatars and to
change multisensory flavor perception by changing the avatar’s appearance.
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8 Conclusion

8.1 Findings
In this dissertation, we proposed a method to visually change the appearance
of the food and the surrounding environment to change the multisensory flavor
perception of the food being eaten. Compared with conventional systems, our
proposed visual modulation systems can modulate visual images for various food
types and complex deformations of food by using machine learning techniques.

In Chap. 3, we developed a gustaory manipulation system that uses StarGAN
to change the appearance of food into the appearance of a different food, suc-
cessfully changing the taste and type of food to the intended food. In Chap. 4,
we found that the change in perception of the taste and type of food by the
gustatory manipulation system that changes the appearance of the food devel-
oped in Chap. 3 was persistent in many participants. Their persistent gustatory
changes are divided into three groups: those in which the intensity of the flavor
perception change gradually increased, those in which it gradually decreased, and
those in which it did not fluctuate, each with a similar number of participants.
These results also revealed that those participants who are less familiar with the
original and target types of food feel stronger gustatory manipulation.

In Chap. 5, we developed and investigated the effectiveness of Ukemochi which
detects and tracks the food segmentation image and overlays on the VEs. We
found that displaying only segmented food images overlaid on the VE gives the
user a higher presence compared to displaying original video frames or no food
images in the VE. We also found that the food segmentation images had a similar
level of ease of eating compared to the original images. On the other hand, the
taste and appearance of the food were not affected favorably perhaps due to the
problems of low resolution and detection accuracy.
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In Chap. 6, an HMD with an increased downward FoV was developed to solve
the problem of not being able to present images near the mouth. we investigated
whether the increased visibility of food near the mouth due to an enlarged down-
ward FoV improves the ease of eating and the amount of the cross-modal effect
by visual modulation. Experimental results show that HMDs with an increased
downward FoV can still manipulate taste of food, as in the case of Chap. 3. How-
ever, we did not find significant differences in the amount of cross-modal effects
and ease of eating in the experiment with increasing downward FoV. Whereas, we
found that changes in the appearance of food, with or without expansion of the
increased downward FoV, can change the perception of smell and food texture to
the intended food.

In Chap. 7, we investigated the effects of displaying the avatar’s upper body
and upper arm in the downward FoV as a preliminary step before investigating
the effects of the avatar’s visual presentation and appearance on multisensory
flavor perception. Previous related research examining the effectiveness of avatar
displays used existing HMDs with limited downward FoV, making it difficult to
see the avatar’s body except for its hands unless a virtual mirror installed in
the VE is used. We experimented with displaying avatars in the downward FoV
using HMDs with an increased downward FoV angle created in Chap. 6. As a
result, it was clarified that the HMD with an increased FoV improved presence
and SoSL. Also, it was confirmed that the user could see the object below with
a head movement pattern close to the real behavior, and did not suffer from
cybersickness. Moreover, the effect of the increased downward FoV on SoBO and
SoA was limited since it was easier to perceive the misalignment between the real
and virtual bodies. We have successfully developed the visual modulation system
necessary to investigate the effects of avatar display and appearance changes on
multisensory flavor perception.
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8.2 Limitations and Future Work

8.2.1 Taste the foods we want to eat
In this dissertation, it was shown that by changing the appearance of food to that
of a different food, it is possible to perceive the taste, type of food perception,
smell, and food texture of the intended food. These results indicate that visual
modulation can manipulate the type of food currently being eaten. Users can
change the food currently being eaten by manipulating the food type. For exam-
ple, if users “want to eat a food but cannot” because of diet, illness, or religious
reasons, they may still be able to eat the food they want.

On the other hand, the amount of multisensory flavor perception changes by
our gustatory manipulation system is insignificant, and the effect is limited to a
slight change in flavor or aftertaste We believe adding an olfactory display is the
most effective way to increase this effect size. When we perform multisensory in-
tegration, the likelihood of the information presented is important [29, 36]. Since
the sense that has the most significant influence on multisensory flavor perception
is smell [37], we believe that the presentation of olfactory information improves
the likelihood and the amount of effect on gustation. Whereas, we expect that the
gustatory manipulation by the presentation of olfactory information has a minor
effect on the manipulation of food type (i.e., what is being eaten). For example,
matcha-flavored foods that can be easily purchased at supermarkets taste like
matcha, but the effect of feeling that one is drinking matcha is small. As shown
in the results of Chap. 3 and Chap. 4, the effect of our gustatory manipulation
system on the perception of food type is more significant than the change in mul-
tisensory flavor perception. Therefore, the weight of the senses on the likelihood
of recognizing the food eaten type is more significant for the visual than for the
olfactory. We believe that the combination of visual modulation and olfactory
presentation creates a synergistic effect, allowing users to modify further the food
they are currently eating at will.
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8.2.2 Multimodal stimulus
The problem with combining current olfactory displays with HMDs is that many
are mounted at the bottom of the HMD, covering the user’s nose and mouth
and thus inhibiting eating behavior. The HMD with an increased downward FoV
developed in Chap. 6 that enables the presentation of visual information near the
mouth has the same problem. In order to achieve both visual modulation and
olfactory presentation, it is necessary to consider the presentation method of both.
Whereas the experimental results in Chap. 6 revealed that visual modulation
could change the smell of food. We believe that improving the quality of visual
modulation may be possible to manipulate gustatory without relying on olfactory
presentation.

Most studies that use cross-modal effects to change food texture have involved
changing auditory. Zampini et al. altered food texture by presenting auditory
information that changed the chewing sound of eating wet potato chips to a
crunchy sound [42]. Koizumi et al. applied this effect to make daifuku (sweet
red bean rice cake) feel sticky [5]. In these studies, the chewing sound measured
by a microphone attached to the mouth is presented to the user by changing
its frequency using a high-pass filter, thereby changing food texture. Whereas,
the experimental results in Chap. 6, which changed the appearance of somen
noodles into fried noodles, revealed that visual modulation changed the food
texture of the noodles. Comparing somen noodles and fried noodles, the food
used in the experiment, fried noodles are more crunchy because they contain
brine. Participants may have perceived this difference in crunchiness as a change
in texture. In the experiment in Chap. 3, in which the appearance of the somen
noodles was changed to ramen noodles, participants who felt as if straight noodles
changed to frizzy noodles were confirmed. The effect of visually changing the
appearance of the food has the potential to produce a more flexible and delicate
food texture than the conventional method of changing the frequency of chewing
sounds.
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8.2.3 Persistence of cross-modal effects
In a related study of gustatory manipulation by visual modulation using cross-
modal effects [4, 14], the foods eaten are often bite-sized foods that can be held
in hand, such as cookies and sushi. These reasons are due to the difficulty in
accommodating food that decreases in quantity and deforms as it is eaten by
the user and the problem of difficulty in eating when the HMD is worn. Please
note that some studies address these issues, such as the gustatory manipulation
interface [4] that supports the deformation of AR markers printed on cookies.
The problem with using bite-sized foods is that it is difficult to verify persist of
gustatory manipulation by cross-modal effects because the food is lost quickly.

In the experimental results in Chap. 4 revealed that the gustatory manipulation
by visual modulation persisted in many participants. Another exciting aspect of
the results is that their persistent multisensory flavor perception changes are
divided into three groups: those in which the intensity of the multisensory flavor
perception change gradually increased, those in which it gradually decreased, and
those in which it did not fluctuate, each with a similar number of participants.
The multisensory integration model using Bayes’ theorem proposed by Ernst et
al. obtains the posterior distribution by the product of the likelihood distribution
of sensory information and the prior distribution developed in our daily food
experience [29]. Repeating experiments in which the effect size of a cross-modal
effect such as Chap. 4 is increased or decreased may reveal what distribution the
multisensory integration model has. Repeating experiments in which the effect
size of the cross-modal effect is increased or decreased, as in Chap. 4, may help
to construct a more accurate multisensory integration model.

8.2.4 Visual modulation to the surrounding environment
Experimental results in Chap. 5 comparing meals in virtual and real environments
found no statistical difference in the effect of visual modifications to the food’s
surroundings on taste and flavor. A study that investigated the effects of the VE
on eating using CAVE reported that changes in the VE changed the evaluation of
the food before tasting but did not affect taste and liking after tasting [150]. In
a study that investigated the effects of changes in the VE on eating using HMD,
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changes in the VE did not affect questionnaire evaluations, such as multisensory
flavor perception after tasting the food [151]. On the other hand, some studies
have reported that eating in the VE affects multisensory flavor perception. Stelick
et al. reported a more robust pungency of blue cheese when viewing a 360-degree
image of a cow barn [152].

In addition, Bouba/Kiki effect [77] investigated the correspondence between
speech and the visual shape of objects. In multisensory flavor perception studies,
spiky shapes (Kiki) were associated with sourness and rounded shapes (Bouba)
with sweetness in both foods and beverages [78, 79]. Cornelio et al. found
that rounding the actual sweet food shape in the VE increases the sweetness [16].
Chen et al. have made beverages taste sweeter in a rounded virtual space [17]. As
described above, the effects of VEs on multisensory flavor perception are complex
and require further investigation. On the other hand, most of these studies using
food in VEs involve beverages or bite-sized foods, or the foods may not be visible
in the VE. Ukemochi, which we have developed in Chap. 5, can improve the ease
of eating by making the food in the bowl visible while maintaining the presence
of the VE. Our future work is to continue to improve Ukemochi so that it can be
used in studies of the impact of VEs on multisensory flavor perception.

8.2.5 Visual modulation at the moment the food is placed
in the mouth

We developed an HMD with an increased downward FoV that allows visual modu-
lation at the moment the food is placed in the mouth, when the taste is perceived,
to increase the cross-modal effect of visual change on gustation. However, the ex-
perimental results in Chap. 6 did not find any statistical difference in the amount
of cross-modal effect and in improving the ease of eating, despite the visual mod-
ulation to the mouth area. The most likely reason that the increase in downward
FoV did not increase these effects is that the user may not look at the food when
it is placed in the mouth.

Studies that have investigated the relationship between actual eating and eye
gaze include a study that investigated what foods humans look at when choosing
food in a buffet environment [153] and a study that revealed that people gaze
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at their favorite foods just before eating [154]. These studies aim to investigate
which foods users view and choose among multiple foods. As far as we could find,
we did not find any studies that investigated which parts of the food or foods are
looked at during the eating of food. The reason is that commercially available
eye trackers do not have a viewing angle that can detect the line of sight near the
mouth. There are many ways to eat food, such as holding food in one’s hand,
eating food with a plate on a table, or eating food with a bowl. Therefore, it
is expected that the gazing point during a meal will also vary depending on the
type of food. It is also possible that the closer an object is to both eyes, the
more difficult it is for humans structurally to see in 3D and that the behavior of
gazing at an object near the mouth itself is unnatural. The question of what we
are looking at at the moment we taste is a topic that needs to be explored in our
investigation of the relationship between vision and gustation, and one that we
plan to investigate.

8.2.6 Effects of avatar display and changes in a physical
appearance on multisensory flavor perception

We showed in Chap. 7 the positive effects of the first-person view of the avatar’s
body other than the hands improving presence and SoSL using an HMD with
an increased downward FoV. However, due to time limitations, it was impossible
to investigate the impact of the avatar display on multisensory flavor perception.
Since gustatory studies in the VE have been on the rise recently, we believe that
multisensory flavor perception with the application of avatars, which is essential
for presence enhancement and multisensory integration, will increase in the fu-
ture [16, 17, 18, 19, 20]. Whereas we have question remains whether the display
of avatars necessarily has a positive effect on multisensory scent perception.

We hypothesize that the use of avatars improves the likelihood of visual in-
formation and promotes multisensory integration. The reason is that the closer
the appearance of the self-avatar is to one’s own body, the higher the SoBO is
evoked [23, 98]. However, currently used avatars are limited in appearance and
body movement fidelity by low-resolution textures and IK limitations to allow
the avatar to follow its movements. Experiments displaying such avatars may be
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counterproductive to improving visual likelihood.
We also hypothesize that changes in avatar appearance alter multisensory fla-

vor perception. The reason is that related studies have shown that changing
the appearance of an avatar can change the user’s behavior and psychological
state [30, 31, 32]. Although, there is a problem in that the visual likelihood de-
creases when the avatar is changed to an appearance different from the actual
body. We are concerned that this reduction in visual likelihood may adversely
affect multisensory flavor perception. We should also be noted that the changes
in avatar appearance reported in related studies do not necessarily significantly
impact humans. In addition, the experimental results we reported in Chap. 6
indicate that participants may not look at the food displayed in the downward
FoV when eating. Without careful experimental design focusing on what humans
pay attention to while eating, avatar display, and appearance changes may not
affect multisensory flavor perception.

Despite these limitations and problems, combining avatars with multisensory
flavor perception is worthwhile. It is expected that changes in the avatar’s appar-
ent weight will change the user’s perception of their weight [155, 156] and may be
applied to support the treatment of background body image disturbance, a symp-
tom of anorexia nervosa [157]. We may be able to contribute to the treatment
of body image disturbance by having the patient eat with the avatar’s weight
altered. The effect of the avatar’s change in appearance is expected to be ap-
plied to reduce prejudice due to racial discrimination caused by differences in
skin color [158, 159, 160]. Experiencing the food culture and multisensory flavor
perception of other countries through the effect of the avatar change may reduce
prejudice. Adults using child avatars have been reported to think and act more
like children [161]. Reliving childhood picky eaters and likes and dislikes may
help them understand thier child and develop ways to help them eat foods they
don’t like. Above all, changing the avatar’s appearance to that of a rich person
or chef may make the food seem more luxurious and help us appreciate it. Thus,
studies combining avatars and multisensory flavor perception can be expected to
have various effects.

Related studies that change avatars’ appearance uses virtual mirrors installed
in the VE. Even if the avatar is not visible from the downward FoV, the avatar
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may affect multisensory flavor perception if the user can recognize how their ap-
pearance is changing. Improving the fidelity of avatars’ appearance and behavior
is currently being actively researched, and problems caused by these factors may
be solved in a few years. We believe that by investigating the conditions under
which an avatar displayed in the downward FoV is accepted as oneself and how
it is represented, we can apply the effects of changes in the avatar’s appearance
to the study of multisensory flavor perception without reducing the likelihood of
visual information.

8.3 Summary
In this doctoral thesis, we investigated the effects of visual changes on multisen-
sory flavor perception and developed a gustatory manipulation interface that can
continuously change the taste and type of food and present smell and food tex-
ture. We have also developed a system for constructing a dining experience that
enables eating in the VE while maintaining presence and ease of eating, as well
as an HMD with an increased downward FoV that can present visual information
near the mouth. Although these systems had little effect on multisensory flavor
perception, they are necessary exploratory research to investigate the effects of
changes in the surrounding environment and the presentation of visual informa-
tion at the moment of multisensory flavor perception. We also used an HMD
with an increased downward FoV to improve presence and SoSL by displaying
the avatar’s body in first-person perspective, except for the avatar’s hands. We
created the necessary environment to investigate the effects of avatar display and
appearance changes on multisensory flavor perception. Eating food is necessary
for survival and an act of longing that can be compared to love. We believe that
promoting the study of gustatory manipulation interface can improve our daily
lives.
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