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Reflective Response of Dialogue System
Focusing on User’s Event ∗

Shohei Tanaka

Abstract

This dissertation addressed dialogue systems that generate reflective responses
and actions to user utterances. The existing dialogue systems tend to generate
not reflective responses and actions that are passive to the user utterances. We
proposed architectures to generate reflective responses and actions by focusing
on user’s events to solve this problem. Since dialogue systems are tradition-
ally categorized into non-task-oriented dialogue systems or task-oriented dialogue
systems, we tackled the following three problems of dialogue systems based on
this categorization. First, we proposed a model to generate reflective responses
on non-task-oriented dialogue. The model selects reflective responses based on
events included in user utterances and system responses. Second, we investigated
a model to select reflective actions on task-oriented dialogue. The model selects
reflective actions based on causality relations between events included in user
utterances and system actions. Finally, we developed a model that integrates
multimodal information to select reflective actions on multimodal task-oriented
dialogue. The model selects reflective robot actions by utilizing user utterances
and events included in situations surrounding the user.
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1. Introduction

This dissertation describes our studies on the reflective responses of dialogue
systems. Since existing dialogue systems struggle to generate reflective responses
to user utterances, we solved this problem by focusing on user’s events. This
chapter outlines the scope of the dialogue systems investigated in this dissertation,
the specific definition of the research problem of non-reflective responses, and its
approaches and contributions to the research problem.

1.1. Background
Dialogue systems, which support users through dialogues in various tasks, are
categorized as non-task-oriented or task-oriented, depending on their purposes,
including daily conversation, tourist navigation, or domestic chores. The main
purpose of non-task-oriented dialogue systems is to entertain a user through daily
conversation. Building a good relationship with a user through conversation can
relieve stress or facilitate negotiations that benefit both the system and the user,
such as product sales.

Task-oriented dialogue systems aim to satisfy user requests for specific tasks,
such as tourist navigation or domestic chores. Dialogue systems that support
users in limited tasks have already been put to practical use as smart speak-
ers [1] and digital signage [6]. Although these systems have traditionally been
categorized into different systems, they share the same purpose: supporting and
satisfying users. Interest is growing in the development of systems that can in-
teract with users in non-task-oriented and task-oriented dialogues by integrating
these systems [64, 114]. In other words, future dialogue systems will not distin-
guish between them; they will satisfy users in both situations.

Most existing dialogue systems generate responses and actions to user utter-
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ances by learning them from large corpora [104,108]. However, the responses and
actions learned from the current large corpora tend to follow what users explic-
itly requested. In other words, the responses and actions generated by existing
dialogue systems are often passive. To solve this problem, this dissertation pro-
posed a new definition of the reflective responses of dialogue systems to achieve
reflective responses for them that focus on user’s events in non-task-oriented and
task-oriented dialogues.

1.1.1. Reflective Responses of Dialogue Systems

Reflective generally means “thinking deeply about something” [5]. On the other
hand, the reflective responses and actions of dialogue systems in this dissertation
denote responses and actions that are not explicitly requested by users, although
they probably satisfy them. For example, a user said “I’m exhausted.” Our non-
task-oriented dialogue system generates such reflective responses as “Why don’t
you relax?” The response can be regarded as reflective because it is not simple
back-channeling or a sympathetic response and encourages the user to talk more
with the system. Our task-oriented dialogue system takes such reflective actions
as “Should I search for a cafe around here?” This action is reflective because
it is not explicitly requested by the user, although again it probably satisfies a
user’s implicit needs. Although these responses and actions have different system
intentions depending on their tasks, they share an identical purpose: satisfying
the user by including contents that they didn’t actually request. These reflective
responses and actions resemble feedback that satisfies a user’s potential needs,
among those included in information seeking, which includes questions to which
the user seeks answers, and directives, which include suggestions of interest to the
user, for dialogue acts [17,18,111]. Humans can take reflective actions using com-
monsense reasoning [15] based on their experiences and knowledge. For example,
when their interlocutor complains, “I’m exhausted,” a person might suggest “How
about going to a cafe?”, based on such commonsense reasoning as “exhausted”
→ “need a rest” → “go to a cafe.” The dialogue systems of this dissertation also
utilize commonsense reasoning for generating reflective responses and actions.

Reactive and proactive have similar meanings to reflective. Reactive generally
means “behave in response to what happens to them, rather than deciding in
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advance how they want to behave” [4]. Its meaning resembles the responses
of existing dialogue systems that follow a user’s requests [31, 33]. These reactive
responses and actions can be viewed as replies that are found in such simple back-
channeling of auto/allo-feedback as “I see” and information providing, which just
follows a user’s requests, such as “I reserved a hotel,” of dialogue acts [17, 18,
111]. For example, when a user says, “I’m exhausted,” existing non-task-oriented
dialogue systems tend to generate such simple, rather banal responses [104] as
“I see.” In addition, existing task-oriented dialogue systems cannot generate
responses because they cannot understand user requests [16]. Proactive generally
means “intended to cause changes, rather than just reacting to change” [3]. Such
a system takes the initiative and offers suggestions to the user. In other words, the
proactive actions of dialogue systems are the efforts/steps taken on tasks in which
the system assumes control, such as advertisements or promotion [48]. These
proactive responses and actions can be regarded as answers that are included in
directives, which include suggestions that directly benefit the systems, such as
"Based on your purchase history, I recommend this product to you,” of dialogue
acts [17, 18, 111]. Based on this definition, proactive responses are more suitable
for task-oriented dialogues than for non-task-oriented ones. For example, when
the user says, “I’m exhausted,” if the systems are on streaming services [48],
dialogue systems with proactive responses offer such suggestions as “How about
relaxing by watching a movie?” Although proactive responses are similar to
reflective responses, they differ based on whether they focus on the benefits of
systems or the potential demands of users.

1.1.2. User Events in Dialogue

To achieve the reflective responses of dialogue systems defined in Section 1.1.1,
this dissertation focuses on the events included in user utterances or situations
surrounding them and utilizes them as their events. Event generally means
“something that happens, especially when it is unusual or important. You can
use events to describe all the things that are happening in a particular situa-
tion.” [2]. Everything that happens in the world is an event based on this defi-
nition. Predicate-argument (PA) structure [22, 23], which consists of a predicate
and its arguments, is an event representation of the existing studies of natural
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language processing. PA structure is the most general event representation be-
cause it is domain-independent. Abstract Meaning Representation (AMR) [9] is
a graph depiction that represents the predicates and the arguments of PA struc-
tures as nodes and their dependency as edges. AMR is suitable for the graphical
understanding of events in texts. In addition, specific things can be defined as
events based on the tasks of systems. For example, Kim and Klinger [51] defined
aspects that trigger the emotions of characters as events for analyzing emotions
in fictional texts.

This dissertation treated events mentioned by a user as items that are included
in user utterances. For example, if the user says, “Hello, John. Actually, I’m
exhausted,” I’m exhausted becomes an event mentioned by the user and included
in their utterance. Humans can focus on the events mentioned by their interlocu-
tors to make such reflective suggestions (and pose questions as well) as “You must
relax,” which are in-depth to the contents of the interlocutor’s utterances [118].
Therefore, this dissertation aims to develop architectures for response generation
and action selection based on the events included in user utterances to create
reflective responses of dialogue systems.

Situations, where the user and the system are engaged in a dialogue, can include
events that are not mentioned by the user even though they are relevant to
them. For example, “The user has a glass” and “There is a glass in the kitchen”
are also events. Users usually do not mention every such surrounding event.
Humans can focus not only on their interlocutor’s utterances but also on the
events surrounding it to take such reflective actions as bringing a glass when the
interlocutor says, “Let’s have a drink.” This dissertation aims to achieve reflective
action selection for a dialogue system by focusing on the events surrounding users
in addition to those included in their utterances.

We described above how the responses and actions of existing dialogue systems
are non-reflective because they statistically learn responses and actions from large
corpora that consist of non-reflective responses. In contrast, considerate humans
can make reflective responses and actions that they inferred from the contents of
their interlocutor’s utterances and the surrounding situations. This dissertation
proposed response generation and action selection by focusing on user’s events,
which are included in user utterances and surrounding situations, for making dia-
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logue systems that resemble considerate humans. In other words, this dissertation
summarizes ambitious efforts to incorporate example-based causal inferences as
done by humans into existing dialogue systems based on statistical methods.

1.2. Problems and Existing Work
In Section 1.1, we explained that the goal of this dissertation is to create reflective
responses for dialogue systems. We focus on events included in the utterances
and situations surrounding users to achieve this goal. In this section, we describe
the problems of non-reflective responses and actions, the reasons why focusing on
user’s events helps generate reflective responses and actions, and the challenges
for creating reflective responses in dialogue systems. Our system incorporates
three perspectives including both non-task-oriented and task-oriented dialogues.
We also describe existing work.

1.2.1. Dull Response Problems on Non-task-oriented
Dialogues

As defined in this dissertation, reflective response has a broad meaning. A specific
metric is necessary to conduct a subject evaluation for the responses of a dialogue
system. Dialogue continuity [12], which is a metric for evaluating the user satis-
faction for a non-task-oriented dialogue system, indicates whether a user wants to
continue a conversation with a system. Responses with high dialogue continuity
can be looked upon as replies that are included in information seeking, including
questions that the user wants to answer, and directives, which include suggestions
in which the user is interested, of dialogue acts [17,18,111]. Although Neural Con-
versational Model (NCM) [104] has been researched widely, such dialogue models
often generate simple and dull responses due to the limitation of their ability
to take dialogue context into account. These dull responses are basically empty
responses that provide no useful information, examples among which are those
included in the simple back-channeling of auto/allo-feedback, such as “I see,” and
information providing, which just expresses agreement or disagreement, such as
“OK,” of dialogue acts [17, 18, 111]. As a result, dialogue continuity decreases,
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and dialogue breakdown happens, creating a dull response problem [58]. A loss
function based on Maximum Mutual Information (MMI) [58] and the Mechanism-
Aware Neural Machine [36] addressed the dull response problem by focusing on
response diversity. Although these methods improved response diversity, they
failed to improve dialogue continuity because response diversity is based on the
relationship between responses.

Bohus and Rudnicky [12, 71] proposed a method based on the coherency be-
tween a user utterance and a system response. Their method focused on dialogue
continuity to improve response generation. A specific definition of coherency is
required to deal with the coherency between a user utterance and a system re-
sponse. In this study, related predicate-argument (PA) structure pairs, such as
be stressed out and relax, are treated as event pairs that are included in user ut-
terances and system responses. PA structure is a central semantic representation
of a sentence. The coherency of the PA structures in two sentences is related to
the coherency between them. In other words, when a PA-structure pair in a user
utterance and a system response has high coherency, the latter is coherent with
the former.

Event causality is one relation between PA structures that have coherency.
Event causality is defined as the relation of a cause and an effect between two PA
structures [93,94]. For example, based on this definition, be stressed out is a cause
and relax is an effect. Event causality relations have been used in why-question
answering systems to focus on the causalities between questions and answers [79–
81]. A non-task-oriented dialogue system using event causality relations can
also generate responses preferred by users [34]. Unfortunately, these studies did
not investigate whether dealing with the coherency between PA structures in
utterances improves the coherency between utterances and dialogue continuity.

Coherence Model [109] is another study that focuses on the idea of coherency.
Coherence Model estimates the coherency of a target sentence to the antecedent
document based on the part-of-speech tags of the words that appear in the doc-
ument and the distributed representation of the sentence. Cervone et al. [19]
used the coherency scores output by this model for dialogue response generation.
Coherence Model does not investigate whether the model improves the coherency
of the system responses of the user utterances and the dialogue continuity.
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Table 1.1.: Levels of ambiguity in requests (queries) [98,99]
Level Definition
Q1 Actual, but unexpressed request
Q2 Conscious, within-brain description of a request
Q3 Formal statement of a request
Q4 Request as presented to the dialogue system

1.2.2. Ambiguous User Requests on Task-oriented
Dialogue

Unfortunately, existing spoken dialogue systems assume that users will provide
clear, specific requests to systems [113], overlooking that their requests are some-
times ambiguous [110]. Ambiguous user request denotes that users failed to
clearly define and verbalize their requests even when they have such potential
appeals [110]. Taylor [98, 99] categorizes user states in an information search
into four levels by their clarity (Table 1.1.) Most existing task-oriented dialogue
systems [69, 102] convert explicit user requests (Q3) into machine readable ex-
pressions (Q4). Future dialogue systems need to take appropriate actions even
in such situations as Q1 and Q2, where the users fail to clearly verbalize their
requests [110].

User query disambiguation is another conventional, important research issue in
information retrieval [29,55,101,105]. These studies mainly focused on problems
of lexical variation, polysemy, and keyword estimation. In contrast, our study
focuses on cases where the user intentions are unclear.

Interactive systems that shape user intentions are another research trend [40,
42]. Such systems clarify user requests by asking clarification questions. Both
studies assume that the user has a clear goal request; our system assumes that
a user’s intention is ambiguous. In the corpus collected by Cohen and Lane [27],
which assumes a car navigation dialogue system, the system responds to user
requests classified as Q1, such as suggesting a stop at a gas station when the user
needs gas. Our study collected a variety of ambiguous user utterances to cover
wider situations.
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When user requests are ambiguous, human guides can reflectively recommend
information needed by users. For example, when a user comments, “I love the
view here,” a guide might respond, “Should I take a picture for you?” This
ability is derived from the experience accumulated by guides who deal with a
variety of ambiguous requests and infer causal relationships from them. In other
words, they choose reflective actions for ambiguous user requests using generalized
appropriate patterns distilled from accumulated information.

Two problems surface when we implement such action selection in a dialogue
system. First, a large training corpus is necessary to use the statistical methods
that are essential for recent systems [48,110]. The Wizard of Oz (WOZ) method,
in which two subjects play user and system roles, is widely used for collecting
a user-system dialogue corpus [16, 48]. However, non-expert humans, who are
not concierges, struggle to respond reflectively to every ambiguous user request.
Second, since a system’s actions are constrained by its API calls, the collected
actions sometimes are infeasible. In addition, ambiguous user requests can be
regarded as the antecedent requests of multiple system actions. For example, if
functions searching for fast food and searching for a cafe are invoked to satisfy
antecedent request “I’m hungry,” both are reflective actions. Completely anno-
tating multi-class labels is impractical in actual data collection [61]. We define
the problem of training a model on incompletely annotated data in which only
one system action is associated with a user request. We tested with completely
annotated data where multiple actions are associated with a request.

Moreover, since human experts use causal relations generalized from their own
experience, we expect our system to achieve more accurate classification if it uses
knowledge distilled from training data.

1.2.3. Difficulty of Selecting Reflective Action on
Text-based Dialogues

Both dialogue systems in Sections 1.2.1 and 1.2.2 assume text-based dialogues.
Humans can take reflective actions based not only on the utterances of their inter-
locutors but also on situations surrounding the same interlocutors. For example,
when an interlocutor says, “There isn’t another one,” taking a reflective action
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is difficult based solely on the utterance. If we see him holding a glass, we might
take such a reflective action as bringing another glass. Implementing such a mul-
timodal dialogue system is an important challenge to mount a dialogue system
on a robot that has a physical body [7, 24, 70]. If we implement a dialogue sys-
tem on a robot, it must derive the reflective actions required by users from user
utterances and their surrounding situations. In other words, the systems need
to integrate events obtained from text, speech, images, and other observations
for situation understanding. Existing interactive robots/agents using multimodal
features have focused on question answering from images [54,100], request analy-
sis [37], and conversations about images [24,56,60,115]. However, they have not
yet tackled the problem of identifying the needed reflective actions from ambigu-
ous user requests and the results of situation understanding. No current corpus
possesses such interactions.

To build such systems in the real world, we also face the problem of dataset
scalability [44]. Although conventional machine learning methods require large-
scale training data, collecting such a large-scale dataset for individual robots is
impractical because we need to collect it based on the physical characteristics of
each robot [57]. One possible solution is transferring the data collected in a sim-
ulated world to the actual world (sim2real); however, transferring the knowledge
acquired in simulated worlds remains challenging [107]. Effective feature extrac-
tion must be investigated so that systems can work in actual situations [112].

1.3. Approaches in this Dissertation
In Section 1.2, we defined the obstacles that complicate achieving the reflective
responses of dialogue systems in this dissertation from three perspectives. This
section outlines the proposed solutions to the problems and our experimental
results.

1.3.1. Non-task-oriented Response Re-ranking

In Section 1.2.1, we defined the reflective responses of non-task-oriented dialogue
systems as those have high dialogue continuity. We also described a method that
deals with the coherency between PA structures (events) in user utterances and
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system responses to improve dialogue continuity. We improved the dialogue con-
tinuity of system responses using this method by proposing a response re-ranking
method that focuses on the coherency of PA structures included in response
candidates and a dialogue context. Re-ranking selects candidates based on any
metric in such language generation tasks as why-question answering and dialogue
systems [11,45,80,82].

We proposed methods that utilize event causality relations or Coherence Model
to implement re-ranking. Our methods re-rank response candidates by calculat-
ing the coherence scores between PA structures based on event causality relations
or Coherence Model to select responses with high dialogue continuity. We used
event causality pairs extracted from a large-scale corpus [93, 94] to calculate the
scores. We also used distributed event representation based on the Role Factored
Tensor Model (RFTM) [106] for the robust matching of event causalities. We
experimentally evaluated coherency using Pointwise Mutual Information (PMI)
in addition to automatic evaluations using reference responses. A human eval-
uation was conducted to determine whether the proposed method improved the
coherency of dialogue contexts and dialogue continuity.

Experimental results showed that although these methods improved the co-
herency in such automatic evaluations as PMI, they actually decreased the co-
herency in human evaluations, although they improved dialogue continuity. The
results seem contradictory. Based on these results, we formalized and analyzed
the following three hypotheses: (1) Improving coherency based on words does
not necessarily contribute to greater coherency in human evaluations. (2) Co-
herency and dialogue continuity in human evaluation have a low correlation. (3)
Improving coherency based on words, rather than coherency in human evaluation,
improves dialogue continuity in human evaluations. We conducted a correlation
analysis of the scores of human evaluation and a case analysis. Our results showed
that the three hypotheses are satisfied to some extent. In addition, our results
suggest that dialogue continuity improves when the methods select responses that
include PA structures related to dialogue contexts.
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1.3.2. Reflective Action Selection on Text-based Dialogue

In Section 1.2.2, we described how collecting a corpus consisting of reflective ac-
tions is complicated because taking reflective actions is difficult even for humans.
To solve these problems, we pre-defined 70 system actions and asked crowd-
workers to provide antecedent requests for which each action could be regarded
as reflective. Bapna et al. [10] collected a corpus and modeled the collection pro-
cess with pre-defined dialogue acts. This corpus assumes that a user has a clear
goal request; our corpus assumes that their intention is ambiguous.

Another problem is that when user requests are ambiguous, multiple system
actions can be regarded as reflective for one ambiguous user request. Thus, we
investigated whether ambiguous user requests have other corresponding system
actions among the 69 actions other than those pre-defined in the corpus collection.
We isolated a portion of the collected ambiguous user requests from the corpus
and added more annotations using crowdsourcing. Our results show that an
average of 8.55 different actions for one ambiguous user request were additionally
regarded as reflective, even when choosing from the 69 system actions. On the
other hand, completely annotating multi-class labels is impractical in actual data,
as described in Section 1.2.2.

To train the model on incomplete training data, we applied the positive/unlabeled
(PU) learning method [20, 32], which assumes that some data are annotated as
positive, but not all of them. In addition, to achieve causal knowledge distilla-
tion as human experts do, we introduced a causality detection model in which
ambiguous user requests and reflective system actions are defined as causes and
effects. We incorporated a causality detection model as additional features for
the reflective action classification model. The experimental results show that
both the PU learning method and the causality detection model improved the
classification performances.

1.3.3. Reflective Action Selection on Multimodal Dialogue

In Section 1.2.3, we explained why a dialogue system installed in a physical robot
has to integrate user utterances and multimodal information to take reflective ac-
tions. No current multimodal corpus consists of reflective actions. We constructed
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a dataset composed of a robot’s reflective actions that correspond to user utter-
ances and images. This approach assumes a robot’s first-person viewpoint for
gathering observations from its environment and user situations in implementing
a system for selecting a robot’s reflective actions, based on multimodal under-
standing results. We adopted a crowdsourcing method in Section 1.3.2 to collect
from humans the situations used as antecedent observations for pre-defined robot
actions. Then we recorded these collected situations as multimodal data.

The dataset size is much smaller than typical text-based corpora [16, 48] be-
cause collecting a multimodal dataset is expensive. We annotated the recorded
situations in the multimodal data with descriptions to extract effective features
for reflective action selection, even from the limited available data, that represent
the user’s surrounding situation (event). We developed baseline reflective-action
selection systems using the annotated features. Experimental results show that
we significantly improved the selection accuracy of the reflective actions by ap-
plying the descriptive features obtained from the images, even if only a small
dataset is available as training data. We confirmed that adding such descriptive
features to the pre-trained models widely used in recent studies is an effective
way to improve selection accuracy, even when these features are automatically
recognized. This result demonstrates the importance of designing appropriate
recognition models for the surrounding situations among which a robot takes
reflective actions.

1.4. Contributions of Dissertation
Existing dialogue systems cannot generate reflective responses because they are
trained with a large corpora of human dialogues and focus on taking actions
requested by users. This dissertation’s contributions are summarized below from
three perspectives corresponding to Sections 1.2 and 1.3.

• We defined the reflective responses of a non-task-oriented dialogue system
as responses with high dialogue continuity, in which a user wants to continue
their dialogue with the system. To generate responses with high dialogue
continuity, we proposed methods that re-rank the response candidates cre-
ated by a response generation model based on event causality relations and
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the coherency of PA structures (events) between user utterances and sys-
tem responses. We conducted various analyses of our experimental results
showing that our proposed method can select responses with high dialogue
continuity (but low response coherency) and clarified the relationship be-
tween the coherency and dialogue continuity of system responses.

• We defined the reflective actions of a task-oriented dialogue system as ac-
tions that satisfy a user’s potential requests even when they has not ex-
plicitly verbalized them. For creating such a task-oriented dialogue system
with reflective actions, we proposed a method to collect a corpus consisting
of reflective actions, which is even difficult for humans. We applied PU
learning for training the action selection model to solve the problem that
the collected corpus is an incompletely labeled dataset. We improved the
selection accuracy of the reflective actions by incorporating event causality
knowledge into the PU learning.

• We hypothesized that dialogue systems should utilize user’s events obtained
from images to realize a dialogue system that takes reflective actions on
multimodal dialogues. Before testing this hypothesis, we proved that our
method, which collects a corpus of reflective actions that is effective in
text-based dialogues, can be applied to a corpus collection for multimodal
dialogues. In addition, we assigned descriptive labels (events) that outline
the situations surrounding a user to effectively utilize the collected mul-
timodal dataset. We proved that multimodal information is effective for
selecting reflective actions by training a pre-training model with the con-
structed multimodal dataset.

Figure 1.1 shows the contributions of this dissertation as steps with which to
develop dialogue systems that generate reflective responses. Such dialogue sys-
tems are categorized into three steps based on their capabilities. To focus on
the research question–whether reflective responses and actions can be generated
by dialogue systems–this dissertation concentrates on the generation of a single
reflective response or action to a user utterance. In addition, each study focuses
on response generation on non-task-oriented or task-oriented dialogues to clar-
ify the problem settings. This is the first step to develop dialogue systems that

13



generate reflective responses. Here the dialogue systems of each study focus on
different tasks. However, if a system can determine which response is the most
reflective to a given user utterance, these dialogue systems can be integrated and
implemented as a single dialogue system. This is the second step for developing
dialogue systems that generate reflective responses. Actual dialogue systems are
generally required to manage multi-turn dialogues [16, 110]. Thus, actual dia-
logue systems that generate reflective responses also need to generate reflective
responses based on multi-turn dialogue contexts that consist of user utterances
and system responses. This is the third step to develop dialogue systems that
generate reflective responses. This dissertation aims to achieve the first step by
developing dialogue systems that generate reflective responses. Although the di-
alogue systems of each study are independent, they will be integrated as the core
of a multi-turn dialogue system that supports users on non-task-oriented and
task-oriented dialogues in the future.

1.5. Outline of Dissertation
This dissertation is organized as follows. Chap. 2 introduces the neural networks
and algorithms that constitute its proposed methods. Chap. 3 introduces the
modules of its dialogue systems and describes the details of the modules stud-
ied by this dissertation. Chap. 4 describes the re-ranking methods based on the
coherency of PA structures, which are proposed to generate reflective responses
with high dialogue continuity for a non-task-oriented dialogue system, and dis-
cusses the relationship between coherency and dialogue continuity from various
perspectives. Chap. 5 describes a corpus collection method for developing a task-
oriented dialogue system that selects reflective actions, a training method for an
action selection model based on the characteristics of the collected corpus, and
detailed analyses of the experimental results of the proposed training method.
Chap. 6 describes a method that extends a text-based dialogue corpus with re-
flective actions to the multimodal corpus and analyzes whether information that
describes the situation surrounding a user is useful to select reflective actions
based on various comparative experiments. Chap. 7 concludes this dissertation
and describes future directions.
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Figure 1.1.: Steps to develop a dialogue system that generates reflective responses
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2. Fundamental Technologies

This chapter describes neural networks and algorithms that constitute the pro-
posed methods of this dissertation. Input and output of the described models
are texts because all of the proposed systems of this dissertation assume that the
input is text.

2.1. Multi-layer Perceptron (MLP)
MLP is a neural network that applies an arbitrary number of linear and nonlin-
ear transformations to an input vector. Figure 2.1 shows the overview of MLP.
Arrows between nodes represent a single linear or nonlinear transformation. In
Figure 2.1, the output vector y = [y1, y2]T is obtained by applying linear and non-
linear transformations to the input vector x = [x1, x2, x3]T two times. In general,
tanh function, ReLU function [38] and sigmoid function are used for nonlinear
transformation. All neural networks used in this dissertation, including MLP, are
trained using backpropagation method [89] for loss functions.

Figure 2.1.: Multi-layer Perceptron (MLP)
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Figure 2.2.: Recurrent Neural Network (RNN)

Figure 2.3.: Encoder-Decoder

2.2. Recurrent Neural Network (RNN)
RNN is a neural network to deal with sequential data such as text or speech.
As shown in Figure 2.2, RNN predicts its output based on the current and
past input. RNN has improved models to efficiently process inputs such as Long
Short-Term Memory (LSTM) [43] or Gated Recurrent Unit (GRU) [25,26].

2.3. Encoder-Decoder
Encoder-Decoder [96] consists of an RNN called Encoder that converts an input
sequence into a hidden vector, and an RNN called Decoder that generates an
output sequence from the hidden vector passed from Encoder. Figure 2.3 shows
the overview of Encoder-Decoder. The minimum unit of the input and output
sequence is called token. When generating the output sequence, Decoder receives
the token generated in the previous step.
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Figure 2.4.: Attention Mechanism

2.4. Attention Mechanism
Usual Encoder-Decoder has the problem that Decoder receives only the hidden
vector generated by Encoder in the final step, making it difficult to take into
account the information in the beginning part of the input sequence. Attention
Mechanism [8, 67] was proposed to solve this problem. As shown in Figure 2.4,
Attention Mechanism refers to the information at each step of Encoder based on
the current hidden vector of Decoder to generate the output sequence. Additive
Attention [8] and Dot-Product Attention [67] are mainly used for this reference
process.

2.5. Hierarchical Recurrent Encoder-Decoder
(HRED)

HRED [91, 95] is a neural network for generating responses of dialogue systems
that deal with dialogue contexts consisting of multiple utterances. As shown
in Figure 2.5, HRED hierarchically encodes the dialogue context. HRED first
converts each utterance of the dialog context into a hidden vector using Utterance
Encoder, and then obtains the hidden vector that represents the entire dialog
context by processing utterance hidden vectors. Based on the context hidden
vector, Decoder generates the system response.
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Figure 2.5.: Hierarchical Recurrent Encoder-Decoder (HRED)

2.6. Beam Search
Beam Search is a search algorithm. Figure 2.6 shows the overview of Beam Search.
The values represent probabilities of transition from one node to another. At each
step of the search, Beam Search preserves the paths to the N nodes with the
highest probabilities of transition from the initial node, and discards other paths
in the next step of the search. Thus, Beam Search is equal to Greedy Search
when N = 1, and it is equal to Breadth-First Search when N = ∞. Greedy
Search is memory efficient, but does not guarantee that the resulting path is the
global optimal solution. In contrast, Breadth-First Search always gets the global
optimal solution, but requires a large amount of memory if the path length is
long. Beam search is a search algorithm that is more memory efficient than
Breadth-First Search and is expected to get paths closer to the global optimal
solution than Greedy Search.

2.6.1. Transformer, BERT, and RoBERTa

Transformer [103] is a neural network that utilizes Attention Mechanism instead
of RNN. Transformer has new Attention Mechanisms called Self-Attention which
Encoder and Decoder focus on their own hidden vectors and Multi-Head Atten-
tion in which attention vectors are divided into small parts, resulting in high per-
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Figure 2.6.: Beam Search (N = 2)

formances in language generation tasks such as machine translation. Figure 2.7
shows the overviews of Self-Attention and Multi-Head Attention. BERT [28] and
RoBERTa [63] are Encoder parts of Transformer that were trained on pre-training
tasks such as masked word prediction. They are used to convert sentences into
distributed representations.
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Figure 2.7.: Self-Attention and Multi-Head Attention
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3. Dialogue System Architecture

This chapter describes the modules of the dialogue system in this dissertation.
Figure 3.1 overviews the dialogue system architecture. Note that this figure
illustrates the position of the methods proposed in this dissertation based on a
general dialogue system architecture, whereas Figure 1.1 illustrates the steps to
develop dialogue systems that generate reflective responses. If the system is a
spoken dialogue system, the system needs to transcribe the user utterance into
text with an Automatic Speech Recognition (ASR) module [76]. This module
is not necessary if the system works on a chat tool. If the system deals with
multimodal information such as images, Multimodal Recognition (MR) modules
such as image recognition [88, 97] are necessary to extract the information of
the surrounding situation. The transcribed user utterance and the recognized
situation are analyzed by a Situation Understanding (SU) module. Based on the
analysis by the SU module, the system defines its next action using a Dialogue
Management (DM) module. The actions defined by the DM module are category
actions such as suggest a cafe or bring a snack. Based on the action defined
by the DM module, the system generates a specific response or action using a
Response Generation (RG) module. For example, the system searches for the
specific cafe or generates the response text. Finally, if the system is a spoken
dialogue system, the generated response is converted into speech using a Text-
to-Speech (TTS) module. If the system is mounted on a robot, the action is
converted into the actual manipulator operation using a Robot Operation (RO)
module. This dissertation studies the three modules of the dialogue system: SU,
DM, and RG. Each module is described in detail below.
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Figure 3.1.: Dialogue system architecture on this dissertation
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3.1. Situation Understanding
This module analyzes the transcribed user utterance and the recognized situation
based on the purpose of the dialogue system. For example, task-oriented dialogue
systems such as car navigation or restaurant reservation [14, 16, 31, 33] extract
values to fulfill predefined slots that are required to complete the tasks, such as
user’s destinations or genres of the restaurant. This parsing process is effective
when the user utterance includes the explicit values to fulfill the slots. However, in
dialogues of this dissertation, this parsing process is not effective because the user
does not verbalize the explicit values especially on the task-oriented dialogues.

For non-task-oriented dialogue systems, defining slots is not effective because
the system needs to talk about various topics. One possible solution is cate-
gorizing the user utterance into dialogue act [111] such as a question or back-
channeling. This parsing process is effective in maintaining coherency at the
dialogue act level such as responding with Yes/No to the user’s confirmation.
However, more detailed parsing is necessary to generate reflective responses or
actions to the content of the user utterance.

In this dissertation, we use PA structure analysis as the parsing process for the
user utterance and extract PA structures as the user’s events. PA structure is a
unit of natural language processing centered on predicates, which are generally
treated as events included in texts. In this definition, an event has one predicate
and multiple arguments such as subject or object [22, 23]. PA structures can be
automatically extracted with PA structure analyzer [50, 90] which was trained
with a statistical method as shown in Figure 3.2. Based on this definition,
we treat PA structures that are extracted from text-based user utterances as
the events included in the user utterances. PA structure analysis does not need
predefined slots because it is a domain-independent process to extract dependency
structures of predicates and arguments included in texts. Moreover, PA structures
are effective features for generating a reflective response or action based on the
user utterance because it extracts more detailed contents of the user utterance
compared to the dialogue act.

For multimodal dialogue systems such as the system in Chap. 6, the system
needs to analyze the events of the situation surrounding the user using the SU
module. In this dissertation, the events of the situation surrounding the user
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Figure 3.2.: Parsing predicate-argument structure from user utterance

Figure 3.3.: User’s event recognition with image recognition

represent the texts (description) that describe the user and its surrounding situ-
ation such as “the user in the kitchen has a glass.” or “the user is sitting on the
sofa.” Although the user does not verbalize these events, the system can recog-
nize them with an image recognition model [88, 97] as shown in Figure 3.3. The
system can extract PA structures using the PA structure analyzer if the texts are
sentences. The system in this dissertation does not use the PA structure ana-
lyzer to recognize the descriptive events because they are words such as “glass”
or “sitting.”

3.2. Dialogue Management
This module defines the system’s next action based on the user utterance and
the surrounding situation which were analyzed by the SU module. This action
decision has multiple granularities. For a dialogue robot equipped with a mobile
manipulator, it has to decide whether to talk with the user or operate something
with the manipulator. When the robot chooses to talk with the user, it has to
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decide the dialogue act for the response generation because the system response
is categorized into a dialogue act such as a question or back-channeling [17, 18].
When the robot chooses the manipulator operation, it has to decide the rough
action category such as bringing something or putting something away. The DM
module decides the system action based on the dialogue contexts if the system
talks with the user over multiple turns.

The dialogue management based on action decision is effective for task-oriented
dialogue systems [31, 33, 110, 113] because system actions can be categorized as
user utterances are categorized. For example, if the user utterance is a question,
the system can decide the rough action such as providing information to guarantee
that the system selected the appropriate action at least on the rough category
level. The system needs to convert the action category into the specific response
or action using a rule-based model or a response generation model [46] of the RG
module because the action category of the DM module is a rough category.

The systems of Chap. 5 and Chap. 6 are categorized into the DM module be-
cause they select reflective action categories on the task-oriented dialogues. When
the user says “I’m exhausted.” as shown in Figure 3.4, the systems define reflec-
tive action categories, such as suggesting going to a cafe if the user is exhausted
while sightseeing, or bringing a snack if the user is sitting on the sofa in a living
room. We developed architectures that do not only learn the correspondence
between user utterances and system actions with End-to-End learning, but also
utilize user events, such as PA structures included in the user utterances or the
situation surrounding the user, to select the reflective actions. Specifically, we
tested the effectiveness of a model that learns action selection with event causality
knowledge between the user utterances and the systems responses, and a model
that integrates the user utterances and the events surrounding the user.

3.3. Response Generation
This module traditionally converts rough action categories defined by the DM
module into specific system responses or actions. Recent End-to-End dialogue
systems using neural networks [58, 104] integrate the SU, DM and RG modules
and directly generate system responses with statistical methods as shown in Fig-
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Figure 3.4.: Action decision based on user’s event

ure 3.5. These architectures are also effective for the task-oriented systems that
assume ambiguous user requests studied in Chap. 5 and Chap. 6 because they do
not require the detailed definition of slots for the SU and DM modules.

The End-to-End architecture is adopted by existing task-oriented dialogue sys-
tems that treat user requests which are not always clear [48,59,75]. They assume
that the system can still make recommendations even if the user lacks a specific
request, in particular, dialogue domains such as movies or music. On the other
hand, the systems of Chap. 5 and Chap. 6 focus on conversational utterances or
monologues, which can trigger reflective actions from the system. Note that the
systems of Chap. 5 and Chap. 6 are categorized into the DM module because
they focus on action decisions rather than response generation.

Multimodal dialogue systems and robots generate responses and actions based
not only on the user utterance but also on the image or other modals [7,37,54,100].
The systems have to integrate linguistic and visual information because they
cannot generate appropriate responses based solely on the user utterances in the
tasks. The system of Chap. 6 integrates the user utterances and the images that
represent the surrounding situations to select the reflective actions. Note that the
system is categorized into the DM module because it selects the action categories.

The response re-ranking of Chap. 4 is postprocessing for responses generated
by a response generation model. Although postprocessing such as re-ranking has
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Figure 3.5.: End-to-end response generation

Figure 3.6.: Response re-ranking based on user’s event

the disadvantage of increasing the complexity of the system architecture, it has
the advantage that we do not need to collect a corpus according to the re-ranking
criteria. For example, the response generation based on the coherency of PA
structures requires a large corpus if it learns coherent response generation with
the End-to-End architecture. It is expensive to collect a large corpus for non-task-
oriented dialogues that meet certain criteria. In contrast, the response re-raking
does not require a new corpus because it re-ranks the responses generated by a
response generation model which was trained with an existing corpus. Therefore,
this dissertation aims to generate reflective responses with high dialogue continu-
ity for a non-task-oriented dialogue system by re-ranking responses based on the
coherency of events (PA structures) analyzed using the SU module, as shown in
Figure 3.6.
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4. Non-task-oriented Response
Re-ranking Based on
Coherency of Sequential
Events

This chapter investigates the non-task-oriented dialogue system that generates
reflective responses with high dialogue continuity. We propose methods that re-
rank response candidates using event causality knowledge or Coherence Model
based on coherency between PA structures (events) of user utterances and sys-
tem responses. We generalize the event causality knowledge with distributed
representation to establish the robust matching of the causality knowledge. We
evaluate the performances of the proposed methods on dialogue continuity using
automatic and human evaluations. In addition, we conduct various analyses for
the relation of dialogue continuity and coherency of responses.

4.1. Response Re-ranking Based on Sequential
Events

Figure 4.1 shows an overview of the proposed re-raking method based on the
coherency of events. The re-raking method consists of two parts. First, N -
best response candidates are generated from an NCM given a dialogue context
(Figure 4.1 1⃝; Section 4.1.1). Next, response candidates are re-ranked based on
the coherency of events (Figure 4.1 2⃝). We proposed two different methods for
this re-ranking. The first re-ranking method uses event causality pairs [93, 94]
that are statistically extracted as the external knowledge for coherency of events
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Figure 4.1.: Neural conversational model+re-ranking; Selects the response based
on knowledge that I be exhausted and relax have a causality relation.

(Section 4.1.2). The second re-ranking method estimate coherency of events and
whole dialogues using Coherence Model (Section 4.1.3).

4.1.1. Neural Conversational Model (NCM)

NCM learns a mapping between input and output word sequences by using recur-
rent neural networks (RNNs). NCMs can generate N -best response candidates by
using beam search or sampling [68]. We used N -best response candidates using
beam search for the re-ranking.

4.1.2. Re-ranking Utilizing Event Causality Pairs

This study deals with two different definitions of coherency. The first definition
is coherency between events included in dialogue contexts and responses. Based
on this definition, for example, the coherency is high when an event be stressed
out is included in a dialogue context and an event relieve stress is included in
a response. The second definition is coherency of responses to whole dialogue
contexts. Based on this definition, for example, the coherency is high when “I
am stressed out.” is the dialogue context and “You are better to relieve stress” is
the response.

Our methods re-rank response candidates based on the hypothesis that if a
response includes a coherent event to the dialogue context, then the response
has high coherency and high dialogue continuity. Based on the coherency of
sequential events in a dialogue, the response can be regarded as coherent if it has
any causality relation with the dialogue context. We propose the method utilizes
event causality relations based on PA structures. First, the method extracts
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Figure 4.2.: Re-ranking using the event causality pairs; The response is selected
by the re-ranking because it has the event causality relation (I be
exhausted → relax) with the dialogue context.

Table 4.1.: Example of event causality relations
predicate 1 argument 1 predicate 2 argument 2 lift

be stressed out I relieve stress 10.02

events (PA structures) by an event parser from both the dialogue context and the
response candidates (Figure 4.2 2⃝-1). We used KNP∗ [50,90] as the event parser.
Next, the extracted events are converted into distributed event representations
by an event embedding model (Figure 4.2 2⃝-2; Section 4.1.2). RFTM is used
for the embedding. Finally, response candidates are re-ranked (Figure 4.2 4⃝;
Section 4.1.2 and 4.1.2).

Causality Pairs

The proposed method uses event causality pairs. Events in a pair, which have
cause-effect relations, are extracted from a large-scale corpus on the basis of
co-occurring statistics and case frames [93, 94]. 420,000 entries are extracted
from 1.6 billion texts: each entry consists of information denoted in Table 4.1.

∗http://nlp.ist.i.kyoto-u.ac.jp/?KNP
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Predicate 1 and argument 1 are components of a cause event, and predicate 2 and
argument 2 are components of an effect event. Each event consists of a predicate
and arguments. The predicate is required, and the argument is optional. We
used arguments that have the following roles: nominative, accusative, dative,
instrumental, and locative cases. lift is the mutual information score between
two events [93], which indicates the strength of the causality relation. p(e) is the
occurrence probability of events in Web texts, and p(eh, er) is the co-occurrence
probability of two events. eh is an event of a dialogue context, and er is an event
of a response candidate.

lift(eh, er) = p(eh, er)
p(eh)p(er)

. (4.1)

Using lift, we propose a score for re-ranking as,

score(h, r) = max
<eh,er>

log2 P(r | h)(
log2 lift(eh, er)

)λ . (4.2)

P(r | h) is the posterior probability of the response candidate r provided by NCM
for the dialogue context h. λ is a hyperparameter to decide the weight of event
causality relations. lift(eh, er) is the lift score between an event eh in the dialogue
context, and an event er in the response candidate, which is equal to 2 if the pair
does not appear in the extracted event causality pairs. Note that lift(eh, er) is
log-scaled (Pointwise Mutual Information between the events) because it has a
wide range of values (10 < lift(eh, er) < 10, 000). In the case where more than
one event causality relations are recognized between the dialogue context and
the response candidate, the score of the candidate is determined by the relation
with the highest lift(eh, er). Since the value range of log2 P(r | h) is (−∞, 0],
the larger the lift value, the larger the re-ranking score. We call this model
Re-ranking (Pairs).

Distributed Event Representation Based on Role Factored Tensor
Model (RFTM)

It is difficult to determine all event causality relations in a dialogue by using only
the pairs observed in an actual corpus. Therefore, we introduce a distributed
event representation to improve the robustness of matching events in dialogue
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Figure 4.3.: Predicate embedding

with events in the event causality pairs. We define an event with a single predicate
or a pair of a predicate and arguments. Argument a of an event is embedded into
a vector as va by using GloVe [86]. Predicate p of an event is embedded into
a vector as vp by using predicate embedding which is based on case-unit Skip-
gram [72–74]. Figure 4.3 shows the model architecture of predicate embedding.
The model learns predicate vector representations which are good at predicting
its arguments. To get an event embedding for the pair of vp and va, we propose
to use RFTM, which was proposed by [106]. RFTM embeds a predicate and its
arguments into vector ve as,

ve =
∑

a

WaT (vp, va). (4.3)

The relation of a predicate and its arguments is computed using a 3D tensor T

and matrices Wa. If the event has no arguments, ve is substituted by vp. RFTM
is trained to predict an event sequence; thus, it can represent the meaning of the
event in a particular context. As with the distributional hypothesis of words, it
assumes that events appearing in similar contexts have similar meanings. Thus,
events with similar contexts are embedded in close locations in the distributed
representation space.
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Figure 4.4.: Matching of event causality relations; The lift of the causality (be
exhausted → relax) is calculated based on the lift of the causality (be
stressed out → relieve stress) that has the highest cosine similarity.

Causality Relation Matching Based on Distributed Event
Representation

Figure 4.4 illustrates the process of matching events based on distributed event
representation. Given an event pair from a response candidate and a dialogue
context, the proposed method finds an event causality pair that has the highest
cosine similarity from the pool. liftemb score, strength of the event causality
relation, is extended as,

liftemb(eh, er) =
lift(ec, ee) ∗ mean

(
sim(veh, vec), sim(ver, vee)

)
. (4.4)

eh is an event in the dialogue context, er is an event in the response candidate. ec

and ee are a cause and an effect event of an event causality pair, respectively. veh,
ver, vec and vee are vectors of each event. sim is the cosine similarity between
the vectors. mean is a process to calculate the mean value. We also calculate
the score for the case in which the cause and effect events are exchanged to deal
with the inverse case. The method has a possibility to overgeneralize events
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such as dealing with catch a cold and wake up as the same event. To avoid this
problem, both sim values have a threshold to prevent overgeneralization. If the
sim value of an event pair is lower than the threshold, the event pair is not used
for re-raking. The event pair ec, ee used as an alternative to eh, er is selected
to have the highest mean

(
sim(veh, vec), sim(ver, vee)

)
. Replacing lift(eh, er) in

Eq. (4.2) with liftemb(eh, er), the score using distributed event representation is
defined as,

score(h, r) = max
<eh,er>

log2 P(r | h)(
log2 liftemb(eh, er)

)λ . (4.5)

As with Re-ranking (Pairs), in the case where more than one event causality
relations are recognized between the dialogue context and the response candi-
date, the score of the candidate is determined by the relation with the highest
liftemb(eh, er). We call this model Re-ranking (RFTM).

4.1.3. Re-ranking Utilizing Coherence Model

Although event causality is important to estimate coherency, we expect that var-
ious other factors, such as content words and functional words, contribute to
response coherency. For example, when a dialogue context is “I am stressed out.”
and a response is “I want to relieve stress,” the response coherency is not high
although the event in the response is coherent to the dialogue context. In addi-
tion, the event causality pairs used in this study were extracted using a statistical
method, and not all of them were established as event causality relations. Thus,
we propose a re-ranking method that evaluates the coherency of event pairs and
whole responses by utilizing Coherence Model. As with the re-ranking methods
using event causality pairs, this re-ranking method extracts events in a dialogue
using the event parser (Figure 4.5 2⃝-1). Next, given the extracted events, the
dialogue context, and the response candidates, Coherence Model estimates co-
herence scores of the response candidates to the dialogue context (Figure 4.5
2⃝-2; Section 4.1.3). Finally, the response candidates are re-ranked based on the

coherence scores (Figure 4.5 2⃝-3; Section 4.1.3).
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Figure 4.5.: Re-ranking using Coherence Model; The response is selected based
on coherency of the events (I be exhausted and relax) and the whole
dialogue.

Coherence Estimation of Dialogue Based on Coherence Model

The re-raking method utilizes Coherence Model [109] to estimate the coherency
of response candidates to dialogue contexts. The model detects whether a sub-
sequent sentence to the preceding text is a continuous sentence or a randomly
substituted sentence. In this study, Coherence Model is used to estimate the
coherency of the response candidates to the dialogue context. Figure 4.6 shows
positive/negative examples used for training the model. The positive example is
the pair of the dialogue context and the response that have the causality rela-
tion. As with Re-ranking (Pairs), the event causality pairs [93, 94] are used for
matching of causality relations. The negative example is the reversed order of
the positive example, i.e., the response is replaced with an utterance in the dia-
logue context that has a causality relation with the response. We expect that the
method estimates a high coherence score only for response candidates for which
both the included events and the overall meaning are coherent to the dialogue
context. Figure 4.7 overviews the model architecture. This model converts the
dialogue context h and the response candidate r into distributed representations
vh and vr using BERT [28]. In addition, the event pair eh and er, which is ex-
tracted from the dialogue context and the response candidate, is converted into
distributed representations veh and ver using RFTM. Only event pairs with co-
sine similarity greater than a threshold are used for re-ranking. We expect that
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Figure 4.6.: Positive/negative examples used to train Coherence Model; Although
the event of the negative example response (I be exhausted; cause)
is coherent to the event of the dialogue context (relax ; relax), the
response itself is not coherent to the dialogue context.

the model weights sequential events because RFTM learns to increase the cosine
similarity between sequential events. Based on the distributed representations,
the coherence score coh of the response candidate is calculated as,

coh(vh, vr, veh, ver) = σ
(
Wv + b

)
. (4.6)

v = [vh; vr; vh − vr; |vh − vr|; vh ∗ vr

; veh; ver; veh − ver; |veh − ver|; veh ∗ ver]. (4.7)

σ is a sigmoid function, W, b are a parameter matrix and a parameter bias, respec-
tively. [; ] represents concatenation of vectors, ∗ represents element-wise product.
In the case where more than one event causality relations are recognized between
the dialogue context and the response candidate, the score of the candidate is
determined by the relation with the highest cosine similarity. If the similarity
scores of all the causality relations are lower than the threshold, the coherence
score is regarded as 0. Multi-layer perceptron (MLP) is used to calculate the
coherence score as shown in Figure 4.7. Using the positive example xi

+ and the
negative example xi

− in the training data, the loss function for learning Eq. (4.6)
as Margin Ranking Loss is defined as,

Loss(xi
+, xi

−) = max
(
0, −(f(xi

+) − f(xi
−)) + 0.5

)
. (4.8)

f(xi
+), f(xi

−) are the coherence scores which the model estimates. Eq. (4.8) is
0 when f(xi

+) − f(xi
−) ≥ 0.5. We expect that the model estimates high coher-
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Figure 4.7.: Calculating the coherence score using Coherence Model
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ence scores for coherent pairs of dialogue contexts and response candidates and
low coherence scores for non-coherent pairs of dialogue contexts and response
candidates by training the model with the loss function. If the coherence score
(0 ≤ coh ≤ 1) of the response candidate is greater than 0.5, the response can-
didate is regarded as coherent to the dialogue context. The re-ranking score is
calculated as,

score(h, r) =
(
1 − coh(vh, vr, veh, ver)

)
log2 P(r | h). (4.9)

As with Eq. (4.2)(4.5), since the value range of log2 P(r | h) is (−∞, 0], the
larger the coherence score, the larger the re-ranking score. We call this model
Re-ranking (Coherence).

4.2. Experiments
We evaluate the proposed re-ranking methods for response candidates. We test
the hypothesis that the coherency of sequential events improves the coherency of
responses to dialogue contexts, resulting in an improvement of dialogue continu-
ity. We conducted automatic and human evaluations to compare responses with
and without the re-ranking. In human evaluation, we evaluate the coherency
and dialogue continuity of response candidates to dialogue contexts. We used
Encoder-Decoder with Attention (EncDec) [8, 67] and Hierarchical Recurrent
Encoder-Decoder (HRED) [91, 95] to generate the response candidates. While
HRED tries to generate more coherent responses to dialogue context than a simple
Encoder-Decoder, the diversity of responses is small due to context constraints.
We collected 2,072,893 dialogues from Japanese micro blogs (Twitter) to train
and test the response generation models. One utterance in the micro blogs is re-
garded as one turn, and the number of turns is regarded as a series of utterances.
The average dialogue turn was 13.50, and the average utterance length was 22.52
words. We removed emoticons from utterances to reduce vocabulary size and
accelerate the training. The dialogue corpus was split into 1,969,626, 51,573, and
51,694 dialogues as training, validation, and test data, respectively. We used the
Japanese data from a Wikipedia dump† for training GloVe and predicate word

†The latest version on November 2nd, 2018.
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embeddings of RFTM, and the Maichichi newspaper dataset 2017‡ and the train-
ing data of the micro blogs for training RFTM. We used a pre-trained BERT§

for Coherence Model. The training data of the micro blogs was used to train
Coherence Model.

4.2.1. Model Configuration

The hidden unit sizes of GloVe [86], predicate embedding, and RFTM [106] were
set to 100. The hidden unit size of BERT of Coherence Model was set to 768,
and the number of hidden layers of MLP was set to 1. We used gated recurrent
units (GRUs) [25, 26] whose number of layers was 2 and hidden unit size was
256, for the encoder and decoder of the NCMs. The batch size was 100, the
dropout probability was 0.1, and the teacher forcing rate was 1.0. We used
Adam [52] as the optimizer. The gradient clipping was 50, the learning rate
for the encoder and the context RNN of HRED was 1e−4, and the learning rate
for the decoder was 5e−4. The loss function was inverse token frequency (ITF)
loss [77]. We used sentencepiece [53] as the tokenizer, and the vocabulary size
was 32,000. The dialogue data has an average dialogue length of 13.50 turns,
but the topic shifts between distant utterances, reducing relevance. NCM cannot
take too long contexts as input due to RAM size limitation. In this study, the
maximum dialogue context for response generation and re-ranking was the past
three utterances. These settings were the same in all models. When multiple
utterances were input into EncDec, they were combined with a special token </s>
indicating the end of a sentence and input as a single utterance. When multiple
utterances are input into HRED, each utterance is encoded by Utterance Encoder,
and then the entire dialogue context is encoded by Context Encoder [91,95].

Repetitive suppression [77] was used during generation to prevent the same
tokens from being output repeatedly, and length normalization [68] was used to
prevent only short responses from being output. λ of Eq. 4.2 and Eq. 4.5 was set
to 1.0. We set the threshold, which is for the cosine similarity of the matching of
event causality relations based on distributed representation and event pairs of
Coherence Model, to 0.9 heuristically.

‡http://www.nichigai.co.jp/sales/mainichi/mainichi-data.html
§http://nlp.ist.i.kyoto-u.ac.jp/index.php?BERT日本語 Pretrainedモデル
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Table 4.2.: Diversity of N -best response candidates
Ave.dist-1 Ave.dist-2

EncDec 0.55 0.69
HRED 0.46 0.58

4.2.2. Diversity of Response Candidates

We investigated the internal diversity of N -best response candidates generated
from each dialogue model. It is expected that the higher diversity is, the more
effective re-ranking is. We evaluated diversity on the test data by dist-1, 2 [58].
The beam width was set to 20; it is the same in the following experiments. The
result is shown in Table 4.2: Ave.dists are averages of dist computed internal N -
best response candidates. The diversity of EncDec is higher than that of HRED.

4.2.3. Automatic Evaluation

Evaluation Metrics

We calculated the ratios of re-ranked response candidates (re-ranked) to estimate
how much the re-ranking methods work. We compared the results by referring
to BLEU [84], NIST [30], and three vector-based metrics (greedy, average, ex-
trema) [35, 62]. BLEU represents N -gram agreements with the reference. NIST
is based on BLEU, but heavily weights less frequent N-grams to focus on content
words. greedy, average, and extrema compute the similarity between sentence
vectors of a reference and a generated response. The similarity GM in greedy
is computed by greedily matching the GloVe word vector gew of words in the
reference and the generated response, respectively, as,

G(s, ŝ) =
∑

w∈s maxŵ∈ŝ sim(gew, geŵ)
|s|

(4.10)

GM(s, ŝ) = G(s, ŝ) + G(ŝ, s)
2

. (4.11)

s and ŝ are the reference and the generated response, respectively. sim is cosine
similarity. The similarity in average is computed based on the cosine similarities
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of the sentence vectors of the reference and the generated response. The sentence
vector ges is computed by averaging the GloVe word vectors as,

ges =
∑

w∈s gew

|s|
. (4.12)

As with average, the similarity in extrema is computed based on the cosine sim-
ilarities of the sentence vectors. The sentence vector is computed by taking the
extreme values of the GloVe word vectors in each dimension d as,

gesd =

maxw∈s gewd if gewd > | minw′∈s gew′d|

minw∈s gewd otherwise
. (4.13)

gesd and gewd denote the d-dimensional elements of ges and gew, respectively.
We also used dist-n [58], Pointwise Mutual Information (PMI) [78] as evaluation
metrics. dist-n and PMI represent response diversity and coherency, respectively.
PMI of the response and the dialogue context is computed as,

PMI = 1
#wr

#wr∑
wr

max
wh

PMI(wr, wh). (4.14)

wr and wh are words in the response and the dialogue context, respectively. The
corpus used to compute PMI is identical to the NCM training data.

Comparistion with Automatic Evaluation

Table 4.3 and 4.4 show the comparison results of responses with and without the
re-raking on all of the test data. The method names from left to right indicate
NCMs and the re-ranking methods. 1-best indicate the baseline NCMs that do not
re-rank response candidates. Re-ranking (Pairs), Re-ranking (RFTM), and Re-
ranking (Coherence) indicate the re-ranking using only the event causality pairs,
the re-ranking using the event causality pairs and RFTM, and the re-ranking
using Coherence Model, respectively.

The ratios of the re-ranked response candidates are around 10% on Re-ranking
(Pairs) and Re-ranking (Coherence), indicating that the effects of the re-ranking
methods are limited. The ratio was improved to 30% by the model that general-
izes events with distributed representations of RFTM. NIST, dist-2 and PMI are
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Table 4.3.: Automatic evaluation results for all the test data (1)
Method Evaluation
NCM re-ranking re-ranked (%) BLEU NIST greedy average extrema
reference - - - - - - -

EncDec

1-best - 1.19 0.12 0.46 0.56 0.46
Re-ranking (Pairs) 3,384 (9.80) 1.19 0.12 0.46 0.56 0.46
Re-ranking (RFTM) 11, 412(33.06) 1.38 0.22 0.45 0.55 0.45
Re-ranking (Coherence) 2,972 (8.61) 1.21 0.16 0.47 0.57 0.46

HRED

1-best - 1.58 2.64 0.44 0.56 0.45
Re-ranking (Pairs) 2,608 (7.56) 1.56 2.62 0.44 0.56 0.45
Re-ranking (RFTM) 11,247 (32.59) 1.57 2.73 0.44 0.56 0.45
Re-ranking (Coherence) 3,245 (9.40) 1.53 2.61 0.45 0.56 0.46

Table 4.4.: Automatic evaluation results for all the test data (2)
Method Evaluation
NCM re-ranking dist-1 dist-2 PMI
reference 0.09 0.43 2.26

EncDec

1-best 0.06 0.10 1.62
Re-ranking (Pairs) 0.06 0.11 1.66
Re-ranking (RFTM) 0.07 0.14 1.92
Re-ranking (Coherence) 0.06 0.11 1.68

HRED

1-best 0.08 0.19 1.60
Re-ranking (Pairs) 0.08 0.19 1.63
Re-ranking (RFTM) 0.08 0.20 1.75
Re-ranking (Coherence) 0.08 0.19 1.64

most improved by Re-ranking (RFTM), indicating that the vocabulary is diverse
and related to the dialogue contexts. Note that although the scores of BLEU and
NIST are low for all methods, the scores of evaluation methods based on simi-
larity with reference responses tend to be low because the appropriate responses
are diverse in non-task oriented dialogues [62].

Automatic Evaluation Results per Re-ranking Method

In Table 4.3 and 4.4, the performances of all of the methods on the majority of the
test data are computed for the same responses as before re-ranking. It is difficult
to evaluate only from the results of Table 4.3 and 4.4 how much each re-ranking
method improves performances. Based on the performances only for the data
that each re-ranking method re-ranked responses, we analyzed the characteristics
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of the data to be re-ranked by each method and the evaluation metrics that are
improved by each method. Although EncDec is potentially better for re-ranking
because it has higher diversity within the N -best responses in Table 4.2, HRED
has higher performances at 1-best in the automatic evaluation. In this study,
we used HRED, in which 1-best without re-ranking is a stronger baseline, and
compared it to each proposed re-ranking method.

The results are shown in Table 4.5, 4.6 and 4.7. In the re-ranking using only the
event causality pairs in Table 4.5, all the similarity scores with the references such
as BLEU and NIST decreased from the values before re-ranking, while dist-2 and
PMI improved. In particular, PMI is slightly higher than that of the references,
indicating that the words in the responses are related to the dialogue contexts.
In the re-ranking using the event causality pairs and RFTM in Table 4.6, PMI
and NIST improved, indicating that the methods selected the low-frequent words
related to the dialogue contexts. In the re-ranking using Coherence Model in
Table 4.7, although BLEU, NIST, and dist decreased, the vector-based similarity
metrics (greedy, average, extrema) improved. PMI is the highest value among the
three re-ranking methods, and the difference from the value of the references is
larger than the value in Table 4.5. Comparing the 1-best values in Table 4.7 with
the values in Table 4.5 and 4.6 shows that the similarity scores and PMI are high
before re-ranking. In other words, the re-ranking using Coherence Model can
detect dialogues in which the response generation model can generate responses
similar to the references compared to the other re-ranking methods. In addition,
the method can improve the similarity of the responses in the distributed repre-
sentation. We expect that the reason for the large improvements of PIM in all
of the re-ranking methods is the fact that the event causal pairs are extracted
based on the co-occurrence of the PA structures, and that the co-occurrence con-
tributes to the improvement of PMI. Note that since the event causality pairs are
also used for training RFTM of Coherence Model, Re-ranking (Coherence) also
indirectly refers to the event causality pairs. Although the improvement of PMI
suggests that the methods selected the responses that include the words related
to the dialogue contexts, human evaluation is necessary to evaluate naturalness
and dialogue continuity. In the next section, we conduct a human evaluation.
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Table 4.5.: Automatic evaluation results; HRED with Re-ranking (Pairs); 2,608
dialogues

Method Evaluation (±%)
BLEU NIST greedy average extrema dist-1 dist-2 PMI

reference - - - - - 0.25 0.67 2.33
1-best 1.00 2.55 0.49 0.62 0.51 0.22 0.38 1.92
Re-ranking 0.67 2.31 0.49 0.62 0.50 0.21 0.39 2.34

(-32.69%) (-9.66%) (±0%) (±0%) (-0.84%) (-4.55%) (+1.45%) (+21.86%)

Table 4.6.: Automatic evaluation results; HRED with Re-ranking (RFTM);
11,247 dialogues

Method Evaluation (±%)
BLEU NIST greedy average extrema dist-1 dist-2 PMI

reference - - - - - 0.15 0.54 2.32
1-best 0.89 2.19 0.46 0.58 0.46 0.13 0.27 1.62
Re-ranking 0.84 2.46 0.45 0.58 0.47 0.12 0.28 2.10

(-5.87%) (+12.28%) (-0.28%) (±0%) (+0.68%) (-1.30%) (+3.50%) (+29.75%)

4.2.4. Human Evaluation

Although the proposed method improved the word coherency of the responses in
the automatic evaluation, it is difficult to evaluate the performance of the dia-
logue system only with the automatic evaluation [62]. We evaluated coherency,
naturalness, and dialogue continuity of the responses selected by the proposed
methods by comparing the baseline model and the proposed methods on human
evaluation. In order to reduce the workload of the workers, dialogues that re-
quires prerequisite knowledge to understand the content, such as dialogues about
social games that are generally not well-known, were manually removed from
the evaluation. We used crowdsourcing for the human evaluation. Ten crowd-
workers compared responses and selected from three options, either one of the
two responses or “neither” in the following three subjective criteria. The first one
is “which response is more related to the dialogue context (coherency)”, which
indicates system response coherency to dialogue contexts. The second one is
“which response is more grammatically natural (naturalness)”, which indicates
the grammatical naturalness of system responses. The third criterion is “which
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Table 4.7.: Automatic evaluation results; HRED with Re-ranking (Coherence);
3,245 dialogues

Method Evaluation (±%)
BLEU NIST greedy average extrema dist-1 dist-2 PMI

reference - - - - - 0.20 0.59 2.29
1-best 2.50 4.94 0.53 0.68 0.54 0.15 0.31 2.11
Re-ranking 2.00 4.71 0.55 0.72 0.57 0.13 0.28 2.60

(-20.16%) (-4.63%) (+3.62%) (+4.95%) (+4.57%) (-13.46%) (-8.82%) (+23.39%)

response is more attractive to respond to” (dialogue continuity), which indicates
how much dialogue continuity system responses have. We were inspired to make
these criteria by those of the Alexa Prize [87]. We used 100 dialogues for each
evaluation. Note that since we used samples that different responses were se-
lected with and without re-raking, the samples were different for each re-ranking
method: the scores between different figures cannot be directly compared.

Human evaluation results are shown in Figure 4.8-4.13. We used the chi-square
test. * and ** mean that p < 0.05, and p < 0.01 for a significant difference in per-
formance. Coherency significantly decreased from 1-best on all of the re-ranking
methods. This result indicates that focusing only on event causal relations or
sequential events does not necessarily improve subjective coherency in dialogue.
However, PMI increases in Table 4.5-4.7, suggesting that word-level coherency
improved. These results indicate that word-level coherency is not sufficient for
users to recognize a response as coherent, and that the first hypothesis “Improving
coherency based on words does not necessarily contribute to greater coherency
in human evaluations.” in Chap. 1 is valid. Comparing the different re-ranking
methods, the responses selected by Re-ranking (Coherence) have the highest co-
herency, indicating that Re-ranking (Coherence) has a higher ability to detect
response coherency than the other re-ranking methods.

On the other hand, dialogue continuity is significantly improved by Re-ranking
(RFTM). Comparing the different re-ranking methods, the responses selected
by Re-ranking (RFTM) and Re-ranking (Coherence) have the highest dialogue
continuity, indicating that the improvement of coherency of events and words
contributes to the improvement of dialogue continuity.
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Figure 4.8.: Human evaluation results; 1-best v.s. Re-ranking (Pairs)

Figure 4.9.: Human evaluation results; 1-best v.s. Re-ranking (RFTM)

Naturalness decreased on all of the re-ranking methods. This is because the
Decoder of the neural dialogue model has the role as a language model, and
the higher the rank before re-ranking, the higher the likelihood of the response
in terms of the language model. Comparing the different re-ranking methods,
Re-ranking (Coherence) has the highest naturalness. This is because Re-ranking
(Coherence) deals with the coherency of the entire responses to the dialogue
contexts, and detects the plausibility of the generated responses to the contexts.

The human evaluation results revealed that although responses with low nat-
uralness are regarded as also having low coherency, dialogue continuity improves
even if coherency and naturalness are low. To analyze these results in detail, we
examine the correlations between the evaluation criteria in the next section.
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Figure 4.10.: Human evaluation results; 1-best v.s. Re-ranking (Coherence)

Figure 4.11.: Human evaluation results; Re-ranking (Pairs) v.s. Re-ranking
(RFTM)

Figure 4.12.: Human evaluation results; Re-ranking (Pairs) v.s. Re-ranking (Co-
herence)
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Figure 4.13.: Human evaluation results; Re-ranking (RFTM) v.s. Re-ranking
(Coherence)

4.2.5. Correlation Analysis for Human Evaluation Results

The re-ranking method that focuses on the coherency of sequential events im-
proved dialogue continuity but decreased coherency on the human evaluation.
The results seem contradictory. To compute the correlation between coherency,
naturalness, and dialogue continuity on the human evaluation, we made confu-
sion matrices of the criteria and computed Cramér’s V (0 ≤ V ≤ 1). We analyzed
each 100 dialogues on Figure 4.8-4.10. There are 300 dialogues in total. The
Fleiss’ Kappa value, which represents the agreement between workers, was 0.20.
The confusion matrices and Cramér’s V are shows in Table 4.8-4.10. The coef-
ficients of association between coherency and naturalness, and between dialogue
continuity and coherency are 0.20, indicating that the contribution of coherency
to dialogue continuity is not high in the human evaluation. The coefficient of
association between naturalness and dialogue continuity is 0.52, which is also
not high. These results support the second hypotheses “Coherency and dialogue
continuity in human evaluation have a low correlation.” in Chap. 1.

The following dialogue is an example that coherency decreased but dialogue
continuity improved by re-ranking in the human evaluation. The texts in square
brackets are the event pairs used for re-ranking. The event pairs connected with
→ represent event causality relations.

Dialogue 1:
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Table 4.8.: Confusion matrix (coherency-naturalness); V = 0.20
Coherency \ Naturalness 1-best neither Re-ranking Total
1-best 518 439 216 1,173
neither 179 473 204 856
Re-ranking 225 363 383 971
Total 922 1,275 803 3000

Table 4.9.: Confusion matrix (naturalness-dialogue continuity); V = 0.52
Naturalness \ Dialogue continuity 1-best neither Re-ranking Total
1-best 623 174 125 922
neither 186 831 258 1,275
Re-ranking 87 129 587 803
Total 896 1,134 970 3,000

Table 4.10.: Confusion matrix (dialogue continuity-coherency); V = 0.20
Dialogue continuity \ Coherency 1-best neither Re-ranking Total
1-best 484 185 227 896
neither 381 453 300 1,134
Re-ranking 308 218 444 970
Total 1,173 856 971 3,000

User: It’s the countryside of Tokyo. lol
System: But I envy you. Is it far from Harajuku?
User: I think I can go there in about an hour.
System (1-best): I see.
System (Re-ranking (Pairs)): Maybe we can meet.
[can go → can meet]

In the above example, the information provided (can meet) by the system seems to
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attract the user’s interest more than the simple response of 1-best. The following
dialogue is an example that dialogue continuity decreased but coherency improved
by re-ranking. The events in parentheses are the events included in the event
causality pairs. The events to the left of the parentheses represent events included
in the dialog that were regarded to be identical to the events in the parentheses
by RFTM.

Dialogue 2:

User: Go to bed. lol
System: Good morning. You woke up early.
User: Good morning... You are the one who woke up early, usually
around 9:00 a.m.
System (1-best): I wonder if it’s ok if I don’t sleep well... lol
System (Re-ranking (RFTM)): I could sleep well.
[can sleep (sleep) → go to bed (sleep)]

The response before re-ranking was a question to the user, which helped to con-
tinue the dialogue. Although the event in the response after re-ranking is coherent
to the dialogue context, the meaning of the response is the opposite. We revealed
that improving the coherency of responses does not necessarily contribute to im-
proving dialogue continuity based on the human evaluation and the case analysis.
However, as shown below, there are examples where both response coherency and
dialogue continuity improved.

Dialogue 3:

User: Good morning!
System: Good morning, I went fishing for flounder, but I was sunk.
User: Good morning. It is cold, isn’t it?
System (1-best): Good morning.
System (Re-ranking (Pairs)): Good morning. It’ s getting
cooler in the mornings and evenings.
[getting cooler → cold]
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Table 4.11.: Classification of results of PA structure analysis
Correct Wrong Total

Each 424 176 600
Both 170 130 300

We need to conduct detailed analyses for constraints and conditions that con-
tribute to improving dialogue continuity, including the coherency of events and
responses.

4.3. Case Analysis
We verified whether the proposed method improves the event-level coherency
of system responses to the dialogue contexts, resulting in improvement of the
coherency and the dialogue continuity on the human evaluation. Although the
proposed method improved the word-level coherency and the dialogue continuity,
coherency decreased on the human evaluation. We analyzed in detail the re-
ranking of responses by classifying the results of PA structure analysis and the
event pairs used for the re-ranking. In addition, we analyzed the dialogue acts
of the generated responses to clarify the correlation between the coherency and
dialogue continuity of the responses and the dialogue acts. As with Section 4.2.5,
we analyzed 300 dialogues on Figure 4.8-4.10. One worker annotated the results
of PA structure analyses, the event pairs used for the re-ranking, and the dialogue
acts.

4.3.1. Analysis for Predicate-Argument Structure Parsing
Results

We need to verify the accuracy of the PA structure analyzer because the proposed
methods utilize events that are automatically extracted using PA structure anal-
ysis. We investigated the ratios that the PA structure analyzer extracted the
correct events used for the re-ranking. Table 4.11 shows the result. Correct on
the horizontal axis indicates that the PA structure analyzer made no error for
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Table 4.12.: Classification of event pairs
Re-ranking \ Events Good Bad (Pairs) Bad (Over) Bad (Sequence) Total
Pairs 61 39 - - 100
RFTM 5 12 83 - 100
Coherence 52 - - 48 100

the events used for the re-ranking, while Wrong indicates that the analyzer made
errors. For example, there are cases in which the wrong predicate (determiner)
“scam (sagi in Japanese)” is extracted from the utterance “Ohayousagi (combina-
tion of good morning (ohayo in Japanese) and rabbit (usagi in Japanese)),” and
cases in which the case analysis is wrong, such as “Sakae goes” for the utterance
“I’m not sure if I should go to Sakae.” Each on the vertical axis is the case where
two events in an event pair are classified into correct or incorrect separately, and
Both is the case where two events are classified into correct or incorrect together.
Therefore, Both is regarded as Correct only if both events in the event pair were
extracted without error.

The percentage of cases that all events were perfectly extracted by the PA
structure analyzer is around 70% for Each and around 60% for Both, which is
not high. Note that Both is the evaluation of the analysis results for two PA
structures. In addition, the distributed representation of events used in this
study may generalize the problems such as case analysis errors.

4.3.2. Analysis for Event Pairs Used for Re-ranking

Since the proposed method is based on the coherency of event pairs, we need
to investigate the coherency of the event pairs used for the re-ranking and the
tendency of the human evaluation when coherent event pairs are used. We clas-
sified and analyzed the coherency of the event pairs used for the re-ranking, and
discussed the results of the human evaluation. Table 4.12 shows the results.
Each column indicates the coherency of the event pairs used for the re-ranking.
Good indicates that coherent event pairs were used, and Bad (Pairs) indicates
that the methods used causality relations of the event causality pairs that are
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not appropriate in the target dialogue contexts. Bad (Over) indicates that the
re-ranking method used causality relations that were overgeneralized by the dis-
tributed event representation, and Bad (Sequence) indicates that continuous but
incoherent event pairs were used. These samples are manually classified.

The ratios that coherent event pairs were used are 61% for Re-ranking (Pairs),
5% for Re-ranking (RFTM), and 52% for Re-ranking (Coherence). Figure 4.14-
4.16 shows the results of extracting the cases that coherent event pairs were used
for the re-ranking from the dialogue samples of the human evaluation on Fig-
ure 4.8-4.10. Since each sample was evaluated by ten workers, the number of
samples of Figure 4.14-4.16 are 610, 50, and 520, respectively. In Re-ranking
(RFTM), coherency, naturalness, and dialogue continuity improved when coher-
ent event pairs were used, suggesting that coherent event pairs contribute to
improving dialogue continuity. On the other hand, in Re-ranking (Pairs) and
Re-ranking (Coherence), there is no significant difference with and without re-
ranking. Table 4.5-4.7 show that the automatic evaluation scores of the 1-best
responses re-ranked by Re-ranking (RFTM) or Re-ranking (Coherence) are higher
than the scores of the 1-best responses re-ranked by Re-ranking (RFTM). In other
words, the re-ranking with coherent event pairs is ineffective when it re-ranks 1-
best responses with high automatic evaluation scores, but can improve response
coherency, naturalness, and dialogue continuity when it re-ranks responses with
low automatic evaluation scores. These results support the third hypothesis of
Chap. 1, “Improving coherency based on words, rather than coherency in human
evaluation, improves dialogue continuity in human evaluations.” to some extent.
Note that since the ratio of coherent event pairs used by the Re-ranking (RFTM)
is low (5%), we need to improve the recall of the re-ranking based on coherent
event pairs by improving the distributed event representation and the precision
of event coherency on the distributed event representation.

The following dialogues are examples that coherent event pairs were used for
the re-ranking.

Dialogue 4:

User: I can’t believe I got sick so early in the new year... I have to
get better by tomorrow or the day after tomorrow.
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Figure 4.14.: Human evaluation results where coherent event pairs were used; 1-
best v.s. Re-ranking (Pairs)

Figure 4.15.: Human evaluation results where coherent event pairs were used; 1-
best v.s. Re-ranking (RFTM)

Figure 4.16.: Human evaluation results where coherent event pairs were used; 1-
best v.s. Re-ranking (Coherence)
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System (1-best): Bless you.
System (Re-ranking (Pairs)): Are you okay? Please don’t over-
work.
[overwork → get sick]

Dialogue 5:

System: Thank you for following me. I have followed you back.
User: I’m free except for exams, so you can talk to me anytime.
System (1-best): Yes, by all means, let’s be friends.
System (Re-ranking (RFTM)): I’m totally fine with it. How
should I call you?
[talk to (talk to) → call (talk to)]

Dialogue 6:

User: Everyone should eat tasty seven-eleven donuts.
System (1-best): It’s tasty.
System (Re-ranking (Coherence)): I want to eat chocolate
chip.
[eat donuts, want to eat chocolate chip]

In the above examples, the coherent responses were selected by the re-ranking
using the coherent event pairs. On the other hand, there are examples that in-
coherent responses were selected as shown in Table 4.12. We found cases where
incoherent event pairs were used as shown in Dialogue 7, and cases where re-
sponses were unnatural even when coherent event pairs were used as shown in
Dialogue 8.

Dialogue 7:

System: Let’s go to Korean BBQ.
User: I want to go· · ·
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System (1-best): I will go.
System (Re-ranking (RFTM)): Let’s go to a Korean BBQ restau-
rant.
[want to go (go to karaoke) → go to a restaurant (go to hot spring)]

Dialogue 8:

System: Get over your cold. Let’s go when you’re better.
User: I’ve had a cold for about three weeks.
System (1-best): Bless you.
System (Re-ranking (Coherence)): I’m getting over a cold.
[have a cold, get over a cold]

The event causality relation in Dialogue 7 is obtained by generalizing go to hot
spring with go to a restaurant, indicating that we need to control overgener-
alization. For Dialogue 8, the response became unnatural due to selecting the
event representing the passage of time, although the coherency between events
improved. One possible solution is selecting a natural response using multi-hop
causality such as have a cold → want to get over a cold → bless you.

4.3.3. Analysis for Dialogue Act of Response

Dialogue act is tags that indicate intentions of speakers and functions of responses
in dialogues [17, 18]. We reveal the differences in the functions of the responses
before and after the re-ranking, and the differences of the human evaluation
scores before and after the re-ranking, by analyzing the correlation between the
changes in the dialogue acts of the responses and the human evaluation scores.
We annotated dialogue acts based on the dialogue act tag set [111] that is the
extended tags of ISO-24617-2 [17,18]. Table 4.13 shows the dialogue act tag set.

Table 4.14 shows the differences in the dialogue acts before and after the re-
ranking. The dialogue acts of about half of the responses changed by all of
the re-ranking methods. In order to confirm whether the re-ranking methods
change particular dialogue acts into other acts, we computed Cramér’s V from the

57



Table 4.13.: Dialogue act tag set
Information seeking (IS) Seeking information with questions.
Information providing (IP) Providing new information or informa-

tion that was asked by the interlocutor.
Commissive (CO) Proposing or promising something to the

interlocutor.
Directive (DI) Asking the interlocutor to do something.
Auto/allo-feedback (AA) Expressing understanding to the inter-

locutor with auto/allo-feedback.
Own/partner comm. man. (CM) Supplementing or correcting the con-

tents of the utterance of the speaker or
the interlocutor.

Discourse structure man. (DS) Clarifying the content of what the
speaker is going to say.

Social obligations man. (SO) Social utterances such as greetings, self-
introductions, appreciations, and apolo-
gies.

Table 4.14.: Number of different dialogue acts before and after re-ranking (100
dialogues)

Re-ranking Number Cramér’s V

Pairs 60 0.30
RFTM 59 0.33
Coherence 51 0.38

confusion matrix of the dialogue acts before and after the re-ranking. Table 4.14
shows all of the coefficients of association were less than 0.4, indicating that
the correlations between the dialogue acts before and after the re-ranking are
not high, and that there is no strong tendency in the change of dialogue acts
by the re-ranking. Table 4.15-4.17 show the results of analyzing whether the
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human evaluation scores changed when the dialogue act changed. Note that the
total number of each dialogue act is 100 because one dialogue act is assigned to
each response, while the total number of each human evaluation metric is 1,000
because ten workers evaluate each response in the human evaluation. The tables
show that all of the coefficients of association were less than 0.4, indicating that
the correlations are not high. In other words, although the human evaluation
scores can change when dialogue acts change as shown in Dialogue 1 and 2 in
Section 4.2.5, we did not observe any strong tendency of the change of the human
evaluation scores by the change of particular dialogue acts to other acts.

4.4. Conclusion
We proposed the methods for re-ranking N -best response candidates generated
by an NCM based on the coherency of sequential events. The methods select
response candidates that are coherent to dialogue contexts by focusing on the
coherency of PA structures (events). In addition, we also proposed the re-raking
method that deals with the coherency of whole dialogues based on Coherence
Model. The experimental results show that our methods improve the coherency of
words and events on the automatic evaluation metrics such as PMI. On the other
hand, the methods improve dialogue continuity but decrease coherency on the
human evaluation. The results seem contradictory. We conducted the correlation
analysis and the case analysis. The results show that dialogue continuity and
coherency do not have a strong correlation on the human evaluation, and that
coherency of event pairs seems to contribute to improving dialogue continuity.

Our future work will investigate constraints and conditions that improve di-
alogue continuity. We will also improve distributed event representation and
develop methods that generate responses including coherent events to dialogue
contexts.
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Table 4.15.: Changes of dialogue acts and human evaluation results by Re-ranking
(Pairs); The numbers in the columns represent the number of the re-
sponse dialogue acts that were rated as 1-best, neither, or Re-ranking in
the human evaluation when the dialogue acts were changed to another
dialogue act by re-ranking. Note that the total number of each dialogue
act is 100 because one dialogue act is assigned to each response, while
the total number of each human evaluation metric is 1,000 because ten
workers evaluate each response in the human evaluation.

Dialogue act Coherency (V = 0.35) Naturalness (V = 0.36) Dialogue continuity (V = 0.32)
1-best Re-ranking Total 1-best neither Re-ranking 1-best neither Re-ranking 1-best neither Re-ranking
IS IS 1 2 1 7 1 1 8 1 2 7

IP 3 18 8 4 9 11 10 11 11 8
CO 0 0 0 0 0 0 0 0 0 0
DI 1 0 2 8 3 2 5 5 2 3
AA 0 0 0 0 0 0 0 0 0 0
CM 0 0 0 0 0 0 0 0 0 0
DS 0 0 0 0 0 0 0 0 0 0
SO 0 0 0 0 0 0 0 0 0 0

IP IS 1 7 3 0 10 0 0 6 2 2
IP 11 35 47 28 36 50 24 40 39 31
CO 2 4 14 2 10 6 4 9 8 3
DI 2 7 4 9 4 8 8 10 5 5
AA 4 24 5 11 23 9 8 19 9 12
CM 2 3 4 13 2 10 8 5 6 9
DS 0 0 0 0 0 0 0 0 0 0
SO 4 11 7 22 3 8 29 15 9 16

CO IS 0 0 0 0 0 0 0 0 0 0
IP 0 0 0 0 0 0 0 0 0 0
CO 0 0 0 0 0 0 0 0 0 0
DI 1 5 3 2 3 6 1 2 5 3
AA 0 0 0 0 0 0 0 0 0 0
CM 0 0 0 0 0 0 0 0 0 0
DS 0 0 0 0 0 0 0 0 0 0
SO 1 0 6 4 0 4 6 2 5 3

DI IS 0 0 0 0 0 0 0 0 0 0
IP 5 18 12 20 19 10 21 19 14 17
CO 0 0 0 0 0 0 0 0 0 0
DI 7 16 39 15 9 44 17 6 42 22
AA 0 0 0 0 0 0 0 0 0 0
CM 3 14 10 6 23 5 2 21 6 3
DS 0 0 0 0 0 0 0 0 0 0
SO 1 9 0 1 8 2 0 9 1 0

AA IS 1 0 5 5 1 4 5 0 3 7
IP 6 32 5 23 21 20 19 14 16 30
CO 1 5 1 4 3 6 1 2 4 4
DI 3 22 1 7 20 3 7 13 2 15
AA 8 27 34 19 29 36 15 20 44 16
CM 3 8 12 10 12 10 8 7 13 10
DS 0 0 0 0 0 0 0 0 0 0
SO 1 7 3 0 6 4 0 7 2 1

CM IS 1 3 5 2 3 4 3 4 5 1
IP 1 2 2 6 3 3 4 2 3 5
CO 0 0 0 0 0 0 0 0 0 0
DI 0 0 0 0 0 0 0 0 0 0
AA 1 6 2 2 7 1 2 7 2 1
CM 3 8 17 5 8 15 7 6 20 4
DS 0 0 0 0 0 0 0 0 0 0
SO 1 2 3 5 0 2 8 2 1 7

DS IS 0 0 0 0 0 0 0 0 0 0
IP 0 0 0 0 0 0 0 0 0 0
CO 0 0 0 0 0 0 0 0 0 0
DI 0 0 0 0 0 0 0 0 0 0
AA 0 0 0 0 0 0 0 0 0 0
CM 0 0 0 0 0 0 0 0 0 0
DS 0 0 0 0 0 0 0 0 0 0
SO 0 0 0 0 0 0 0 0 0 0

SO IS 0 0 0 0 0 0 0 0 0 0
IP 7 27 16 27 27 21 22 23 18 29
CO 0 0 0 0 0 0 0 0 0 0
DI 2 2 1 17 4 3 13 3 4 13
AA 1 8 0 2 10 0 0 8 2 0
CM 1 5 2 3 7 3 0 3 5 2
DS 0 0 0 0 0 0 0 0 0 0
SO 10 40 39 21 29 48 23 24 50 26

Total 100 377 313 310 353 359 288 325 360 315
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Table 4.16.: Changes of dialogue acts and human evaluation results by Re-ranking
(RFTM); The numbers in the columns represent the number of the re-
sponse dialogue acts that were rated as 1-best, neither, or Re-ranking in
the human evaluation when the dialogue acts were changed to another
dialogue act by re-ranking. Note that the total number of each dialogue
act is 100 because one dialogue act is assigned to each response, while
the total number of each human evaluation metric is 1,000 because ten
workers evaluate each response in the human evaluation.

Dialogue act Coherency (V = 0.38) Naturalness (V = 0.34) Dialogue continuity (V = 0.39)
1-best Re-ranking Total 1-best neither Re-ranking 1-best neither Re-ranking 1-best neither Re-ranking
IS IS 3 14 0 16 15 9 6 12 5 13

IP 2 5 2 13 3 6 11 8 3 9
CO 0 0 0 0 0 0 0 0 0 0
DI 0 0 0 0 0 0 0 0 0 0
AA 1 6 1 3 6 3 1 9 1 0
CM 0 0 0 0 0 0 0 0 0 0
DS 0 0 0 0 0 0 0 0 0 0
SO 0 0 0 0 0 0 0 0 0 0

IP IS 1 9 0 1 5 4 1 6 1 3
IP 17 48 66 56 17 97 56 16 96 58
CO 2 19 1 0 16 4 0 15 2 3
DI 2 7 3 10 4 9 7 6 4 10
AA 2 4 3 13 3 10 7 2 11 7
CM 2 4 3 13 3 7 10 1 3 16
DS 0 0 0 0 0 0 0 0 0 0
SO 1 1 1 8 1 6 3 2 1 7

CO IS 0 0 0 0 0 0 0 0 0 0
IP 1 3 2 5 0 5 5 1 5 4
CO 0 0 0 0 0 0 0 0 0 0
DI 0 0 0 0 0 0 0 0 0 0
AA 0 0 0 0 0 0 0 0 0 0
CM 0 0 0 0 0 0 0 0 0 0
DS 0 0 0 0 0 0 0 0 0 0
SO 0 0 0 0 0 0 0 0 0 0

DI IS 0 0 0 0 0 0 0 0 0 0
IP 3 17 6 7 15 13 2 18 10 2
CO 2 1 18 1 0 20 0 0 19 1
DI 3 4 25 1 1 26 3 1 26 3
AA 0 0 0 0 0 0 0 0 0 0
CM 1 6 1 3 8 2 0 8 0 2
DS 0 0 0 0 0 0 0 0 0 0
SO 0 0 0 0 0 0 0 0 0 0

AA IS 5 20 9 21 8 19 23 9 12 29
IP 5 29 11 10 17 21 12 14 17 19
CO 1 4 1 5 2 3 5 2 2 6
DI 5 26 5 19 20 19 11 13 13 24
AA 10 34 48 18 18 65 17 23 62 15
CM 8 40 14 26 28 33 19 29 26 25
DS 0 0 0 0 0 0 0 0 0 0
SO 2 11 1 8 7 8 5 9 3 8

CM IS 1 3 1 6 6 2 2 3 6 1
IP 3 13 9 8 4 17 9 8 14 8
CO 0 0 0 0 0 0 0 0 0 0
DI 0 0 0 0 0 0 0 0 0 0
AA 0 0 0 0 0 0 0 0 0 0
CM 1 4 3 3 2 7 1 2 7 1
DS 0 0 0 0 0 0 0 0 0 0
SO 0 0 0 0 0 0 0 0 0 0

DS IS 0 0 0 0 0 0 0 0 0 0
IP 0 0 0 0 0 0 0 0 0 0
CO 0 0 0 0 0 0 0 0 0 0
DI 0 0 0 0 0 0 0 0 0 0
AA 0 0 0 0 0 0 0 0 0 0
CM 0 0 0 0 0 0 0 0 0 0
DS 0 0 0 0 0 0 0 0 0 0
SO 0 0 0 0 0 0 0 0 0 0

SO IS 0 0 0 0 0 0 0 0 0 0
IP 5 16 13 21 11 27 12 13 23 14
CO 0 0 0 0 0 0 0 0 0 0
DI 2 4 12 4 3 15 2 6 11 3
AA 0 0 0 0 0 0 0 0 0 0
CM 2 10 1 9 5 10 5 6 10 4
DS 0 0 0 0 0 0 0 0 0 0
SO 7 37 26 7 20 45 5 17 45 8

Total 100 399 286 315 248 512 240 259 438 303
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Table 4.17.: Changes of dialogue acts and human evaluation results by Re-ranking
(Coherence); The numbers in the columns represent the number of the
response dialogue acts that were rated as 1-best, neither, or Re-ranking
in the human evaluation when the dialogue acts were changed to another
dialogue act by re-ranking. Note that the total number of each dialogue
act is 100 because one dialogue act is assigned to each response, while
the total number of each human evaluation metric is 1,000 because ten
workers evaluate each response in the human evaluation.

Dialogue act Coherency (V = 0.25) Naturalness (V = 0.23) Dialogue continuity (V = 0.29)
1-best Re-ranking Total 1-best neither Re-ranking 1-best neither Re-ranking 1-best neither Re-ranking
IS IS 5 19 13 18 9 22 19 6 22 22

IP 2 14 3 3 12 4 4 15 1 4
CO 1 4 3 3 3 5 2 6 3 1
DI 0 0 0 0 0 0 0 0 0 0
AA 0 0 0 0 0 0 0 0 0 0
CM 0 0 0 0 0 0 0 0 0 0
DS 0 0 0 0 0 0 0 0 0 0
SO 2 10 2 8 9 4 7 15 2 3

IP IS 2 10 3 7 8 7 5 5 7 8
IP 25 85 76 89 70 104 76 70 86 94
CO 3 15 8 7 11 15 4 9 8 13
DI 4 14 5 21 16 12 12 16 5 19
AA 1 1 3 6 3 4 3 3 5 2
CM 1 3 2 5 2 3 5 3 4 3
DS 0 0 0 0 0 0 0 0 0 0
SO 2 6 7 7 4 13 3 6 10 4

CO IS 0 0 0 0 0 0 0 0 0 0
IP 0 0 0 0 0 0 0 0 0 0
CO 2 3 10 7 7 8 5 3 13 4
DI 2 9 8 3 10 8 2 8 8 4
AA 0 0 0 0 0 0 0 0 0 0
CM 0 0 0 0 0 0 0 0 0 0
DS 0 0 0 0 0 0 0 0 0 0
SO 0 0 0 0 0 0 0 0 0 0

DI IS 0 0 0 0 0 0 0 0 0 0
IP 4 24 5 11 12 14 14 16 13 11
CO 2 12 2 6 5 7 8 6 5 9
DI 2 1 3 16 2 8 10 2 2 16
AA 0 0 0 0 0 0 0 0 0 0
CM 0 0 0 0 0 0 0 0 0 0
DS 0 0 0 0 0 0 0 0 0 0
SO 3 9 10 11 7 16 7 9 17 4

AA IS 0 0 0 0 0 0 0 0 0 0
IP 9 43 22 25 34 37 19 25 29 36
CO 1 2 3 5 3 2 5 4 0 6
DI 1 4 0 6 2 5 3 2 2 6
AA 1 1 3 6 0 6 4 0 3 7
CM 0 0 0 0 0 0 0 0 0 0
DS 0 0 0 0 0 0 0 0 0 0
SO 1 6 1 3 6 4 0 6 3 1

CM IS 2 10 3 7 7 10 3 10 4 6
IP 3 12 11 7 11 12 7 9 13 8
CO 0 0 0 0 0 0 0 0 0 0
DI 1 1 5 4 1 3 6 1 3 6
AA 0 0 0 0 0 0 0 0 0 0
CM 2 3 7 10 5 11 4 6 8 6
DS 0 0 0 0 0 0 0 0 0 0
SO 0 0 0 0 0 0 0 0 0 0

DS IS 0 0 0 0 0 0 0 0 0 0
IP 0 0 0 0 0 0 0 0 0 0
CO 0 0 0 0 0 0 0 0 0 0
DI 0 0 0 0 0 0 0 0 0 0
AA 0 0 0 0 0 0 0 0 0 0
CM 0 0 0 0 0 0 0 0 0 0
DS 0 0 0 0 0 0 0 0 0 0
SO 0 0 0 0 0 0 0 0 0 0

SO IS 1 10 0 0 10 0 0 7 0 3
IP 2 6 3 11 6 4 10 6 1 13
CO 0 0 0 0 0 0 0 0 0 0
DI 1 3 4 3 4 2 4 1 5 4
AA 0 0 0 0 0 0 0 0 0 0
CM 0 0 0 0 0 0 0 0 0 0
DS 0 0 0 0 0 0 0 0 0 0
SO 12 57 32 31 42 54 24 37 54 29

Total 100 397 257 346 321 404 275 312 336 352
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5. Reflective Action Selection
Based on Positive-Unlabeled
Learning and Causality
Detection Model

This chapter investigates the dialogue system to select the reflective actions to
the user utterances on the task-oriented dialogue. First, we collect a high-quality
corpus consisting of ambiguous requests and reflective actions by devising the col-
lection method. Next, we propose a PU learning method that incorporates event
causality knowledge based on the characteristics that the collected corpus is an
incompletely labeled dataset. Finally, we conduct detailed analyses of the clas-
sification performances of the proposed PU learning method and the mechanism
of the PU learning method itself.

5.1. Reflective System Action to Ambiguous
User Requests

Existing task-oriented dialogue systems assume that user intentions are clarified
and uttered in an explicit manner; however, since users often don’t really know
what they want to request, their requests are sometimes ambiguous. Taylor [98,
99] categorizes user states in information search into four levels by their clarity
(Table 1.1.)

Most existing task-oriented dialogue systems [69, 102] convert explicit user re-
quests (Q3) into machine readable expressions (Q4). Future dialogue systems
need to take appropriate actions even in situations such as Q1 and Q2, where
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Figure 5.1.: Example of reflective action

the users fail to clearly verbalize their requests [110]. We used crowdsourcing to
collect ambiguous user requests and linked them to appropriate system actions.
This section describes the data collection.

5.1.1. Collecting Ambiguous Requests and Reflective
System Actions

This study deals with a conversation between a user and a dialogue agent on
a smartphone application in a domain of tourist information navigation. When
a user makes an ambiguous request, the agent responds with reflective actions.
In this study, we assume that the users know that the agent can respond with
reflective actions to ambiguous requests if they engage with the system though
chatting. Figure 5.1 shows an example dialogue between a user and a dialogue
agent. This user utterance, “I love this view!”, does not request a specific function.
The dialogue agent responds with a reflective action, “Should I launch the camera
application?” and starts it.

The WOZ method, in which two subjects play user and dialogue agent roles,
is widely used to collect dialogue samples [16,48]. However, even human workers
sometimes struggle to respond with reflective actions to ambiguous user requests.
In other words, a general WOZ dialogue is inappropriate for collecting such reflec-
tive actions. Moreover, these reflective actions must be linked to a system’s API
functions because the possible agent actions are limited by its applications. In
other words, we can qualify the corpus by collecting antecedent ambiguous user
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requests to defined possible agent actions. Therefore, we collected request-action
pairs by asking crowd-workers to input antecedent ambiguous user requests for
the pre-defined agent action categories.

We defined three major functions for the dialogue agent: spot search, restaurant
search, and application (app) launch. Table 5.1 shows the defined functions. Each
function has its own categories. The actions of the dialogue agent in the corpus
are generated by linking them to these 70 categories. The functions and categories
are defined heuristically according to Kyoto sightseeing web sites∗:

• Spot search: a function that seeks specific spots presented to the user as an
action, such as “Should I search for an art museum around here?”

• Restaurant search: a function that looks for specific restaurants presented
to the user as an action, such as “Should I search for shaved ice around
here?”

• App launch: a function that launches a specific application presented to the
user as an action, such as “Should I launch the camera application?”

We used crowdsourcing† to collect a Japanese corpus based on the pre-defined
action categories of the dialogue agent. Figure 5.2 shows an example of an instruc-
tion and input form for the corpus collection. Since the user requests (utterances)
to be collected in our study need to be ambiguous, we avoid such utterances with
a clear request, such as, “Search for rest areas around here.” Each worker was
asked to input user requests for ten different categories.

The statistics of the collected corpus are shown in Table 5.2. The request
examples in the corpus are shown in Table 5.3, which shows that we collected
ambiguous user requests when the pre-defined action were regarded as reflective.
In Chap. 1, we explained that ambiguous denotes that users failed to clearly de-
fine and verbalize their requests even when they have such potential requests,
which can be associated with system actions. To check whether the collected
user requests are ambiguous, we automatically filtered them with the following
criterion: “The predefined action category names are not included in the user

∗https://ja.kyoto.travel/
†https://crowdworks.jp/
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Figure 5.2.: Instruction and input form for corpus collection. Actual form is in
Japanese; figure was translated into English.
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Table 5.1.: Functions and categories of dialogue agent: # means number of cat-
egories.

Function Category #
spot search amusement park, park, sports facil-

ity, experience-based facility, souvenir
shop, zoo, aquarium, botanical gar-
den, tourist information center, shopping
mall, hot spring, temple, shrine, cas-
tle, nature/landscape, art museum, his-
tory museum, kimono-rental, fall colors,
cherry blossom, rickshaw, train station,
bus stop, rest area, Wi-Fi spot, quiet
place, beautiful place, fun place, wide-
open place, nice view place

30

restaurant search cafe, Japanese tea, shaved ice, Japanese
sweets, western-style sweets, curry, tra-
ditional Kyoto food, tofu cuisine, bakery,
fast food, noodles, Japanese stew, rice
bowls or fried food, meat dishes, sushi
or fish dishes, flour-based foods, Kyoto
cuisine, Chinese, Italian, French, child-
friendly restaurant or family restau-
rant, tea-ceremony dishes, Buddhist veg-
etarian cuisine, vegetarian restaurant,
izakaya or bar, food court, breakfast,
cheap restaurant, average-priced restau-
rant, expensive restaurant

30

app launch camera, photo, weather, music, trans-
fer navigation, message, phone, alarm,
browser, map

10
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Table 5.2.: Corpus statistics
Function Ave. length # Requests
spot search 13.44 (±4.69) 11,670
restaurant search 14.08 (±4.82) 11,670
app launch 13.08 (±4.65) 3,890
all 13.66 (±4.76) 27,230

Table 5.3.: Examples of user requests in corpus: Texts are translated from
Japanese to English. User requests for all pre-defined system actions
are available in A.1.

User request (collected by crowd-
sourcing)

System action (pre-defined)

I’m hot and uncomfortable. Should I search for a hot spring
around here?

I’ve been eating a lot of Japanese
food lately, and I’m getting a bit
bored with it.

Should I search for some meat dishes
around here?

Nice view. Should I launch the camera applica-
tion?

requests.” If unambiguous user requests were included, we removed them and
re-collected the same number of ambiguous user requests. Thus, the collected
user requests include those where the user’s intentions themselves are clear, such
as “I want to take a nap on the grass” or “Where can I see pandas?” How-
ever, the system has to learn the correspondences between these user’s intentions
and predefined actions. In other words, these user requests are included in the
ambiguous requests that we defined. The actual examples are shown in A.1.
The collected corpus, which contains 27,230 user requests, was split into data of
training:validation:test = 24, 430 : 1, 400 : 1, 400. Each data set contains every
category in the same proportion.
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Table 5.4.: # Added action categories
Function # Added categories
spot search 8.45 (±7.34)
restaurant search 9.81 (±7.77)
app launch 5.06 (±8.48)
all 8.55 (±7.84)

5.1.2. Multi-class Problem on Ambiguous User Requests

Since the user requests collected in Section 5.1.1 are ambiguous, some of the 69
unannotated actions other than the pre-defined actions can be reflective. Al-
though labeling whether all combinations of user requests and system actions
are reflective is costly and impractical, a comprehensive study is necessary to
determine actual reflective actions. Thus, we completely annotated all the com-
binations of 1,400 user requests and system actions in the test data.

We used crowdsourcing for this additional annotation. We gave pairs of user
requests and unannotated actions to crowdworkers and asked them to make a
binary judgment whether each action was “contextually natural and reflective to
the user request.” Each pair was judged by three workers; the final decision was
made by majority vote.

The number of added action categories that were identified as reflective is shown
in Table 5.4. 8.55 different categories on average were additionally identified as
reflective. The standard deviation was 7.84; this indicates that the number of
added categories varied greatly for each user request. Comparing the number of
added categories for each function, restaurant search has the highest average at
9.81 and app launch has the lowest average at 5.06. The difference is caused by
the target range of the functions; restaurant search contains the same intention
with different slots, while app launch covers different types of system roles. The
second example in Table 5.3, “I’ve been eating a lot of Japanese food lately, and
I’m getting a bit bored with it,” suggests that any type of restaurant other than
Japanese is a reflective action in this dialogue context.

Table 5.5 shows the detailed decision ratios of the additional annotation. The
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Table 5.5.: Decision ratios of additional annotation: # means number of workers
who identified each request and action pair as reflective. Fleiss’ kappa
value is 0.4191.

# Ratio (%)
0 70, 207 (72.68)
1 14, 425 (14.93)
2 6, 986 (7.23)
3 4, 982 (5.16)

all 96, 600

ratios where two or three workers identified each pair of a user request and a
system action as reflective are 7.23 and 5.16, which indicates that one worker
identified about 60% added action categories as unreflective. The Fleiss’ kappa
value is 0.4191, and the inter-annotator agreement is moderate.

Figure 5.3 shows a heatmap of the given and added categories. From the top
left of both the vertical and horizontal axes, each line indicates one category in
the order listed in Table 5.1. The highest value corresponding to the darkest
color in Figure 5.3 is 20 because 20 ambiguous user requests are contained for
each given action in the test data. Actions related to the same role are annotated
in the spot search and restaurant search functions. One action near the rightmost
column is identified as reflective for many contexts. This action category was
browser in the app launch function, which is expressed as “Should I display the
information about it?” Spot search and restaurant search also had one action
category annotated as reflective action for many antecedent requests: tourist
information center and food court.

Table 5.6 shows pairs with large values in Figure 5.3. For any combination,
both actions can be responses to the given ambiguous requests.
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Figure 5.3.: Heat map of given and added categories

5.2. Reflective Action Classification by
Positive-Unlabeled Learning and Causality
Model

We collected pairs of ambiguous user requests and reflective system action cat-
egories in Section 5.1. Using these data, we developed a model that chooses
reflective actions to given ambiguous user requests, which it classifies into cate-
gories of corresponding actions. Positive/negative (PN) learning is widely used
for such classification problems, where the collected ambiguous user requests and
the corresponding system action categories are taken as positive examples, and
other combinations are taken as negative examples. However, as indicated in
Section 5.1.2, several action candidates can be reflective response actions to one
ambiguous user request. Since complete annotation to any possible system ac-
tion is costly, we applied positive/unlabeled (PU) learning to consider the data
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Table 5.6.: Frequent pairs of pre-defined and additional categories: User requests
in Japanese are translated into English.

Pre-defined
category

Added cate-
gory

Frequency Example user request

map browser 20 Is XX within walking distance?
fall colors nature/

landscape
20 I’d like a place that feels like au-

tumn.
shaved ice cafe 20 I’m going to get heatstroke.
french expensive

restaurant
20 I’m having a luxurious meal to-

day!
Kyoto cui-
sine

tea-
ceremony
dishes

20 I’d like to try some traditional
Japanese food.

properties; one action is annotated as a reflective response to one ambiguous
user request, but the labels of other system actions are not explicitly decided.
Moreover, some reflective action selections are based on causal relations between
a user’s request and a system’s action. For example, suggesting a vegetarian
restaurant to a person who is on a diet is convincing because of its causal re-
lation. Thus, in this section, we first describe the problem of reflective action
classification by conventional PN learning. Then we introduce PU learning ob-
jectives and re-scoring based on a causality detection model. Figure 5.4 overviews
the whole process and the corresponding sections.

5.2.1. Classifier

Figure 5.5 overviews the classification model, which classifies ambiguous user re-
quests into reflective action (positive example) categories for the dialogue agent.
We made a [CLS] vector (distributed representation) of a user request by Bidi-
rectional Encoder Representations from the Transformers (BERT) [28] and used
it as input for a multi-layer perceptron (MLP) with single hidden layer. MLP
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Figure 5.4.: Overview of whole process

calculates the probabilities associated with each action category. If the classifier
is used as an actual dialogue agent, the agent selects the action category with the
highest probability (confidence) as its action. In Figure 5.5, camera category will
be selected as the dialogue agent’s action because it has the highest probability.

5.2.2. Loss Function in PN Learning

When we build a classifier based on PN learning, the following loss function [20]
is used to train the model:

Loss =
|Utrain|∑

i

|C+
xi

|∑
j=1

|C−
xi

|∑
k=1

L(rj)Rs(wT
j xi − wT

k xi)

+κ
|Utrain|∑

i

|C|∑
j=1

Rs(yij(wT
j xi)). (5.1)

Utrain is the set of user requests in the training data. C+
xi

and C−
xi

are the sets
of the positive example action categories associated with user request xi and the
action categories without any annotation. rj is the rank predicted by the model
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Figure 5.5.: User request classifier

for positive category j, and L(rj) is the weight function satisfying the following
equation:

L(rj) =
rj∑

k=1

1
k

. (5.2)

Eq. (5.2) takes a larger value when the predicted rank is far from the top value.
wj is the weight vector corresponding to category j. xi is the distributed repre-
sentation corresponding to user request xi. Rs(yij(wT

j xi)) is the ramp loss:

Rs(yij(wT
j xi)) = min(1 − m, max(0, 1 − yij(wT

j xi))). (5.3)

m is a hyperparameter that determines the classification boundary. Let C be a
set of defined categories, where |C| = 70 in our dataset. yij is 1 if category j

is a positive example for user request xi and −1 if it is not annotated. κ is a
hyperparameter that represents the weight of the second term.

5.2.3. Loss Function in PU Learning

Although the loss function of PN learning treats all combinations of unlabeled
user requests and system action categories as negative examples, about 10% of
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these combinations must be treated as positive examples in our corpus, as inves-
tigated in Section 5.1.2. To consider the data properties, we applied PU learn-
ing [32], which is an effective method for problems that are difficult to annotate
completely, such as object recognition in images with various objects [47].

We used a PU learning method proposed by Cevikalp et al. [20], which is based
on label propagation [21, 116]. It propagates the labels of annotated samples
to unlabeled samples using the distance between the samples on a distributed
representation space. The original method [20] propagated labels from the nearest
neighbor samples on the distributed representation space. The method calculates
similarity score sij of the propagated labels (categories) as follows:

sij = exp
(

−d(xi, xj)
d̄

· |C|
|C| − 1

)
. (5.4)

xj is the vector of the distributed representations of the nearest neighbor user
request whose category j is a positive example. d(xi, xj) is the Euclidean distance
between xi and xj, and d̄ is the mean of all the distances. The value range of sij

is 0 ≤ sij ≤ 1. It takes larger values when the Euclidean distance between two
distributed representations becomes smaller. We call this method: PU-nearest.

However, since the original method is sensitive to outliers, we propose a method
that uses the mean vectors of the user requests with the same category. It prop-
agates labels based on the distances between these mean vectors. We update
similarity score sij in Eq. (5.4):

sij = exp
(

−d(xi, x̄j)
d̄

· |C|
|C| − 1

)
. (5.5)

x̄j is the mean vector of the distributed representations of the user requests whose
category j is a positive example. We call this method PU-mean. The proposed
method scales similarity score sij to a range of −1 ≤ sij ≤ 1 using the following
formula:

s̃ij = −1 + 2(sij − min(s))
max(s) − min(s)

. (5.6)

s is the set of all similarity scores. If scaled score s̃ij is 0 ≤ s̃ij ≤ 1, we add
category j to C+

xi
and let s̃ij be the weight of category j as a positive category.
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If s̃ij is −1 ≤ s̃ij < 0, category j is assigned a negative label, and the weight is
set to −s̃ij. Using similarity score s̃ij, we update Eq. (5.1):

Loss =
|Utrain|∑

i

|C+
xi

|∑
j=1

|C−
xi

|∑
k=1

s̃ij s̃ikL(rj)Rs(wT
j xi − wT

k xi)

+κ
|Utrain|∑

i

|C|∑
j=1

s̃ijRs(yij(wT
j xi)). (5.7)

In Eq. (5.7), s̃ij is a weight representing the contribution of the propagated
category to the loss function. Similarity score s̃ij of the annotated samples is set
to 1.

5.2.4. Adjusting Similarity Scores with Causality Score

The label propagation method in Section 5.2.3 propagates labels based only on
the similarity between user requests with different action categories. We expect
to achieve more accurate label propagation by taking into account what actions
users typically choose when they make certain requests. To distill such knowledge,
we introduce a causality detection model that regards user requests as causes and
action categories as effects. For example, given a pair bored with Japanese food
→ eat meat dishes, the model regards the former as a cause and the latter as an
effect. We utilized causality scores computed by the causality detection model as
a new feature in label propagation.

Figure 5.6 overviews the causality detection model that outputs a causality
score. First, BERT converts a cause and an effect and concatenates them with a
[SEP] token to a real-valued vector. Then MLP calculates a real-valued causality
score. A larger causality score indicates a stronger causal relation between the
cause and the effect of the input. In general, causality represents the relationship
between single events. If all the text in a user request is input as a cause, the
causality score cannot be calculated precisely because multiple events are included
in requests. Thus we use causal-graph [117] to analyze the predicate-argument
structures contained in user requests. The analyzed predicate-argument struc-
tures are input to BERT as the basic units of events. A causal-graph is a tool that
extracts causalities in sentences based on such linguistic features as “because.”
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Figure 5.6.: Causality detection model

We used the causal-graph to extract events that will have causal relations. As
preprocessing, the causal-graph extracts the predicate-argument structures from
the given sentences. We identified the events in user requests by inputting them
into the causal-graph to extract the events in them. In our study, the events
in user requests denote the predicate-argument structures extracted from user
requests. The analysis results of the causal-graph includes the surface represen-
tations of predicate-argument structures that have causal relations. Our proposed
method concatenates these surface representations and inputs them to BERT as
sentences representing events. On the other hand, to identify the events of the
action categories that are input as effects, we manually defined the predicate-
argument structures in which the user is the subject, such as eat meat dishes
when the category is meat dishes. The causality detection model is inspired by
the Next Sentence Prediction of BERT pre-training [28].

We trained the causality detection model using the margin ranking loss in the
following equation, which treats pairs of user requests and labeled categories as
positive examples cxi

+ and pairs of user requests and unlabeled categories as
negative examples cxi

−:

Loss(cxi
+, cxi

−) = max
(
0, −(ci

+ − ci
−) + 0.5

)
. (5.8)

ci
+ and ci

− are the causality scores output by the model for positive and negative
examples. Eq. (5.8) is 0 for ci

+ − ci
− ≥ 0.5.

We updated similarity score s̃ij in Eq. (5.7) using the trained causality de-
tection model. First, it calculated cij, which are the causality scores for all the
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pairs of the events in user requests xi and unlabeled categories j. When multiple
events are included in a user request, the event with the highest causality score
is treated as user request xi. Next the causality scores are scaled to a range of
−1 ≤ cij ≤ 1 using Eq. (5.6). Then we updated the similarity score:

ŝij = max(min(s̃ij + cij − γ, 1), −1). (5.9)

γ is a hyperparameter (margin) for adjusting the effect of the causality score.
The value range of γ is 0.0 ≤ γ ≤ 1.0. We expect that the model propagates
labels based not only on similarities between user requests but also on causality
relations between user requests and system actions by introducing this equation.
Updated similarity score ŝij is introduced to Eq. (5.7) to train the classification
model. We call this method PU-causal. We defined PU-margin as the similarity
score updated in Eq. (5.9) in which causality score cij is removed. In other words,
PU-margin is PU-nearest or PU-mean with a simple margin adjustment for the
similarity score.

5.3. Experiments
We evaluated the models described in Section 5.2, which classified the user re-
quests into corresponding action categories.

5.3.1. Model Configuration

We implemented our models using PyTorch [85] and the Japanese BERT model [92],
which was pre-trained on Wikipedia articles.

We used Adam [52] to optimize the model parameters and set the learning
rate to 1e−5. For m in Eq. (5.3) and κ in Eq. (5.1), we set m = −0.8, κ = 5
based on the literature [20]. We used the distributed representations output by
BERT as vector xi in the label propagation. We pre-trained the model by PN
learning before we applied PU learning. Similarity score sij of PU-nearest was
also scaled by Eq. (5.6) as with PU-mean. We used the training data of the
collected corpus in Section 5.1.1 as the training, validation, and test data for the
causality detection model. The causalities extracted from the user requests by the
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causal-graph were also used for training. The accuracy of the trained causality
detection model is 91.70. We respectively set γ in Eq. (5.9) to 0.8, 0.6, 0.4,
and 1.0 for PU-nearest-margin, PU-nearest-causal, PU-mean-margin, and PU-
mean-causal. The hyperparameters of each model used in the experiments were
determined by the validation data.

5.3.2. Evaluation Metrics

Accuracy, Recall@5 (R@5), and Mean Reciprocal Rank (MRR) were used as
evaluation metrics. R@5 counts the ratio of the test samples that have at least
one correct answer category in their top five. MRR (0 < MRR ≤ 1) is calculated
as follows:

MRR = 1
|Utest|

|Utest|∑
i

1
rxi

. (5.10)

rxi
denotes the rank output by the classification model for the correct answer

category corresponding to user request xi. Utest is the set of user requests included
in the test data. If multiple action categories correspond to user request xi as
correct categories, the highest rank among the correct categories is regarded as
the rank of the correct categories output by the model. All the metrics are
calculated based on these ranks of correct categories. For all the metrics, a higher
value means a better performance for the classification model. We calculated the
performance of each model by averaging a hundred trials. For the test data, the
correct action categories were annotated completely, as shown in Section 5.1.2;
thus, multi-label scores were calculated for each model.

5.3.3. Reflective Action Classification Performance

We compared the model performances trained with the methods described in
Section 5.2 on the test data. The experimental results are shown in Table 5.7. PN
is the scores of the PN learning method (Section 5.2.2) and PU is the scores of the
PU learning methods (Section 5.2.3). Nearest denotes the label propagation just
considering the nearest neighbor samples in the distributed representation space.
Mean denotes the proposed label propagation using the mean vector of each
category. Causal denotes the updates of the similarity scores with the causality
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Table 5.7.: Classification results as averages of 100 trials. We conducted paired
T-test between PN and PU learning methods. † means p < 0.05. ††
means p < 0.01.

Model Accuracy (%) R@5 (%) MRR
PN 89.04 (±0.58) 98.10 (±0.27) 0.9304 (±0.0035)
PU-nearest 88.40 (±0.77) 97.88 (±0.28) 0.9254 (±0.0049)
PU-nearest-margin ††89.61 (±0.66) ††98.21 (±0.23) ††0.9341 (±0.0039)
PU-nearest-causal ††89.76 (±0.67) ††98.25 (±0.24) ††0.9344 (±0.0042)
PU-mean ††89.28 (±0.72) 97.87 (±0.27) 0.9305 (±0.0047)
PU-mean-margin ††89.99 (±0.61) ††98.26 (±0.22) ††0.9359 (±0.0036)
PU-mean-causal ††90.05 (±0.53) ††98.27 (±0.22) ††0.9366 (±0.0032)

scores. Margin denotes the updates of the similarity scores only with γ in Eq.
(5.9). For each model, a paired t-test was used for a significance test in the
performance from the baseline (PN). † and †† mean that p < 0.05, and p < 0.01
for a significant improvement in performance.

Each system achieved more than 88 points for accuracy and 97 points for R@5.
The proposed methods (PU-nearest-margin, PU-nearest-causal, PU-mean, PU-
mean-margin and PU-mean-causal) achieved significant improvement over the
baseline method (PN ); not even the existing PU-based method (PU-nearest) saw
such a level of improvement. The improvements on R@5 were small, suggesting
that most of the correct samples are already included in the top five, even in
the baseline. We calculated the ratio of the “positive categories predicted by the
PU learning model in the first place that are included in the positive categories
predicted by the PN learning model in the second through fifth places” when
the following conditions were satisfied: “the PN learning model does not predict
any positive category in the top place,” “the PN learning model predicts some
positive categories in the second through fifth places,” and “the PU learning
model predicts a positive category in the first place.” Figure 5.7 visualizes this
investigation. The percentage is 97.35 (±2.85)%, which supports our hypothesis
for R@5: “most of the correct samples are already included in the top five, even
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Figure 5.7.: Visualization of investigation for R@5

Table 5.8.: T-test results between PU learning methods. † means p < 0.05. ††
means p < 0.01.

Model v.s. Accuracy R@5 MRR
nearest-margin nearest †† †† ††

nearest-causal
nearest †† †† ††
nearest-margin †

mean nearest †† ††

mean-margin
mean †† †† ††
nearest-margin †† † ††

mean-causal
mean †† †† ††
mean-margin †
nearest-causal †† ††

in the baseline.”

Detailed Analysis of Classification

Table 5.8 shows the paired T-test results between the PU learning methods. Note
that these T-test results only show significant differences between two different
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Table 5.9.: Frequent misclassification
Rank Pre-defined category # Misclassifications

1 browser 7.17 (±1.17)
2 average-priced restaurant 6.18 (±1.28)
3 transfer navigation 4.15 (±0.70)
4 tea-ceremony dishes 4.35 (±1.18)
5 phone 4.15 (±0.70)

PU learning methods, not for the ordinal associations among all of them. The
PU-mean performance is significantly better than the PU-nearest on accuracy and
MRR, and the PU-margin and PU-causal performances are significantly better
than the PU-nearest or the PU-mean. In addition, the performance is significantly
better on accuracy or MRR when the causality scores are also used in PU-causal
rather than updating the similarity scores using only the margin.

Table 5.9 shows the frequency of misclassification for each action category. The
number of misclassifications is calculated as the average of all the PU-mean-causal
trials. The results show that the most difficult category was browser, which is a
common action category for any user request.

Figure 5.8 shows the accuracy for each test sample divided by the number
of action categories added in Section 5.1.2. Each horizontal tick represents the
data whose number of additional action categories is greater than or equal to the
number indicated on the tick and less than the tick on the right. We set the ticks
so that the amount of data in each tick is approximately the same. For all the
models, the more additional action categories were added, the higher the accuracy
became. This result agrees with our intuition that as more action categories are
regarded as reflective, appropriate responding becomes easier.

5.3.4. Label Propagation Performance

We evaluated the performance of label propagation itself on the test data to
verify its effect in PU learning. Table 5.10 shows the results. In this evaluation,
the label propagation method propagates the predefined action categories to the
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Figure 5.8.: Accuracy for each # added category

Table 5.10.: Label propagation performance
Model Pre. (%) Rec. (%) F1
nearest 67.56 (±2.11) 7.78 (±1.05) 0.1392 (±0.0164)
nearest-margin 88.46 (±1.48) 0.13 (±0.02) 0.0026 (±0.0004)
nearest-causal 90.66 (±1.39) 3.02 (±0.22) 0.0584 (±0.0042)
mean 62.19 (±4.96) 13.51 (±2.31) 0.2200 (±0.0274)
mean-margin 95.78 (±1.34) 0.75 (±0.27) 0.0148 (±0.0053)
mean-causal 98.03 (±0.93) 0.61 (±0.18) 0.0121 (±0.0035)

user requests in the test data. We investigated whether the propagated action
categories are included in the added action categories. The label propagation’s
precision denotes the percentage of the propagated action categories which are
included in the added action categories. The label propagation’s recall denotes the
percentage of the added action categories which are included in the propagated
action categories. Comparing Tables 5.7 and 5.10, in general, the higher the
precision of the label propagation is, the higher the model’s performance. The
methods using causality scores have higher precision than methods using only
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Table 5.11.: Similarity scores of label propagation
Model True-positive False-positive
nearest 267.80 (±41.41) 96.16 (±31.24)
nearest-margin 8.44 (±0.48) 1.17 (±0.06)
nearest-causal 99.13 (±8.28) 6.43 (±1.26)
mean 327.19 (±79.34) 132.41 (±60.75)
mean-margin 34.08 (±17.64) 2.30 (±2.15)
mean-causal 123.51 (±26.11) 11.20 (±4.86)

similarity scores between user requests. The highest precision was about 98%.
Although we conclude that label propagation added reflective action categories as
positive examples with high precision, there is still room to improve their recalls.

Detailed Analysis of Label Propagation

We investigated the effect of margin γ on the label propagation. Figure 5.9 shows
the precision-recall curve for the validation data with the margin changed from 0
to 1.0 by 0.1. The higher the recall is, the smaller γ is. The curve shows that if we
decrease γ to increase the recall, the precision decreases significantly. Increasing
the recall while maintaining the precision is difficult in any method. Considering
the results of the reflective action classification, we conclude that even if the recall
increases, the decrease of precision leads to a degradation of label propagation
and thus decreases the classification accuracy.

We investigated why PU-mean-causal showed the highest classification per-
formance for reflective actions in Table 5.7, even though it showed a low label
propagation recall in Table 5.10. Table 5.11 shows the similarity scores of true-
positive and false-positive in the label propagations. PU-mean-causal had a larger
ratio between the true-positive and false-positive similarity scores than PU-mean.
In addition, comparing PU-mean-causal with PU-mean, the true-positive similar-
ity scores decreased more gradually than the recall in Table 5.10. These results
indicate that PU-mean-causal has a true-positive effect, which is larger than the
values shown in the recall of the label propagation, and a false-positive effect,
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Figure 5.9.: Precision-recall curve for varying margin γ on validation data: Re-
sults are averages of ten trials. The higher the recall, the smaller γ

is.
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Figure 5.10.: True positive similarity score ratio: Each x scale represents a range
of similarity scores of 0.1.

which is smaller than PU-mean, on the loss function. Therefore, PU-mean-causal
showed the highest performance in the action classification experiment in Ta-
ble 5.7.

The distributions of the similarity scores for true positive and false positive label
propagation are shown in Figs. 5.10 and 5.11. In both distributions, PU-mean
tends to estimate the scores lower than PU-nearest. In other words, PU-mean
has less negative impact on the loss function of Eq. (5.7) in cases of incorrect
label propagation. Therefore, PU-mean outperformed PU-nearest in Tables 5.7
and 5.8.

Table 5.12 shows examples where the label propagation failed. Nearest request
is the nearest neighbor of original request among the requests labeled as prop-
agated category as a positive example. Comparing nearest request and original
request in Table 5.12, label propagation was incorrect when the sentence inten-
tions are completely different or when two requests contain similar words. The
sentence intentions are altered by negative forms or other factors. Table 5.13
shows examples of incorrect label propagations of PU-mean-margin, which are
not included in those of PU-mean-causal. As in Table 5.12, label propagation
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Figure 5.11.: False positive similarity score ratio: Each x scale represents a range
of similarity scores of 0.1.

Table 5.12.: Examples of incorrect label propagations of PU-mean-causal
Original request Pre-defined

category
Nearest request Propagated

category
I want to eat rich
meat and seafood.

Chinese I can’t eat meat. vegetarian
restaurant

I wonder if it’ll be
hot again tomorrow.

weather It’s hot today. shaved ice

I’ll make some plans
for tomorrow morn-
ing.

breakfast I wonder if I can
wake up early
enough tomorrow
morning.

alarm

is incorrect when similar words are included in both requests. According to Ta-
ble 5.10, PU-mean-causal makes fewer such mistakes because it uses causality
features, resulting in higher precision of label propagation.

Table 5.14 shows the error ratios in the label propagation between the functions.
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Table 5.13.: Examples of incorrect label propagations of PU-mean-margin that
are not included in incorrect label propagations of PU-mean-causal

Original request Pre-defined
category

Nearest request Propagated
category

Look at those walk-
ing penguins!

camera The kids want to see
penguins.

aquarium

I’d like to do some-
thing other than
shopping.

beautiful
place

I want to go shop-
ping.

shopping
mall

I wonder which sou-
venir would be bet-
ter.

message What are the most
popular souvenirs?

Japanese
sweets

Table 5.14.: Ratios of false positive in label propagation of PU-mean-causal

spot search
spot search 3.83 (±14.57)
restaurant search 0.00 (±0.00)
app launch 0.00 (±0.00)

restaurant search
spot search 0.00 (±0.00)
restaurant search 19.90 (±30.87)
app launch 0.78 (±4.58)

app launch
spot search 1.25 (±10.28)
restaurant search 70.45 (±36.72)
app launch 0.78 (±4.58)

More than 70% of the label propagation errors happened between app launch
and restaurant search. This is because many trials include the incorrect label
propagation of the second example in Table 5.12.
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5.4. Conclusion
We collected a dialogue corpus that bridges ambiguous user requests to reflec-
tive system actions while focusing on system action functions (API calls). We
asked crowd-workers to input antecedent user requests for which pre-defined dia-
logue agent actions can be regarded as reflective. We also constructed test data
as a multi-class classification problem, assuming cases in which multiple action
candidates are qualified as reflective for ambiguous user requests. With the col-
lected corpus, we developed classifiers that sort ambiguous user requests into the
corresponding categories of reflective system actions. Our proposed PU learn-
ing method achieved high accuracy on the test data, even when the model was
trained on incomplete training data as in multi-class classification tasks. In ad-
dition, we revealed that the performance of PU learning improved with causality
scores, which represent whether the user requests and the action categories are
connected as causalities.

Our future work will investigate model architecture to improve classification
performance, especially the performance of label propagation. We will also inves-
tigate the features of user requests that are difficult to classify.
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6. Reflective Action Selection for
Domestic Robot Utilizing
Multimodal Features of
Ambiguous User Requests and
Surrounding Situations

This chapter investigates the dialogue system that takes reflective actions for
ambiguous user requests using multimodal information. First, we construct a
multimodal corpus including images that represent situations surrounding the
user based on the corpus collection method in Chap. 5. In addition, we assign
descriptive labels as events that describe the surrounding situations of the user.
Next, we train baseline models consisting of existing pre-trained models using
the constructed dataset. Finally, we prove the validity of utilizing multimodal
information to learn reflective action selection with a small dataset by comparing
various baseline models.

6.1. Task Definition and Dataset Collection
Taylor [98, 99] categorized user states in information search into four levels by
their clarity as shown in Table 1.1. Most existing task-oriented dialogue sys-
tems [69,102] or robots [7] convert explicit user requests (Q3) into machine read-
able expressions (Q4). Future dialogue systems need to proactively take appro-
priate actions even in situations such as Q1 and Q2, where the users fail to clearly
verbalize their requests [110]. We used crowdsourcing to collect user situations
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Figure 6.1.: Example of reflective interaction: Robot bringing a banana

in which users need proactive support by the robot.
This study deals with a task where an interactive robot helps a user in a typical

living room and kitchen. When a user makes an ambiguous request or monologue,
the robot responds with reflective actions based on the surrounding situation as
context. Figure 6.1 shows an example interaction between a user and a robot. The
user’s utterance, “I want breakfast,” does not represent a call for robot action.
The robot selects a reflective action, brings a banana (to the user), confirms the
request with the user by asking “Would you like a banana?,” and finally brings
the banana to her since there is one at the dining table. The following sections
describe the detailed definitions of the task and the data construction methods.

6.1.1. Task Definition: Reflective Action Selection

This work’s final goal is to output reflective actions when the robot hears ambigu-
ous utterances, based on the surrounding observable situations. Thus, we defined
our dataset as a triplet of ambiguous user utterance, an image that assumes the
robot’s first-person viewpoint representing the situation uttered by the user, and
the robot’s corresponding reflective action. When an ambiguous request is input,
the robot also considers the situational elements as inputs to output a reflective
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Table 6.1.: Action categories of home mobile manipulator
bring a banana, bring a charging cable, bring a cup, bring ketchup, bring
a package, bring a plastic bottle, bring the remote control, bring the
smartphone, bring a snack, bring a tissue box, put the charging cable
away, put the cup away, put the ketchup away, put the toy car away, put
the plastic bottle away, put the remote control away, put the smartphone
away, put the snack away, put the tissue box away, throw the trash away,
bring a can opener, bring a cooking sheet, bring a glass, bring a grater,
bring some kitchen paper, bring a lemon, bring some olive oil, bring a
potato, bring some Saran wrap, bring a water bottle, put the can opener
away, put the cooking sheet away, put the glass away, put the grater away,
put the kitchen paper away, put the plastic bottle in the refrigerator, put
the Saran wrap away, put the Tupperware in the microwave, put the
Tupperware in the refrigerator, put the water bottle away

action category from pre-defined action categories. We used Stretch RE1 ∗,† as a
robot that helps users. Stretch RE1 is a home mobile manipulator equipped with
a camera and a robotic arm. Its robotic arm’s load capacity is 1.5 kg. We defined
the robot action categories based on the capabilities of Stretch RE1. Table 6.1
lists the 40 pre-defined action categories. Almost all of the action categories are
either bring or put away as shown in Table 6.1. For instance, when the utterance
and the situation in Figure 6.1 are input, the robot is regarded as reflective if it
selects action category bring a banana from the 40 categories.

6.1.2. Collecting Ambiguous User Requests and
Reflective Actions of a Robot

The Wizard-of-Oz (WOZ) method [16, 48], in which two subjects play the roles
of a user and an interactive robot, is widely used to collect dialogue samples.
However, even humans sometimes struggle to respond with reflective actions to

∗https://hello-robot.com/
†https://spectrum.ieee.org/hello-robots-stretch-mobile-manipulator
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ambiguous user requests. In other words, a general WOZ dialogue is inappropriate
for collecting such interactions that contain reflective actions. Therefore, we
collected a corpus consisting of situation-action pairs by asking crowd-workers
to input antecedent ambiguous user requests and indoor situations which the
pre-defined robot-action categories can be regarded as reflective. Crowd-workers
input the detailed situations of the users in addition to their utterances. For
instance, the worker inputs a detailed situation: “The user looked for another
glass and said, ‘There isn’t another one’ when he is talking about drinking and
getting ready for it.” This corresponds to a pre-defined action bring a glass. The
workers were asked not to input clear requests that include both a predicate and
an object of a robot action such as “Please bring another glass” to make sure that
the collected situations do not include clear user requests. As shown in Figure 6.1,
we presented videos of the robot performing defined actions to facilitate worker
understanding of the robot actions. We used crowdsourcing‡ to collect a Japanese
corpus based on the robot-action categories defined in Table 6.1.

6.1.3. Annotating Multimodal Features

When the robot receives an ambiguous user request, it often has problems in
selecting an appropriate reflective action based solely on such utterances. For
example, the corpus collected in Section 6.1.2 includes the following utterance:
“There isn’t another one.” The user made the utterance because he wanted
another glass while handling a glass and an alcohol bottle. The robot is unable
to select the appropriate action bring a glass based solely on the user utterance.
If the robot could also recognize images of situations associated with its collected
user utterances, it could understand that the user has a glass while standing in
the kitchen, where there could be another glass the user might need. We collected
these situations occurring in a living room or kitchen that correspond to the user
utterances.

In this study, we face a difficulty to collect a large amount of data because we
use images that assume a robot’s first-person viewpoints in certain environments.
Abstracting the dataset is critical for effectively using such a small amount of
data as training data [112]. Feature extraction methods, with pre-trained models

‡https://crowdworks.jp/
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trained on large-scale data, have been widely used in recent years; however, more
focused information is required to understand visual situations. To investigate
this assumption, we designed several features as the descriptions of images and
manually annotated them. We clipped the last frames of the videos as the rep-
resentative images and labeled descriptive features such as objects or user poses.
In the following, we describe the details of the annotation.

Figure 6.2 shows examples of the collected user utterances, the images associ-
ated with them, and the descriptive features obtained from the images. Uttr and
action denote the user utterances and the corresponding robot actions. View-
point denotes the perspective number of the camera from which the image was
taken. There are three such viewpoints. Position describes the location of the
user in the room, such as on the sofa or in the kitchen. Pose describes the user’s
posture, such as sitting or standing. Has describes the objects being held by the
user. Coffee table describes objects on a small table in the living room. Simi-
larly, we also defined this feature for kitchen and dining table. Although these
features were annotated manually, we expect that it will be possible to automat-
ically extract them using such machine learning models as image recognition in
the future. All of the images contain a coffee table, a dining table, and a kitchen.
Figure 6.2 shows that we collected and annotated the images and the descriptive
features that correspond to the user utterances in which the pre-defined robot
actions can be regarded as reflective. Table 6.2 shows the statistics of the col-
lected corpus. We gathered only 400 samples because collecting the explained
data requires a great cost. The available dataset is extremely small compared to
a typical dialogue corpus [16].

6.2. Baseline Reflective Action Classifier Using
Multimodal Features

Using the dataset described in Section 6.1, we built a model that selects reflective
actions to the given ambiguous user utterances and corresponding situations.
A text-based model, which just processes user utterances, can be developed if
we use the corpus collected in Section 6.1.2. However, as indicated in Section
6.1.3, the model will probably often misclassify actions due to its ambiguity.
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Figure 6.2.: Examples of collected interactions. Texts were translated into En-
glish.

We also can use recent pre-trained models as feature extractors from both the
utterance and the image [63,97] to utilize multimodal features. However, we need
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Table 6.2.: Statistics of collected corpus. # denotes the number of objects being
held by the user or placed on the coffee table, on the dining table, or
in the kitchen.

# interactions 400
Ave. utterance length 11.59 (±4.94)
Ave. # has 0.14 (±0.37)
Ave. # coffee table 1.40 (±0.91)
Ave. # dining table 4.32 (±1.95)
Ave. # kitchen 1.47 (±1.66)

to abstract information that can be extracted from the multimodal input when
the model is trained with a small amount of training data for selecting robot
action categories [112]. We investigated whether the classification accuracy could
be improved by a baseline classifier that utilizes our descriptive features such as
objects or user poses.

Figure 6.3 illustrates the overall architecture of the baseline multimodal classi-
fier, which classifies ambiguous requests into forty reflective action categories by
visual features. In the following, we describe the details of the processes for each
feature and category prediction. We made a [CLS] vector (distributed represen-
tation of the whole of a sentence) of a user request by a pre-trained model, called
RoBERTa [63], to use the context feature on which the request was made. We
also made five [CLS] vectors (position, has, coffee table, dining table, and kitchen)
because they are text-based features extracted from the images. The objects of
each feature are concatenated with a [SEP] token and input into RoBERTa. For
the viewpoint, a one-dimensional vector was retrieved from an embedding layer.
These are descriptive features obtained from the images. In addition, we used
EfficientNet-B0 [97], which is a widely used pre-trained model for images, to ob-
tain a feature vector that represents the image itself. One of the baselines is a
model that employs only user utterance features by RoBERTa and pre-trained
image features by EfficientNet (uttr+image). Finally, the feature vectors obtained
by these processes are all concatenated and input into a multi-layer perceptron
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Figure 6.3.: Feature inputs for baseline classifier

(MLP) with single hidden layer to compute the probabilities corresponding to
each category.

6.3. Experiments
We evaluated the models described in Section 6.2, which classified the given sit-
uations into corresponding action categories. Specifically, we evaluated whether
the model could select reflective actions when the descriptive features were input.
In the experiments, we compared a model that only convolutes the images with
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a model that also utilizes the annotated descriptive features. In addition, the
descriptive features should be automatically recognized to mount the baseline
classifier on the actual robot. We constructed classifiers that automatically rec-
ognize the labels (user utterances, user poses, and object labels) and compared
them with the baseline classifier that utilizes the manually annotated features.

6.3.1. Experimental Settings

We implemented our models using PyTorch [85] and the Japanese RoBERTa
model [49], which was pre-trained on Japanese Wikipedia and the Japanese por-
tion of CC-100. We converted the collected images, which were clipped from the
videos assuming the robot’s first-person viewpoint, to pre-trained image features
with a pre-trained EfficientNet-B0 of PyTorch. The parameters of RoBERTa and
EfficientNet were updated by the model training. When we build classifiers, a
hinge loss function [20] is used to train the model. We used Adam [52] to optimize
the model parameters and set the learning rate to 1e−5.

Accuracy, Recall@5 (R@5), and Mean Reciprocal Rank (MRR) were used as
evaluation metrics. The hyperparameters of each model used in the experiments
were determined by the validation data, which are different from the test data.
We calculated the performance of each model by 5-fold cross-validation. Thus,
the train data includes 240 interactions, and the valid and test data include 80
interactions in each trial. The experiments were run ten times for each bit of split
data.

6.3.2. Reflective Action Classification Performance

The experimental results are shown in Table 6.3. Uttr denotes that the model
uses only the user utterances from Figure 6.3. Uttr+img denotes that the model
uses the image features output from EfficientNet in addition to the user utter-
ances, which is the baseline without the descriptive features. Uttr+img+desc
denotes that the model utilizes the annotated descriptive features obtained from
the images in addition to the features used by uttr+img. A paired t-test was used
for a significance test between the performances of uttr+img+desc and uttr+img.
† and †† mean that p < 0.05 and p < 0.01, respectively, for a significant im-
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Table 6.3.: Classification results as averages of 50 trials. We conducted paired
T-test. †† means p < 0.01.

Model Accuracy (%) R@5 (%) MRR
uttr ††27.02 ††53.85 ††0.4054
uttr+img ††27.23 ††54.50 ††0.4064
uttr+img+desc 63.58 87.12 0.7417

provement in performance of a paired t-test. uttr+img+desc, which utilizes the
descriptive features obtained from the images, achieved significant improvement
over the other baseline classifier uttr+img. These results suggest that extracting
these descriptive features is an effective way to improve the accuracy of selecting
reflective actions for the ambiguous requests. In other words, a robot can take
reflective actions if it carefully looks at the surrounding situation of users.

6.3.3. Validity of Inputting Descriptive Features

Table 6.4 shows ablation studies of the descriptive features. User indicates the
features of the user, including position and pose in Figure 6.3. Object indicates
the features of the things in the images, including has, coffee table, dining table,
and kitchen in Figure 6.3. A paired t-test was used for a significance test between
the performances of each ablation and uttr+img+desc. Table 6.4 shows that per-
formance decreases the most when object is removed, indicating that object is the
most critical feature obtained from the images for selecting reflective actions that
correspond to ambiguous requests and their situations. The performance slightly
decreases or remains unchanged by removing the descriptive features other than
object. Although these features do not seem critical, the t-test result between
w/o object and uttr+img showed significant differences at p < 0.01, indicating
that these features are also useful when object is unavailable. Using viewpoint or
user is a better alternative for improving the classification accuracy with lower
cost because annotating object is more costly than annotating viewpoint or user.

Figure 6.4 shows, except for (d), examples where uttr+img selected wrong ac-
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Table 6.4.: Classification results of ablation study. We conducted paired T-test.
† means p < 0.05, and †† means p < 0.01.

Model Accuracy (%) R@5 (%) MRR
uttr+img 27.23 54.50 0.4064
uttr+img+desc 63.58 87.12 0.7417
w/o viewpoint ††60.08 †85.62 ††0.7132
w/o user 64.12 86.75 0.7424
w/o object ††31.38 ††63.28 ††0.4680
w/o image ††61.17 †85.75 ††0.7231

tions, although uttr+img+desc selected appropriate reflective ones. Gold denotes
reflective actions associated with user utterances. uttr+img and uttr+img+desc
denote actions selected by uttr+img and uttr+img+desc, respectively. We visu-
alized the attention of the objects associated with the reflective actions among
those involving object, which is the most critical descriptive feature. In the cases
shown, uttr+img+desc selected appropriate actions in situations where uttr+img
selected unrelated actions because uttr+img+desc focused attention on the ob-
jects associated with reflective actions. We conclude that uttr+img+desc, which
utilizes descriptive features, successfully learned how to utilize them from a small
amount of training data. However, as shown in (d) of Figure 6.4, uttr+img+desc
occasionally fails to focus attention on objects that are effective for selecting ap-
propriate reflective actions. We need further investigations to find the model
architecture that can understand the user situations more precisely.

6.3.4. Automatic Feature Recognition

The baseline classifier of Section 6.2 assumes that the user utterances and the
descriptive features are recognized with 100% accuracy. If we mount the classifier
on the actual robot, the user utterances and the descriptive features should be au-
tomatically recognized. We investigated the performances of the classifier when
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Figure 6.4.: Cases where multimodal classifier utilizes visual features: Darker col-
ors denote strong attention. Texts and tokens were translated into
English. uttr+img+desc focuses attention on the ketchup, snack, and
glass, which are important objects in (a), (b), and (c), respectively.
However, it fails to focus attention on the water bottle in (d).

101



Table 6.5.: Automatic feature recognition performances
Feature WER MER WIL
uttr 27.46 25.75 32.8097
Feature Accuracy - -
position 98.25 - -
pose 98.00 - -
Feature Precision Recall F1 (%)
coffee table 91.36 78.55 84.46
dining table 86.02 87.54 86.76
kitchen 91.54 72.49 80.72

these features are automatically recognized. Google Speech-to-Text API§ was
used for automatic speech recognition (ASR) of the user utterances. Efficient-
Net+MLP was used to recognize the descriptive features because the pre-trained
object detection model [88] does not include the object classes for this study’s
settings. The training and evaluation of EfficientNet+MLP were conducted with
5-fold cross-validation of the same split as that in Section 6.3.1. We assumed that
all of the classes of the descriptive features are known classes. Table 6.5 shows
the performances of the automatic feature recognition. Viewpoint is not included
because it can be determined based on the position of the robot itself. Has is not
included because the number of interactions that include the has objects is too
small to learn recognition as shown in Table 6.2. ASR accuracy was evaluated
with word error rate (WER), match error rate (MER), and word information
lost (WIL) [76]. ASR accuracy is moderate. This is a result of distant speech
recognition, which assumes that the robot is standing farther than 2 meters from
the user. All of the descriptive features are recognized with high accuracy, es-
pecially position, pose with almost 100% accuracy because the class number of
position, pose is limited to three. Figure 6.5 shows the scatter plot between the
number of occurrences in the dataset and not-recognized rates for objects: coffee
table, dining table, and kitchen. The number of object classes is 28. The correla-

§https://cloud.google.com/speech-to-text
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Figure 6.5.: Scatter plot between number of occurrences and not-recognized rates
for objects. The correlation is −0.93.

tion is −0.93, indicating that the number of occurrences and the not-recognized
rates have a strong negative correlation. For example, the number of occurrences
of bread, potato, omelet rice, remote controller, trash, Japanese white radish,
lemon, and can opener are less than 10. The recognized rates of these objects are
0%.

Table 6.6 shows the performances of the classifiers that use automatically rec-
ognized features. “^ (hat)” denotes that the user utterances or the descriptive
features are automatically recognized. Has was input as empty to the models for
all of the interactions because the recognition model could not learn the feature
recognition. In all cases that use the recognition model, the performances signif-
icantly decreased compared to uttr+img+desc, especially in the case where the
descriptive features were automatically recognized. Figure 6.6 shows examples
where Uttr+img+desc selected the reflective actions but uttr+img+desc^ could
not recognize the important objects and selected wrong actions. In both exam-
ples, remote control, trash, which are important objects of the reflective actions,
were not recognized. These objects have a low number of occurrences in the
dataset. The percentage that uttr+img+desc^ could not recognize the objects
of the actions and selected wrong actions, such as the examples of Figure 6.6, is
67.54% of all errors of uttr+img+desc^. We need to develop a model that can
recognize rare objects in order to mount the action selection model on the actual
robot.

Comparing the performance of uttr^+img+desc^ and uttr^+img or uttr^+img,
we found that performance significantly improved for R@5 and MRR but that
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Table 6.6.: Classification results with recognized features. We conducted paired
T-test. † means p < 0.05, and †† means p < 0.01.

Model Accuracy (%) R@5 (%) MRR
uttr 27.02 53.85 0.4054
uttr^ 22.10 43.80 0.3391
uttr+img 27.23 54.50 0.4064
uttr^+img 21.30 44.53 0.3369
uttr+img+desc 63.58 87.12 0.7417
uttr^+img+desc ††57.33 ††83.93 ††0.6921
uttr+img+desc^ ††30.92 ††61.80 ††0.4577
uttr^+img+desc^ ††22.20 ††51.12 ††0.3709

accuracy remained unchanged. In other words, just mounting the current recog-
nition model of descriptive features on robots does not improve the accuracy of
action selection. The results reinforce our awareness that we need to develop a
model that can recognize descriptive features with high accuracy.

6.3.5. Variations of Baseline Classifiers Using Descriptive
Features

Table 6.7 shows the performances when uttr+img+desc was trained with a dif-
ferent training method or a different way to process the descriptive features.
Uttr+img+desc (freeze) denotes that the parameters of pre-trained RoBERTa
and EfficientNet were frozen during the model training. This model is used to
confirm the importance of fine-tuning. Uttr+img+desc (word) denotes that the
model converts the descriptive features, which are word features, to feature vec-
tors using a simple word embedding layer. This model is used to discuss the input
method for the descriptive features. The word embedding layer was initialized
with Japanese fastText vectors [13, 39]. The mean vector of word embeddings is
treated as the descriptive feature vector when multiple words are input as a de-
scriptive feature. uttr+img+desc (sequence) denotes that the descriptive features
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Figure 6.6.: Examples where important objects for action selection were not rec-
ognized. Texts were translated into English.

Table 6.7.: Classification results of variations. We conducted paired T-test. ††
means p < 0.01.

Model Accuracy (%) R@5 (%) MRR
uttr+img 27.23 54.50 0.4064
uttr+img+desc (freeze) ††3.50 ††57.78 ††0.2559
uttr+img+desc (word) ††26.15 ††54.28 ††0.4019
uttr+img+desc (sequence) ††56.22 ††83.15 ††0.6829
uttr+img+desc (concat) ††49.50 ††81.00 ††0.6356
uttr+img+desc 63.58 87.12 0.7417

were input as a word sequence such as “The user has a glass and an alcohol bot-
tle.” to RoBERTa, instead of concatenation with [SEP] tokens. Uttr+img+desc
(concat) denotes that has, coffee table, dining table, kitchen were input as the
objects included in a picture to the model. Both models are understood to vary

105



Table 6.8.: Ratios of predicated robot action categories
category ratio (%)
bring 49.28
put away 46.70
others 4.03

in the explicitness of the descriptive features.
The accuracy of uttr+img+desc (freeze) is almost the same value as the chance

rate (1/40 = 2.5%), although the R@5 is around 60. This result means that
the parameters of the pre-trained models should be fine-tuned to learn the re-
flective action selection. We confirmed that the performances of uttr+img+desc
(word) is significantly lower than uttr+img+desc using a paired t-test (p < 0.01),
indicating that we need to convert descriptive features to feature vectors using
RoBERTa, although they are word features. The paired t-test results between
the performances of uttr+img+desc (sequence) and uttr+img+desc show that the
former is significantly lower than the latter. This result is the same for the paired
t-test between the performances of uttr+img+desc (concat) and uttr+img+desc.
These decreases in performance demonstrate the importance of inputting the
descriptive features in an explicit way, although uttr+img+desc (sequence) and
uttr+img+desc (concat) input the described features at different levels of explic-
itness.

6.3.6. Error Analysis for Model Improvement

Table 6.8 shows the ratio of the rough action categories that uttr+img+desc pre-
dicted. Comparing Table 6.8 and Table 6.1, we see that uttr+img+desc predicted
action categories with a ratio similar to the true ratio, and that it did not ignore
action categories with low frequency.

Figure 6.7 shows the histogram for the error rates of the interactions per action
category in uttr+img+desc. The error rates vary significantly among the action
categories, indicating that the model tends to select wrong actions for specific
user situations. The red bins of Figure 6.7 represent action categories that have
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Figure 6.7.: Histogram for the error rates of the interactions per action category:
Red bins represent categories that have the top-five error rates.

the top-five error rates. All of the top-five categories are bring actions, indicating
that selecting correct bring actions is more difficult than selecting correct put
away actions because the target objects of the actions are placed near the user, as
shown in Figure 6.4 (a) (b), when put away actions can be regarded as reflective.
In fact, we summarized the classification results for each rough action category
and found that the bring actions have lower precision and recall than the put
away actions, as shown in Table 6.9.

Figure 6.8 shows the example interactions of bring a tissue box, which is the
most misclassified action category. In Figure 6.8 (a), the model selected the wrong
action put the tissue box away, which includes the correct target object but the
wrong predicate, for the user utterance “My nose is bleeding.” The percentage
of cases in which the objects of the selected actions are correct but the verbs
are wrong is 9.68% of all errors. Resolving these cases is expected to contribute
to improving classification accuracy. One possible solution is to apply causal
relations derived using causal inference [15, 117], such as “My nose is bleeding.”
→ need to wipe the face → bring a tissue box. In Figure 6.8 (b), the model
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Table 6.9.: Classification results per robot action category
category Precision (%) Recall (%) F1 (%)
bring 56.16 55.35 55.75
put away 70.02 72.67 71.32
others 79.50 64.00 70.91

Figure 6.8.: Examples of frequently misclassified interactions. Texts were trans-
lated into English.

selected the unrelated action bring a snack even when the user utterance included
“tissue box,” indicating that the model failed to select actions with simple word
matching. Some of the collected user utterances include the target objects for
the robot actions. The percentage of cases in which the objects of the selected
actions were included in the user utterances but wrong actions were selected is
22.99% of all errors. We expect that resolving these easier misclassifications will
lead to the improvement of classification accuracy.
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6.4. Conclusion
This study focused on constructing a dataset for training action selection by a
robot that understands the surrounding situations and takes reflective actions
when the user’s request is ambiguous. We used crowdsourcing to collect user
situations in which the pre-defined robot actions can be regarded as reflective.
In addition, we recorded videos in a living room or kitchen corresponding to the
collected situations. The developed classifier selects appropriate reflective robot
actions by understanding the user situations from a robot’s first-person viewpoint.
Our experimental results show that using descriptive image features significantly
improved classification accuracy, even if only a small volume of data is available
as training data.

Our future work will investigate model architecture that can recognize descrip-
tive features with high accuracy. Using the developed model, we will build a
robot that can understand situations and select reflective actions based solely on
user utterances and first-person images. In addition, we will investigate a causal
inference system to connect the user situations to the robot actions for developing
a model that can understand the user situations more precisely.
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7. Conclusions

This dissertation tackled the problems of realizing the dialogue systems that gen-
erate reflective responses and actions. Since dialogue systems are traditionally
categorized into non-task-oriented or task-oriented, we studied the generation of
reflective responses and actions for both non-task-oriented dialogue systems and
task-oriented dialogue systems. First, we discussed the detailed definition of the
reflective responses and actions of the dialogue systems. The reflective responses
of non-task-oriented dialogue systems are responses with high dialogue continuity
that the users want to continue dialogue with the systems. The reflective actions
of task-oriented dialogue systems are actions that satisfy users’ potential requests
even if the users do not explicitly verbalize their requests. In order to focus on
the generation of reflective responses and actions, the studies of this dissertation
share the task definition to generate a single reflective response or action based
on a user utterance, dialogue contexts, or situations surrounding the user. There
were a lot of problems with the generation of reflective responses and actions even
if the task definition does not require multi-turn dialogue management. This dis-
sertation proposed the methods utilizing user’s events that are included in the
user utterances and the situations surrounding the user to generate reflective re-
sponses and actions. The problems and the proposed methods of this dissertation
are summarized below.

First, we tackled the dull response problem that the existing non-task-oriented
dialogue systems tend to generate non-reflective responses with low dialogue con-
tinuity. Response generation models using neural networks tend to generate sta-
tistically appropriate but simple responses that apply to any utterance. We pro-
posed the method to select responses with high dialogue continuity based on
coherency between the user utterances and the system responses. The proposed
method treats PA structures included in user utterances and systems responses
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as events, and re-ranks response candidates based on event causality relations
between the events. We also proposed the method that deals with coherency
between the entire user utterances and system responses. The experimental re-
sults show that the proposed re-ranking method improves dialogue continuity
of the system responses, but decreases coherency. The results seem contradic-
tory against the concept of the proposed method. The various analyses of the
experimental results suggest that the coherency of PA structures between the
user utterances and the system responses, rather than the coherency of the entire
responses, contributes to the improvement of dialogue continuity of the responses.

Second, we tackled the problem that the existing task-oriented dialogue sys-
tems cannot select the reflective actions for ambiguous user requests. Although a
corpus is necessary to develop the dialogue system, there was no corpus consist-
ing of ambiguous user requests and reflective system actions. The conventional
collection method is inappropriate for this task definition. In this study, we
could collect the high-quality corpus by asking the crowd-workers to input the
antecedent user utterances for the predefined reflective system actions. Although
multiple system actions can be regarded as reflective when the user requests are
ambiguous, complete annotation is impractical because it is extremely expensive.
We improved the action selection accuracy for the ambiguous requests by training
the model with the incomplete labeled dataset using PU learning. We incorpo-
rated the causality knowledge between events which human concierges utilize into
the PU learning, and verified the validity of the proposed method.

Finally, we tackled the problem that text-based dialogue systems do not utilize
multimodal information to select reflective actions as humans do. We collected the
multimodal corpus because there is no corpus including the reflective actions as
well as the text-based corpus. We recorded the videos representing the situations
that the user verbalizes the ambiguous requests based on the texts representing
the user utterances and the surrounding situations collected with the collection
method for the text-based corpus including the reflective actions. Constructing
a large multimodal corpus is difficult because it is expensive to collect. We
proposed labeling the images clipped from the videos with events that describe the
surrounding situations of the user as the descriptive features in order to efficiently
train the model with the small dataset. Experimental results show that training
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the baseline model with the descriptive features is effective in improving the
selection accuracy for the reflective actions compared to the models trained with
only the user utterances and the images. In other words, we proved the validity
of using the events that describes the surrounding situations of the user to select
the reflective actions.

Dialogue systems proposed in Chap. 5 and Chap. 6 take reflective actions on
specific tasks such as sightseeing navigation or life-support. Although these sys-
tems seem task-dependent, the corpus collection method and the architectures of
the action selection models are task-independent methods that can be applied to
other tasks such as cooking assistanceance or car-navigation. Actually, although
dialogue systems of Chap. 5 and Chap. 6 deal with different tasks, the corpus
collection methods and the model architectures are similar, proving that these
methods can be applied to a wide range of tasks.

All the proposed methods in this dissertation significantly contribute to solving
the problems to generate reflective responses and actions on non-task-oriented di-
alogue or task-oriented dialogue. We expect that future dialogue systems need to
satisfy the users with content that they do not explicitly verbalize without dis-
tinguishing between non-task-oriented dialogue and task-oriented dialogue. We
believe that the proposed methods in this dissertation provide clues for the de-
velopment of dialogue systems that generate reflective responses.

7.1. Remaining Problems and Future Directions
In this dissertation, we investigated the methods to generate reflective system
responses and actions on non-task-oriented dialogue or task-oriented dialogue.
There are remaining problems although all the proposed methods contribute to
generating reflective responses and actions. We discuss the remaining problems
for each research theme and for the whole of this dissertation below.

First, we discuss the problems of the method that re-ranks response candidates
generated by a non-task-oriented response generation model based on coherency
of events. According to the human evaluation, we confirmed that our re-ranking
method selects the reflective responses with high dialogue continuity. However,
since the proposed method is a re-ranking method, the re-ranking does not work
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if there is no response candidate that has an event causality relation with user
utterances. The system has to generate responses that have causality relations
with the user utterances during the response generation process to solve this
problem. Lu et al. [65, 66] proposed methods to generate system responses that
include specific words. We believe that these methods provide a solution to this
problem. In addition, there is still room to improve the accuracy of detecting
causality relations between events as shown in Section 4.3.2. We need to discuss
what kind of causality relations lead to improve dialogue continuity. We believe
that a possible solution is to filter the causality relations used for re-ranking and
response generation. For example, the system can change causality relations used
for response generation based on user profiles. When a user said “I’m stressed
out,” the system can suggest “Let’s play a TV game” to an introverted user based
on a causality relation “be stressed out” → “play a TV game,” and can suggest
“Let’s go jogging” to an extroverted user based on a causality relation “be stressed
out ” → “go jogging.” Causality Detection Model proposed in Chap. 5 can be used
to detect useful causality relations based on user profiles. Note that training of
Causality Detection Model requires pairs of user utterances and system responses
that have causality relations. These pairs are expensive to collect. Although
all causality relations used in this study are one-hop relations in which a cause
and an effect are linked one-to-one, QA systems [41] and commonsense reasoning
systems [15] use multi-hop causality relations to derive events that are not directly
connected to cause events. Non-task-oriented systems can also utilize multi-hop
causality relations to generate responses. For example, even if a causality relation
“be stressed out” → “play a TV game” is not directly derived, the system can use
two causality relations “be stressed out” → “want to relieve stress” and “want to
relieve stress” → “play a TV game” as multi-hop causality relations to generate
a response “Let’s play a TV game” to the user utterance “I’m stressed out.”

Second, we discuss the problems of the classifier to select the reflective actions
to ambiguous user requests on text-based dialogue. Our classifier selected the
reflective action categories for ambiguous user requests with a high accuracy of
about 90% as shown in Section 5.3.3. We expect that our proposed classifier will
be used as a high-performance baseline in future work related to task-oriented dia-
logue systems that deal with ambiguous user requests. However, we are concerned
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about whether users might continue to use our system (which takes incorrect ac-
tions once every ten times) when it is used as an actual dialogue system. We
address this problem by presenting two ideas other than improving the classi-
fication accuracy. Since the R@5 of the proposed classifier is almost 100%, we
propose a method that presents actions with the top 5 probabilities to users and
asks them to select one of the actions [83]. In addition, if a dialogue system
cannot select one action category with a high probability through a single-turn
dialogue, it can clarify a user request through a multi-turn dialogue [48]. This
study did not address clarification of the ambiguous user requests through such
multi-turn dialogues. We need to collect a new corpus and build a new model to
solve this problem in the future. The label propagation method proposed in this
study propagates action categories with high precision and improves classifica-
tion accuracy (Sections 5.3.3 and 5.3.4). These results indicate that PU learning
based on label propagation is a practical method to address the impractical task
of annotating all the combinations of ambiguous user requests and reflective sys-
tem actions. On the other hand, our proposed label propagation method suffers
from a trade-off between precision and recall (Section 5.3.4). We must investi-
gate a method to improve the precision of label propagation without decreasing
its recall. To address this problem, the label propagation method needs to more
precisely understand the causality relations between the user requests and the
system actions or the semantic similarities between the user requests. We expect
that raising the accuracy that detects the causalities between the user requests
and the system actions will improve the label propagation’s performance because
the label propagation method based on causality can decrease the false-positive
effect on loss functions while suppressing the decrease of the true-positive effect
(Table 5.11).

Third, we discuss the problem of the model that uses the events that represent
the surrounding situations of the user in order to select the reflective system ac-
tions in multimodal dialogue. The developed baseline model assumes the ideal
situation in which the user utterances and the descriptive features representing
the surrounding situation are recognized with 100% accuracy. When the dialogue
system is installed in an actual robot, the system must automatically recognize
the user utterances and the surrounding situations. Although we developed the
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model that automatically recognizes the user utterances and the surrounding
situations, the selection accuracy of the reflective actions decreases when the
model automatically recognizes the features. In particular, when the descriptive
features were automatically recognized, the selection accuracy dramatically de-
creased compared to the baseline model that assumes the ideal situation: The
model can select the reflective actions with only about 30%. We do not expect
that the users will continue to use the nosy dialogue system that often takes in-
appropriate reflective actions. In other words, precision is more important than
recall for the selection of the reflective actions. We need to develop a model that
does nothing if a reflective action cannot be selected with a high confidence. In
addition, we need to improve the accuracy of the automatic recognition models
for the descriptive features. Although this study utilized the events of the sur-
rounding situations of the user, it did not utilize the causality relations between
events of the user utterances and the system actions. As shown in Section 6.3.6,
the system occasionally cannot select appropriate reflective actions based solely
on the surrounding situations of the user. We need to investigate methods to
select reflective actions by integrating causality relations between the events in
the user utterances and the surrounding situations and the events in the system
action to solve this problems. As with responses on non-task-oriented dialogue,
appropriate causality relations and reflective actions depend on user profiles and
situations. For example, when a user said “I’m hungry,” there are various appro-
priate causality relations depending on the user profile and timeframes such as
“be hungry” → “have a banana” or “be hungry” → “have a hamburger.”

Finally, we discuss the remaining problem of the whole of this dissertation.
Although this dissertation addressed the generation of the reflective responses
and actions of dialogue systems independently for non-task-oriented dialogue
and task-oriented dialogue, as described in Chap. 1, we expect that future di-
alogue systems need to satisfy the users without distinguishing between non-
task-oriented dialogue and task-oriented dialogue. In other words, we need to
develop a dialogue system that generates reflective responses and actions for
users in both non-task-oriented dialogue and task-oriented dialogue by integrat-
ing both dialogue systems that generate the reflective responses and actions. We
need to investigate methods to train the dialogue system with a mixed corpus
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that consists of non-task-oriented dialogue and task-oriented dialogue [64,114] to
achieve this goal. Then, we discuss the technical problems to train a dialogue
system using the mixed corpus. Figure 1.1 of Chap. 1 showed the three steps to
develop dialogue systems that generate reflective responses on non-task-oriented
and task-oriented dialogues. The proposed systems of this dissertation can be
regarded as the first step systems that generate reflective responses on non-task-
oriented or task-oriented dialogues. However, in order to realize dialogue systems
that integrate non-task-oriented and task-oriented dialogues, we need to develop
a module that determines whether to respond to user utterances with non-task-
oriented or task-oriented responses. This is the second step to develop dialogue
systems that generate reflective responses. In addition, a dialogue management
module, which manages multi-turn dialogues with users, is necessary to realize
the third step of dialogue systems that generate reflective responses on multi-turn
dialogues. In other words, although this dissertation proposed the core methods
to generate reflective responses to user utterances, peripheral modules should be
developed to realize dialogue systems that work in the real world. Furthermore,
in order to demonstrate the applicability of the proposed methods for generating
reflective responses or actions to various real-world tasks, we need to develop dia-
logue systems with the proposed methods applied to other tasks, such as cooking
assistance or car navigation, including the peripheral modules.
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A. Appendix

A.1. Additional Examples of User Requests on
Text-based Dialogue

Table A.1-A.3 show examples of user requests for all pre-defined system actions
on Chap. 5.

A.2. Additional Examples of Interactions on
Multimodal Dialogue

Figure A.1-A.10 show examples of interactions for all pre-defined robot actions
on Chap. 6.
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Table A.1.: User requests for all pre-defined system actions of spot search: Texts
were translated from Japanese to English.

User request (collected by crowdsourcing) System action (pre-defined)
Is there a place for family fun for a day? Should I search for an amusement park around

here?
I want to take a nap on the grass. Should I search for a park around here?
I want to get some exercise. Should I search for a sports facility around here?
I’d like to do something more interactive. Should I search for an experience-based facility

around here?
I want a Kyoto-style key chain. Should I search for a souvenir shop around here?
Where can I see pandas? Should I search for a zoo around here?
I haven’t seen any penguins lately. Should I search for an aquarium around here?
I want to relax in nature. Should I search for a botanical garden around

here?
I don’t know where to go. Should I search for a tourist information center

around here?
It’s suddenly getting cold. I need a jacket. Should I search for a shopping mall around here?
I’m feeling sweaty and uncomfortable. Should I search for a hot spring around here?
I’m interested in historical places. Should I search for a temple around here?
I ’m not having a very good year. Should I search for a shrine around here?
I’d like to see some famous buildings. Should I search for a castle around here?
I’m feeling a bit depressed. Should I search for some nature or landscape

around here?
Since it’s autumn, it’s nice to experience art. Should I search for an art museum around here?
Is there a tourist spot where I can also learn some-
thing?

Should I search for an history museum around
here?

I’d love to walk around wearing a kimono. Should I search for a kimono-rental shop around
here?

I’d like to see some autumn colors. Should I search for some fall colors around here?
I want to experience spring. Should I search for cherry blossoms around here?
I want to take an interesting ride. Should I search for a rickshaw around here?
It would be faster to go by train. Should I search for a train station around here?
Walking is too time-consuming. Should I search for a bus stop around here?
I’d like to sit down and relax. Should I search for a rest area around here?
I’m having trouble getting good reception for my
phone.

Should I search for a WiFi spot around here?

I want to relax. Should I search for a quiet place around here?
I’d like to take a picture to remember this day. Should I search for a beautiful place around here?
I’m looking for some places where my children can
play.

Should I search for a fun place around here?

I want to feel free. Should I search for a wide-open place around here?
I want to see a night view. Should I search for a place with a nice view around

here?
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Table A.2.: User requests for all pre-defined system actions of restaurant search:
Texts are translated from Japanese to English.

User request (collected by crowdsourcing) System action (pre-defined)
I’m thirsty. Should I search for a cafe around here?
I bought some delicious Japanese sweets! Should I search for Japanese tea around here?
I’m too hot. Should I search for shaved ice around here?
I’m bored with cake. Should I search for Japanese sweets around here?
I feel like having an afternoon snack. Should I search for western-style sweets around

here?
I want something spicy! Should I search for curry around here?
I’d like to have some home-cooking. Should I search for traditional Kyoto food around

here?
I want to eat something healthy. Should I search for tofu cuisine around here?
I want to buy some breakfast for tomorrow. Should I search for a bakery around here?
I think it’s time for a snack. Should I search for fast food around here?
I’m not really in the mood for rice. Should I search for noodles around here?
It’s cold today, so I’d like to eat something that
will warm me up.

Should I search for Japanese stew around here?

I want to eat a rather heavy meal. Should I search for rice bowls or fried food around
here?

I’ve been eating a lot of Japanese food lately, and
I’m getting a bit bored by it.

Should I search for some meat dishes around here?

I think I’ve been eating too much meat lately. Should I search for sushi or fish dishes around here?
Let’s go out for a meal together. Should I search for flour-based foods around here?
I want to eat some typical Kyoto food. Should I search for Kyoto cuisine around here?
My daughter wants to eat fried rice. Should I search for Chinese food around here?
I’m not in the mood for Japanese or Chinese food
today.

Should I search for Italian food around here?

I want to celebrate today. Should I search for French food around here?
The kids are hungry and whiny. Should I search for a child-friendly restaurant or

family restaurant around here?
I want a quiet restaurant. Should I search for tea-ceremony dishes around

here?
I’m on a diet. Should I search for Buddhist vegetarian cuisine

around here?
I hear the vegetables are delicious around here. Should I search for a vegetarian restaurant around

here?
I want to go drinking in Kyoto! Should I search for an izakaya or bar around here?
I want to eat so many things, and it’s hard to de-
cide.

Should I search for a food court around here?

When I travel, I get hungry in the morning. Should I search for breakfast around here?
I don’t have much money right now. Should I search for an cheap restaurant around

here?
I’d like a reasonably priced restaurant. Should I search for an average-priced restaurant

around here?
I’d like to have a luxurious meal. Should I search for an expensive restaurant around

here?
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Table A.3.: User requests for all pre-defined system actions of app search: Texts
are translated from Japanese to English.

User request (collected by crowdsourcing) System action (pre-defined)
Nice view. Should I launch the camera application?
What did I photograph today? Should I launch the photo application?
I hope it’s nice tomorrow. Should I launch the weather application?
I want to get excited. Should I launch the music application?
I’m worried about catching the next train. Should I launch the transfer navigation applica-

tion?
I have to tell my friends my hotel room number. Should I launch the message application?
I wonder if XX is back yet. Should I call XX?
The appointment is at XX. Should I set your alarm clock?
I wonder what events are going on at XX right
now.

Should I display the information about it?

How do we get to XX? Should I search for a route to it?
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Figure A.1.: Interactions for all pre-defined robot actions (1). Texts were trans-
lated into English.
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Figure A.2.: Interactions for all pre-defined robot actions (2). Texts were trans-
lated into English.
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Figure A.3.: Interactions for all pre-defined robot actions (3). Texts were trans-
lated into English.
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Figure A.4.: Interactions for all pre-defined robot actions (4). Texts were trans-
lated into English.
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Figure A.5.: Interactions for all pre-defined robot actions (5). Texts were trans-
lated into English.
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Figure A.6.: Interactions for all pre-defined robot actions (6). Texts were trans-
lated into English.
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Figure A.7.: Interactions for all pre-defined robot actions (7). Texts were trans-
lated into English.
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Figure A.8.: Interactions for all pre-defined robot actions (8). Texts were trans-
lated into English.
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Figure A.9.: Interactions for all pre-defined robot actions (9). Texts were trans-
lated into English.
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Figure A.10.: Interactions for all pre-defined robot actions (10). Texts were trans-
lated into English.
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