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Perceptual Effects of Augmented Reality
Experiences Using Head-Mounted Displays on

Task Performance∗

Nicko Reginio Caluya

Abstract

Continuous improvement of task performance through assisting cognitive pro-
cesses may find benefit in virtual and augmented reality (VR, AR) environments,
deployed in head-mounted displays (HMDs). Through HMDs, users can view
virtual objects much closer to the eyes. These objects can be task stimuli super-
imposed onto the real world or onto its approximate replication through mixed
reality (MR) simulations. As tasks rely on details of the real world, AR expe-
riences shown on HMDs have the potential to impact the performance of users.
However, current HMD designs show only a limited amount of information that
can be rendered within its view, which poses perceptual challenges.

The main goal of this dissertation is to investigate different visual factors of
simulations deployed in HMDs that may affect the performance of tasks. I con-
ducted two experiments: one involving spatial memory and the other involving
speed perception. The results of the first experiment showed that the overlay field
of view (OFOV) size of HMDs used in AR did not affect spatial memorization, but
wide OFOV reduced head rotation. The results of the second experiment showed
that the information density of augmented vection patterns within the optical
see-through HMD view influenced driving speed perception, however, other vi-
sual properties still need to be considered and modified to fully realize a speed
perception-based AR. The findings of these experiments could have implications
on the design and HMD choices of augmented training and related experiences.

∗Doctoral Dissertation, Graduate School of Information Science, Nara Institute of Science
and Technology, March 17, 2022.
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1. Introduction
When users experience augmented reality (AR), they view digital information
(e.g., virtual objects in 3D) that is superimposed against the real world. These
users can view such information through a variety of systems and devices that
may be handheld, head-mounted, or projected. In recent years, the availability
of consumer products that support AR-based experiences have risen, and with
variety comes ergonomic and technical benefits that make AR a useful technology
for many tasks.

1.1 Augmented Reality Using Head-Mounted Displays

The devices used to display AR vary from one context to another. Kruijff et
al. [41] enumerated different perceptual issues in AR, in which some were asso-
ciated with three major classifications of AR devices: head-worn display (which
I will refer to throughout this dissertation as head-mounted displays or HMDs),
mobile devices, and projector-camera systems.

Spatial AR leverages the use of projectors and projector-camera systems to ad-
just lighting and rendering conditions. Handheld AR takes advantage of portable
and mobile devices like tablets and smartphone to serve as the display interface
at the expense of limited manipulability of the interface, as the user holds the
device while immersed in the experience.

In this dissertation, I focus on experiences deployed on HMDs, which have
several advantages. With the availability of new off-the-shelf HMDs, users can
now move around the area, and untethered HMDs also expand the area in which
AR can be experienced. Most importantly, the viewing area is directly and closely
within the human field of view, which makes visual perception of rendered virtual
objects easier and more convenient with HMDs than with mobile or projection-
based devices.

1.2 Human Visual Information Processing

Humans perceive visual stimuli and integrate various cognitive processes. In
the model of human information processing stages (Fig. 1.1), prior knowledge

1



Figure 1.1: Illustration adapted from Wicken’s model of human information pro-
cessing [72].

stored from memory integrates with sensations to perceive stimuli. This dynamic
interaction among sensation, memory, perception, and attention all contribute to
the decision-making processes and response selection producing feedback.

Research on human-computer interaction (HCI) technologies that complement
fundamental cognitive processes contribute to further understanding of ways hu-
mans process information and perform tasks. As AR experiences overlay infor-
mation that we do not normally perceive in the real world, I see the advantage of
having visual augmentations appear alongside real world stimuli. As OST-HMDs
are wearable, its close proximity to the eyes provides an ergonomic benefit by
overlaying the new layer of information immediately.

The experiments that I present in this dissertation shed light on two cognitive
processes: spatial memorization and speed perception. I will be defining these
two processes in more detail in Chapters 2 and 3, respectively.
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Figure 1.2: The cross-sections of the human visual field: horizontal and vertical
field of view

1.3 Limited Amount of Information in HMDs

1.3.1 Field of View in Humans and OST-HMDs

Viewing such information should suit our human eyes, which have a binocular field
of view (FOV) at 114◦ horizontally [31] (see Fig. 1.2). Aside from the conventional
horizontal and vertical FOV visualizations, many studies have also opted to map
the FOV in polar plots, or represent the FOVs diagonally (see Fig. 1.3). For the
purposes of this dissertation, the FOV sizes are indicated as horizontal, unless
otherwise stated.

Off-the-shelf HMDs offer different FOVs. In particular, optical see-through
HMDs (OST-HMDs) have significantly smaller FOV than immersive (non-see-
through) HMDs, which means less space to augment information or virtual ob-
jects. To clarify, the FOV referred to here is the overlay FOV (OFOV), different
from the FOV of the world, which is usually much larger (see Fig. 1.5).

For example, Microsoft HoloLens has 34◦ and 52◦ diagonal OFOV for the first

3



Figure 1.3: Polar plot representations of the FOV by [55] and [70]

Figure 1.4: A sample range of off-the-shelf HMDs with their respective FOV sizes.

and second generations, respectively1, while Meta 2 has a 90◦ horizontal OFOV2.
On the other hand, immersive HMDs have a much larger FOV, e.g., 110◦ of the
HTC Vive 3 or 200◦ of the Pimax Vision 8K X4.

1https://web.archive.org/web/20200922182626/https://www.
wired.com/story/microsoft-hololens-2-headset, accessed 28 May 2021

2http://web.archive.org/web/20181120212212/
http://buy.metavision.com:80/products/meta2, accessed 19 August 2021

3https://web.archive.org/web/20210516235847/
https://www.vive.com/eu/product/vive/, accessed 19 August 2021

4http://web.archive.org/web/20210812021035/
https://pimax.com/product/vision-8k-x/, accessed 19 August 2021
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1.3.2 Information Density in OST-HMDs

The FOV of OST-HMDs also limits the density of information that can be dis-
played, due to the hardware design or trade-off towards better pixel quality of
the rendered virtual image. While this issue is usually attributed to screens and
interfaces outside of the context of AR, there have already been studies that
investigate information density of OST-HMDs as a factor. Some looked at the
relationship between information density in visual search performance [70], or
information management techniques for virtual objects that are outside of the
effective OFOV [36].

Figure 1.5: The truncation of virtual renderings due to small overlay (OFOV)
against the peripheral FOV (PFOV)

1.4 Contributions and Dissertation Overview

I explore two tasks that exploit fundamental phases in visual information pro-
cessing: memorizing a spatial map of the room and perceiving one’s own driving
speed.

The addition of HMDs in the experience presents a unique visual experience.
For AR HMDs, particularly in OST-HMDs, an additional layer lies between the
eye and the real world, and such a layer has superimposed information. In the
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context of training, the content to be learned in this case is presented as virtual
objects rendered in a holographic display. For a closed-view HMD in VR, the
actual view of the real world is absent. The device displays both the immersive
environment and the training content as virtual renders.

This dissertation presents two empirical experiments. First, I designed a
simulation of mixed reality (MR) to change the sizes of the OFOV of OST-HMDs,
and investigated how the OFOV affects spatial memory. Second, I designed an
animated pattern with varying information densities displayed on an OST-HMD,
conducted an experiment to investigate their effects on driving speed, and drew
insights about the perceptual process of visual speed.

I would like to contribute to the growing research of human factors that in-
volve the use of HMDs, specifically in OST-HMDs. My primary motivation for
this research is the creation of HMD-based augmented training solutions that are
efficient and effective in delivering training content to trainees. Furthermore, I
would like such solutions to facilitate a faster transfer of spatial skills, such that
the trainees will need minimal dependence on HMDs while maximizing the ben-
efits of training on one, so that they can be able to perform the task in the real
world correctly and efficiently. Additionally, I would like to explore the relation-
ship between the features or hardware limitations of current (OST-)HMDs, the
task performance of users, and the cognitive processes that are involved when
these scenarios are designed.

As this dissertation comprises two major experiments, I organized the prop-
erties in Table 1.1 to show the differences between them.

6



Table 1.1: Differences between the two major experiments in this dissertation

Properties Chapter 2 Chapter 3

Cognitive Process Spatial Memory Speed Perception

Ind. Variable (IV) Overlay FOV Stimulus Density

Dependent Variable
(DV)

Test Scores (Recall,
Transfer)

Actual Driving Speed

AR Content /Visual
Stimuli

Pair of targets in fixed
locations

Vection pattern with
outward radial motion

Relationship with the
OFOV

Truncated if outside
OFOV

Visible within OFOV
bounds /periphery

Visibility on Central
View

No need for
out-of-OFOV
visualization

No visible stimuli at
center

Virtual Environment Semi-circular layout of
virtual panel boards

Simulated driving
scenario

Real World
Environment

Semi-circular layout of
actual panel boards

Driving seat and
semi-circular monitor
setup

Device VR HMD (OST-HMD
Simulation)

OST-HMD (Simulated
Driving Scene)

7



2. Effects of Field of View of Head-Mounted Dis-
plays on Spatial Memory

One of the main targets of criticism of HMDs is the FOV size, whether in VR or
AR. This limitation is prominent with OST-HMDs, as those with narrow overlay
FOV (OFOV) sizes only provide a small window to view virtual objects. I want to
investigate if restricting this OFOV negatively affects a user‘s ability to memorize
spatial locations in a simulation of a work environment, and consequently, long-
term memory transfer to an equivalent scenario in the real world two days later. I
conducted a within-subjects experiment with 18 participants, performing in three
phases with an OST-HMD, simulated on an immersive HMD. For each phase, they
viewed the training scenario with a different FOV size of the augmentable area
(30°, 70°, 110° diagonal).

Results from recall tests showed that smaller FOV size did not significantly
affect user’ s performance on both short-term and transfer tests, but HMD data
revealed that users rotated their heads less with a 110° OFOV. Furthermore,
proximity of objects to memorize had an interaction effect with smaller OFOV
sizes. The findings of this study point to the consideration of various aspects of
training spatial skills in AR and properties of the HMDs used for such training.

2.1 Introduction

Current technologies like virtual and augmented reality (VR, AR) have been
used to facilitate training sessions by simulating the work environment [76, 24],
in case of inaccessibility of the workspace or lack of training space. Skills like
spatial awareness and understanding rely on the quality of spatial information,
which makes AR or VR viable training platforms. For example, astronauts need
to be aware of the changing spatial orientation as they perform tasks under the
influence of lower gravity [52]. Some tasks require memorizing the layout of the
space, then transferring the retained information in another form and location [2,
53], potentially reallocating time from memorization to other critical operations.
The visual designs of AR/VR environments and appropriate placement of task
information in the scene should then be considered to support positive training
transfer (i.e., continuous and efficient performance [7]) to the actual task.

8



2.1.1 Purpose and Overview

Since different HMDs provide different FOV sizes, I would like to investigate
whether the OFOV size affects the memorization of spatial relationships. Vari-
ous studies showed that limiting a user’s OFOV will negatively affect their ability
to memorize the layout of the environment [2, 3] and time to navigate the environ-
ment [68]. Intuitively, one would expect a small OFOV to, similarly, negatively
affect the user as it truncates the view of the virtual objects. The limited OFOV
could also lead to partial loss of information that lies outside it, further hin-
dering the learning process. However, this effect could be counteracted by the
increased focus users need to exert to memorize the locations when they are not
visible all the time under a smaller OFOV. Furthermore, users focus primarily
on the object at the center of the visual field [64], limiting the benefits a larger
OFOV could have on the memorization task. I specifically chose memorizing
two virtual objects because their distance would affect the way they are viewed
with an HMD with a restricted FOV. I see the benefit of exploring this task on
operations like gaze-free control, faster search, and cross-checking of spatial infor-
mation. Furthermore, some operations in the real world involve both immensity
and complexity like circuitry and cable work, where memorizing the connection
between two points is necessary.

This chapter discusses the results of a within-subjects experiment (N = 18)
that investigates the effects of the size of the OFOV on a user’s ability to memorize
locations of interest. As I did not have access to a large FOV OST-HMD, I utilized
a simulation of an OST-HMD in VR that allows us to explore FOVs not currently
possible on most commercial OST-HMDs. Such simulations of AR have been
shown to provide results similar to those conducted on the actual device [43] and
have been used to study navigation techniques for OST-HMDs [61]. I simulate
three OFOVs (30◦, 70◦, 110◦, measured diagonally, as seen later in Fig. 2.1). For
each OFOV participants had to memorize the locations of 15 target pairs over
the course of four memorization tasks. Each memorization task was followed by a
recall task to monitor the participants’ progress. Finally, I evaluated retention on
a transfer task two days later in a real environment resembling the virtual training
scenario (Fig. 2.3). The results show no significant difference among the OFOV
sizes in terms of correct responses during the recall tasks as well as the transfer
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task. However, the recorded HMD rotation data revealed that participants had
the least amount of overall rotation in the 110◦ condition, which lessens potential
physical strain and reduces overall memorization time.

2.1.2 Research Contributions

The contributions of this chapter are as follows:

• to conduct an empirical study and gather subjective feedback about the
relationship between OFOV in OST-HMDs and spatial memory,

• to provide insights about the relevance the OFOV of an HMD has in influ-
encing the way a user perceives and carries out a task, particularly high-
lighting the issue of incomplete perception of the virtual objects even when
the real world is fully shown in an OST-HMD setup.

• to highlight observations made on spatial memorization that could have
implications on the design of HMD-based simulations as training environ-
ments (e.g., trainees exert less head rotation on large OFOVs, the proximity
of virtual objects as training stimuli is important), and

• to present results and findings relevant to the discussion of whether or not
designers should be wary about the OFOV to support the training process.
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2.2 Related Work

Applications in AR and VR have demonstrated their potential of assisting many
spatial tasks and improving the spatial skills of users, such as spatial memoriza-
tion. In many studies, however, the FOV of the AR and VR devices have been
commonly cited as a factor affecting the development of such applications and
the users’ performance.

This section reviews prior explorations of AR and VR for spatial memoriza-
tion, followed up with a discussion of effects a limited FOV could have on users
and ways to mitigate it.

2.2.1 Classifications of Memory

The time of accessing stored spatial memory (and memory in general) is im-
portant. The common classification of memory is temporal: as short-term and
long-term memory. During successive and immediate iterations of exposure to
memorized stimuli, working memory should be able to build short-term memory.
Then, as a significant amount of time elapses, the stimuli used to memorize are no
longer present, or the environment changes, memory may undergo deterioration.
Memory that still remains at this time can be referred to as long-term memory.

This distinction between the short-term and long-term memory is also one of
the reasons behind the design of the experiment. Not only do I want to investigate
immediate effects, but I also want to extend the duration of the study so that I
can also see what happens long after the training has finished.

I would like to highlight that the long-term memory that I am exploring in
this study is unique. The environment used during the training and the one
used to evaluate spatial memory is different in terms of realism. I would like to
situate the participant of the experiment in the real world, where the elements
of the room resemble that of the training environment in the virtual world, thus
demonstrating a training transfer scenario.

Aside from duration, the types of memory can also be organized according to
heuristics. In this taxonomy, memory can be classified as declarative (explicit)
and non-declarative (implicit) [67]. Within declarative memory are two common
types of memory: episodic and semantic. Episodic memories involve events that
have happened to a person, replayed as snapshots or short episodes. On the other
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hand, semantic memory involves recalling meaning and general knowledge.
For the purpose of this experiment, I define spatial memory in this experiment

as the ability to recall spatial information (e.g., location) of objects. I wanted
to make this distinct from episodic and semantic memories, such that the mem-
orization task should not depend on the sequence of events as in an episode, or
on the meaning of the stimuli or object (e.g., no words or icons).

2.2.2 Spatial Memorization in AR and VR

Critical operations such as fast access and manipulation of information (e.g.,
flight control [14]) and navigating hazardous spaces (e.g., astronauts missions in
space [52]) require good spatial memory. However, such critical operations may
need to be rehearsed in a different environment, and hazardous spaces should be
simulated with safety precautions. This is where training environments through
simulations in AR and VR can be helpful.

Benefits of AR and VR to learning have been studied extensively, showing
that both can support memorization [9, 22, 21, 62, 40]. It is important to note
that the amount of time passed before short-term and long-term recall tests varies
depending on the study [22, 32, 15, 5, 4]. Generally, short-term memory recall is
considered to happen immediately after a memorization task (within 30 seconds)
while long-term recall refers to any event where the memory is probed at a later
time.

The efficiency of the learning process can be affected by different parameters,
such as the number of dimensions of the environment [11], the number of repe-
titions and items to remember [4], or the presence of landmarks [71, 23], which
was found to be more beneficial for learning the location of elements than a grid
layout.

Although it is more difficult to memorize items distributed in a 3D space
over 2D [11], the 3D nature of the experience has been shown to be beneficial
for the loci memorization technique [62, 40]. This technique associates locations
the user is familiar with to pieces of information. When trying to memorize the
information, the user creates a mental walkpath between the different locations,
recollecting the information as they continue on the path. This integration of
spatial information can assist the retention process.
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Others explored how directly augmenting the environment by overlaying the
content associated with the location onto it, could be beneficial for the learning
process. Gacem et al. [22] compared the effects of different confirmation and
highlighting techniques on learning the spatial location of elements around the
user, but did not investigate the FOV. The experiment from my master’s thesis [9]
compared learning of spatial locations in AR and VR, and found that VR resulted
in better short-term recall, while AR led to better long-term memorization. Ad-
ditionally, although participants were asked to stand at a pre-defined location,
they tended to step backwards in both environments to increase their view of the
world. One potential explanation for this behavior is the limited OFOV of only
30◦ in both conditions. Contrary to these works I want to investigate the effects
of different OFOV sizes, while the user has an unconstrained view of the scene.

2.2.3 Effects of FOV Restriction

Constraining the user’s FOV has been shown to result in reduced performances
in a variety of tasks related to spatial awareness, such as search [18, 70], inspec-
tion [59], navigation [68, 8, 30], driving and flying [13, 14], as well as retention of
the explored environment [34, 49, 2].

However, as noted, by Lin et al. [49], this is not universally the case. For ex-
ample, in their study increasing the FOV beyond 100◦ did not result in improved
memorization of a space while driving. Supporting this observation, Knapp and
Loomis [39] found that a smaller FOV did not significantly affect depth estima-
tion, while Hassan et al. [30] showed that small FOV angles could be sufficient
to navigate a scene with high contrast. Ragan et al. [58] found that a larger FOV
significantly improved training results of a search task in VR, but did not result
in a significant difference during assessment. Similarly, Kishishita et al. [36] found
that when two tasks (search and puzzle solving) compete for attention, a larger
FOV did not lead to an improvement in search performance. These observations
show that although generally a larger FOV results in improved performance, it
ultimately depends on the task at hand.

Several techniques have been explored to reduce the aforementioned negative
effects of the FOV restriction by the HMD housing. Some techniques mitigate it
by incorporating LEDs and low-resolution displays to provide information about
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the occluded areas [56, 28, 74]. Others approached this as a view-management
problem and indicate the existence of occluded objects via in-view or in-situ
labeling [36], or screen edge indicators [56, 26]. Both approaches have been
shown to effectively assist users in maintaining awareness of objects occluded by
the housing of the HMD, however indications with CG bear the benefit of being
easily deployable on existing hardware, without need for customization.

2.2.4 Summary of Related Work

The review of related work showed that although many papers explored the ef-
fects of the FOV on user performance, these usually focused on reduction of the
overall FOV, not only the augmentable portion of the FOV. If the user’s view of
the environment remains the same, their information of the scene layout is not
affected by the OFOV. As such, users could memorize the information presented
on the OFOV relative to the environment, reducing the benefits a larger OFOV.
While different studies have considered the benefits of different parameters in AR
and VR on memorizing locations, they did not investigate what effects a limita-
tion of the OFOV would have on the results. As such, the goal of this experiment
is to determine if the intuitive assumption that a larger OFOV size leads to better
memorization results truly holds. The tabular summary of related work can be
seen below (Table 2.1), showing the different viewing displays or devices used,
the levels of FOV used in the experiment, the number of participants, and the
treatment used in each study design.
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Figure 2.1: The participant’s egocentric view (left-eye camera) while performing
the memorization task, in three different levels of field of view (OFOV ) (a-c, blue
outline was not visible to the participants). When combined with the right-eye
camera, the aspect ratio of the full view doubles from 0.9 to 1.8.

2.3 Experiment

The goal of this experiment is to compare the effects of the OFOV size on mem-
orization of spatial relations in a virtual reality environment and its transfer to
the real world.

I focused on the visual perception of users while wearing an immersive HMD
when discussing the OFOV. When this OFOV size changes, the available contents
in AR that can be seen without moving the viewport also change. I hypothesized
that the FOV will have no impact on memorizing a single location consecutively
as we tend to focus on that location. This meant that the size of the OFOV
would at best impact search performance. As such, I considered a task where the
larger OFOV could present a benefit, such as circuitry work. Thus, I designed a
spatial memory test viewed on an HMD where the OFOV size can be changed.

I considered the short-term performance of users when exposed to many and
successive iterations of memory stimuli. Previous studies [22, 9] showed that
participants memorized more locations over multiple iterations of learning the
locations. Second, studies mentioned in related work conducted memory tests
immediately after and in the same location. I want to further explore the reten-
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Figure 2.2: Experiment procedure showing the order of events for one participant
over the course of seven days. Each color on the Stage row represents a different
phase of the experiment. Furthermore, the levels of OFOV are also different for
every tutorial and training stage.

tion of memorized information through longer time (i.e., days after) and through
relocation (i.e., training transfer to the real world).

The primary instruction for the participants was to memorize the location
of 15 target pairs shown during the memorization task and recall their location
in the following short-term recall task. I chose 15 as the number of items based
on preliminary tests, presenting a challenging task which helped in avoiding a
potential ceiling effect. Thus, I did not expect participants to memorize all items.
The memorization and recall tasks were all conducted in the virtual environment.
I was interested in the long-term retention and transfer of the learned content,
as knowledge gained in VR may not be fully applicable when transferring to a
different environment [47]. I asked participants to take part in an additional
transfer task conducted 2 days later on the physical counterpart of the virtual
environment. The transfer task was conducted similarly to the recall tasks and
also had a maximum score of 15. Participants performed the memorization and
recall tasks with an immersive HMD, where I modified the view with a different
OFOV size for each day (Fig. 2.2).

2.3.1 Hypotheses

When I designed the experiment, I formulated the following hypotheses about
the impact of OFOV size would have on some aspects of efficient training: the
speed of the training, subsequent mastery of the skill, the economy of trainees’
motion, and the satisfaction of the trainees when using the training application.

H1: Smaller OFOV sizes will result in lower scores in recall and trans-
fer tasks.
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For H1, I compare the test scores between OFOV sizes. As experiments
on spatial memory in VR involve training transfer to a different environ-
ment [53, 57], I made a distinction between the repeated training within the
same environment (HMD) and the transfer to the real world 2 days after.
Thus, this hypothesis can be divided as follows.

H1A: Smaller OFOV sizes result in lower test scores in short-term
recall tasks.
As the trainees can view the training objects more fully on large OFOV
sizes, they can view two target pairs simultaneously with ease. Fur-
thermore, I hypothesize that trainees may be more prone to error and
mislocate the missing targets when the view is truncated or discontin-
ued when the OFOV sizes are smaller.

H1B: Smaller OFOV sizes result in worse retention, leading to
lower scores on the long-term transfer task.
In a similar argument, targets memorized in smaller OFOV sizes would
have a weaker mapping of the target pairs because the trainees would
only see them partially. Consequently, this weaker mapping would
mean key information would be missing (e.g., forgetting at least one
of the target pair’s locations), which would negatively affect training
transfer.

H2: Target pairs that are close to each other are better memorized,
thus, scores coming from adjacent target pairs are higher than far
target pairs.

Controlling the distance between the two targets contributes to the necessity
of having a specific OFOV size. I hypothesize that small OFOVs may not
be enough to completely view two Far targets conveniently without moving
one’s head. On the other hand, target pairs like Adjacent ones may register
immediately making the memorization process faster. Thus, I suggest a
secondary variable of Proximity between target pairs as an additional factor
for investigation.

I assume the possibility of interaction between OFOV and Proximity. In
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particular, I hypothesize that the poorest recall performance would happen
when participants attempt to memorize Far target pairs with the smallest
OFOV size in the experiment, 30◦.

H3: Smaller OFOV sizes result in longer recall times when answering
short-term recall tests and transfer tests.

Connected to the first hypothesis, I assume that there will be more difficulty
in recalling target pairs that were presented in smaller OFOV sizes. In this
context, however, this difficulty manifests in the longer time it takes for
participants to come up with a final answer, regardless of the correctness
of the answer.

H4: With smaller OFOV sizes, participants will perform slower and
require more effort.

This experiment also looks into time and speed as a measure of perfor-
mance. In this hypothesis, I would like to identify two particular segments
of the experiment process: the memorization and recall task completion
time during the training phases and the amount of head rotation when
performing the memorization task.

For the memorization and recall task completion time I assumed that
trainees would require more time when viewing smaller OFOV sizes to com-
pletely register the target pairs as visual stimuli. I also hypothesize that
the speed at which participants rotate their head and shift their view to
their left or to their right (i.e., y-axis rotation) would be higher for smaller
OFOV sizes.

2.3.2 Experimental Environment

The motivation for this experiment came from previous studies on search and
memorization. In particular, I constructed a curved wall layout, similar to the
one used by Gao et al. [23]. The main benefit of the curved layout over the
planar layout used by Gacem et al. [22] and my previous work [9] is that the
relative size of the target is not affected by its location on the surface, i.e., targets
further away from the participants do not appear smaller than those right in
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Figure 2.3: The training was conducted in a virtual environment (a) with a blank
background and floor, while the transfer environment (b) in the real world used a
green curtain backdrop and floor.The panel boards were visible in the same way
across all three OFOV sizes.

front of them. While some studies showed that utilizing landmarks helps the
memorization process [71] I used a simple grid layout to avoid biasing the results.
While locomotion paired with a bigger visual overview of the environment may
benefit spatial memory [34], I opted not to ask participants to walk around the
environment to avoid motor memory from affecting the results. This also allowed
the exclusion of potential confounding factors from different OFOV sizes affecting
how efficiently participants navigated the environment.

I built the curved wall from five panel boards that were equally spaced in a
semi-circle around the user seated on a stationary chair (40 cm height). They
appear as 3D models in the virtual world and actual panel boards in the transfer
environment (Fig. 2.3). Each panel board (166 cm x 94 cm) contains 6 rows x 4
columns of 16 cm x 16 cm square icons inside it, shown as two 4x3 grids, one at
the top and one at the bottom separated by a thick black line that serves as a
divider. Each square in the grid only has a black border and a white background.

I kept the environment minimal to allow participants to focus on the mem-
orization task and to avoid memorable objects functioning as landmarks. This
allowed the close replication of the virtual environment in the real world, but al-
lowed for some differences requiring users to apply their knowledge in a different
environment. In the virtual environment the panels stand on a blue floor in front
of a gray background. In its physical counterpart I use a green curtain and floor
as the backdrop.
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2.3.3 Implementation

Mixed Reality Simulation In the development of the application that I show
to the participants, I needed to create a close replication of the real world envi-
ronment so that I can make a proper simulation. I measured the dimensions and
positions of the five panel boards as accurately as possible. Then, I created 3D
models using the measured information. Then, I exported these files onto Unity
2018 LTS, where I did the development of the application.

To distinguish between the virtual objects that need to be memorized (V)
and the simulation of the real world in the virtual environment (S), I created a
stencil shader. This shader renders only the portions of V within the bounds of
a viewing frustum simulating an OST-HMD with a specific OFOV level. I add
another plane in front of the main camera, acting as a viewing area that simulates
an OFOV. On all the levels of OFOV, the rendering of S is unaffected, as the
main camera renders everything else.

Wedge Visualization While the goal was to keep the two environments simi-
lar, participants were assisted in the virtual environment by indicating the target
locations relative to their current view. This prevented the task from becoming
a search task and helped participants to efficiently explore the virtual environ-
ment. I opted to recreate the 3D wedge indicator described by Gruenefeld et
al [26] (Fig. 2.4) in my application. This technique does not require physical
modifications of the HMD frame and has been shown to be effective in guiding
users. The wedge is a triangle that has one of its corners at the target location
and whose opposite side sticks into the OFOV. The wider the visible side of the
triangle, the further the participant needs to rotate their head to bring the target
into their view. The 3D wedge thus encoded not only the direction, but also
the distance to the target making it easy for participants to find it. I rendered
the wedge in the same color as the target it was pointing to. During training I
showed the wedge for both targets, while only the wedge for the target shown to
the participants was visible during the short-term recall tasks (Fig. 2.1).
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Figure 2.4: The 3D Wedge and Halo visualizations for AR as originally illustrated
in [26], with the 3D wedges I highlighted in blue.

2.3.4 Experiment Variables

The independent variable of this experiment is the OFOV with three levels (30◦,
70◦, 110◦). The number of times I assessed participants for each level are also
defined. The names of the variable of short-term recall tasks during training stage
are R1-R4 and the transfer task after 2 days is RL, respectively.

From the review of prior work I could not identify a commonly used set of
OFOV sizes to evaluate its effects on performance (see Table 2.1). Usually, the
maximum FOV size is determined by the used device, and any additonal levels are
spread between an arbitrarily set minimum and this upper threshold [70, 36, 3].

I used the HTC Vive5, an immersive HMD capable of displaying up to 110◦

diagonal FOV, which became the upper threshold I could investigate. I selected
5https://www.vive.com
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a diagonal FOV of 30◦, which is slightly smaller than the OFOV of the Microsoft
HoloLens used in my master’s thesis [9], as the smallest FOV. Finally, I added
an intermediate value of 70◦ to observe the OFOV variable in three levels. The
different OFOV sizes used for the experiment affect the appearance of virtual
objects when they are positioned in the periphery (Fig. 2.1).

As an additional variable to consider, I included the Proximity of each target
pair. I defined 3 categories of proximity according to the panels: Adjacent, Near,
Far. An Adjacent pair of targets are located on the same panel or at immediately
neighboring panels. The panels of Near targets have one panel in between them.
Finally, the Far target pairs are on the extreme opposites of the setup, having two
or three panels in between them. Since the vertical distance is limited (to at most
5 squares apart), I have randomized this distance for the targets. Nevertheless,
each target pair in a set has only one matching target pair in another set in terms
of the X-Y distance and proximity category.

I counterbalanced variables in the experiment, mainly with the three OFOV
sizes, using all order permutations. To avoid carry-over effects between different
OFOVs I defined three unique target Sets (Fig. A.1), consisting of 15 target
pairs each. To ensure that all target Sets present a similar degree of difficulty I
first defined a single Set that satisfied the Proximity requirements and mirrored it
horizontally and vertically to generate the other two Sets. For each Set I randomly
assigned the color of the targets (i.e., red or green). I also made sure that the
resulting Sets do not overlap. To avoid confusion between learning difficulties
of a particular Set and the OFOV levels I counterbalanced the combinations of
OFOV × Set.

The dependent variable that determines the training performance of the par-
ticipant is the test score, measured as the number of successful trials during the
recall and transfer tasks with a maximum score of 15. Aside from the score, I
have also included the performance time of the participants in the analysis. I
want to observe the duration of the training stage in terms of memorization task
completion time, the recall times on all the recall tasks, as well as the overall
training time for each OFOV level. As I restricted the movements of the partici-
pant to staying put in one location, I also gathered rotation data from the HMD
to observe movement differences across all OFOV levels.

23



I evaluate the subjective workload of the system under different OFOVs with
the NASA-TLX Questionnaire [27]. I also collected qualitative feedback about
the participant’s experience.

2.3.5 Experimental Procedure

I recruited 18 participants from our university through an online announcement
(5 female and 13 male, 24.78 ± 2.37 years of age). Based on a pre-experiment
survey, only 5 participants used an HMD for the first time. While 13 out of the
18 participants reported the use of personal visual aids for daily use (e.g., contact
lenses, eyeglasses), they did not experience any difficulty viewing the scenario in
the VR HMD. While performing the experiment, these participants had normal
or corrected-to-normal vision and reported no other visual impairments when I
asked them before proceeding.

The experiment took place over the course of 7 days, as shown in Fig. 2.2. It
comprised of 3 phases spanning 3 days each. A new phase started immediately
after the previous phase ended. Each phase featured a unique combination of
OFOV × Set, so that each participant was exposed to each OFOV level and Set
level only once, to prevent carry-over effects. I counterbalanced the order of the
OFOV s and Sets among the participants.

On the first day, participants signed a consent form and were informed about
the experiment procedure, the task, and safety procedures if they experience
dizziness or discomfort during the experiment. Finally, participants watched a
video guide on how to use the application before proceeding to the beginning with
the first phase of the experiment. Each phase included a tutorial stage in which
participants familiarized themselves with the interface and the varying OFOV;
a training stage in which participants had to memorize the location of the 15
target pairs in the assigned Set; and a retention stage that evaluated how well
participants recalled the learned locations 2 days later. The tutorial and training
stages were conducted in VR, where participants used the HTC Vive controller to
interact with the virtual environment. The retention stage was conducted on the
physical counterpart of the virtual training environment and participants used a
laser pointer instead of the controller.
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Tutorial Stage The tutorial stage consisted of a single memorization task fol-
lowed by a recall task. The memorization task required participants to learn the
location of three target pairs, while the recall task required participants to recall
the location of the learned locations. The explanation for the memorization and
recall tasks in more detail for the training stage, can be seen below. During the
tutorial stage, participants could finish the recall task only after correctly an-
swering all three trials. The targets in the tutorial were the same for all OFOV
levels and did not overlap with any of the Sets used during the training stage.

Training Stage The training stage consisted of four iterations of the memo-
rization and recall tasks conducted on the same Set of 15 target pairs. Each target
pair consisted of two targets, a red and a green square that appeared somewhere
on virtual boards surrounding the user (see below for more details on the layout).
To avoid confusing participants I ensured that no two squares from different tar-
get pairs overlapped over the duration of the experiment. I opted to use target
pairs over a single target to ensure that the presented information would not be
entirely visible within a small OFOV.

Memorization Task:
Participants initiated the memorization task by pressing onto the main but-

ton of the controller. During the memorization task participants were shown the
target pairs in random order. Whenever participants confirmed that they mem-
orized the location of the currently shown target pair by pressing on the main
button of the controller the next target pair appeared. After participants were
shown all 15 target pairs twice, the system automatically progressed to the recall
task.

Recall Task:
The recall task evaluated how well participants memorized the location of the

targets. For each target pair one of the targets was shown to the participants
who had to recall the location of the missing target. Participants could select one
of the squares on the boards by pointing at them with the controller. During the
recall task a visible ray was cast from the controller that indicated to participants
where they are pointing at. Participants confirmed their selection by pressing
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on the trigger of the controller. Each selection counted as a trial, which was
judged as correct if participants selected the correct square on the boards. A
visual indicator informed participants if they answered correctly or incorrectly.
Participants had to confirm that they saw the feedback by clicking on the main
button of the controller. The system then proceeded to the next target pair, which
was selected randomly from those not yet evaluated. An in-application timer
for the training stage recorded the participants’ response times. The training
program also recorded head movements of the participants by storing the VR
HMD rotation data. The recall task finished when participants completed a trial
for each target pair of the Set. If necessary, the system automatically proceeded
to the memorization task for the next iteration.

During the recall tasks, I evaluated how well participants memorized the tar-
get pairs through a series of trials. In each trial, I randomly selected which of
the targets was shown to the participants and asked them to indicate where the
other target from this target pair was. The trial was counted as successful, only
if the participant selected the correct location on the board. As such, each recall
task had a maximum score of 15.

Retention Stage To judge how well participants could retain the learned in-
formation, the retention stage featured a transfer task 48 hours after training
phase completion. This transfer task was conducted on a physical setup that was
in a different room. After participants were seated on the stationary chair in the
center of the boards, they were handed a laser pointer that they could use to
point at the board, similar to the controller during the recall task. A researcher
indicated the location of a target with a laser pointer and the participants were
asked to indicate the location of its pair and to verbally confirm the location they
point at. The researcher then noted down the selected location and indicated the
location for the next target pair, selected in random order by a program. During
this retention stage, the researcher recorded the time with a stopwatch. This was
repeated until the researcher inquired about the location of all target pairs in the
memorized Set. During the retention task participants received no feedback on
their performance. After completing the retention task, Participants were asked
to fill out a NASA-TLX Questionnaire, marking the completion of a phase.
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After finishing phases 1 and 2, participants were directed to the room where
the tutorial and training stages were conducted and proceeded with the next
phase. If they completed all three phases, I asked them to take part in a short
semi-structured interview where they could provide feedback on their experience
and memorization techniques they might have used.

The experiment was approved by the institutional review board of our uni-
versity and took approximately 90 minutes on Days 1, 3, and 5 and less than 20
minutes on Day 7. Participants received a remuneration of JPY 2000 (USD 18).
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Figure 2.5: Test scores according to FOV size and Task. Each training score is
significantly different from one another. The retention scores are also significantly
different from each other. (* p<0.05 ; Error bars represent standard error)

2.4 Results

I compare the objective and subjective performance with the different overlay
FOV sizes during the experiment. I determine statistically significant differences
using a threshold of 0.05 and apply Bonferroni correction for multiple compar-
isons.

2.4.1 Test Scores According to Task

I categorize the results of test scores into two: the training scores (considering
R1 −R4) and the retention scores (considering scores from the last recall task in
R4 and the transfer task RT 2 days after). In total, participants answered 3240
trials for the short-term recall tasks, and 810 trials for the transfer tasks. The
summary of the test score results are shown in Fig. 2.5.
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Recall Test Scores According to FOV Levene’s test did not detect a signif-
icant difference between the levels of variance across the recall tasks (F (11,204)
=1.278, p ≈0.274 for R1,2,3,4). However, a Shapiro-Wilk test showed that the
results were not normally distributed p<0.001. Thus I carried out a Friedman’s
test for all these observations with Bonferroni correction for the adjustment of p
values.

Considering the training scores, I did not find any statistically significant
difference among the FOV sizes, however, there was a statistically significant
difference for Task (R1 vs. R2 vs. R3 vs. R4) from the results of Friedman
test, χ2(3) =46.067, p<0.001. A post-hoc test using Fisher’s Least Significant
Difference (LSD) showed that all tasks are significantly different from each other.
However, a more conservative pairwise Wilcoxon signed-ranks test showed no
statistically significant difference between R3 and R4. Furthermore, the scores in
R3 were higher than in R2, which were higher than in R1. In terms of the training
scores, the results reject the hypothesis H1A.

Retention Test Scores According to FOV Levene’s test did not detect
a significant difference between the levels of variance across the retention tasks
(F (5,102) =2.116, p ≈0.069 for R4,T ). Like the treatment for the recall test
scores, I also carried out a Friedman’s test with Bonferroni correction because
the distribution of the results were not normal (Shapiro-Wilk: p<0.001).

For the retention task, Friedman’s test did not reveal a statistically significant
difference between different FOV s. Both the LSD andWilcoxon tests (Z =- 3.427,
p<0.001) showed that R4 had a higher score than RT . In terms of the retention
scores, the results reject the hypothesis H1B. Overall, the results reject the main
hypothesis H1.

2.4.2 Test Scores According to Proximity of Target Pairs

As the recall and transfer tasks have an equal number of Adjacent, Near, and Far
targets, I considered further analysis with Proximity as an additional variable.
Since the assumption of normality is violated, I used Friedman test for these test
scores. To find possible interactions among FOV, Task, and Proximity, I ran an
Aligned Rank Transform (ART) procedure [73].
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Taking the training scores into consideration, while there was no statistically
significant difference in terms of FOV, the results showed that Proximity had
statistically significant difference (χ2(2) =29.662, p<0.001), as well as Task (χ2(3)
=46.067, p<0.001). The results from ART showed that there was an interaction
between FOV and Proximity (p ≈0.043). After performing contrasts pairwise
comparisons, results showed that the scores and FOV at 30◦ and 70◦ depended on
the Proximity. Adjacent target pairs viewed at 70◦ and Near target pairs viewed
at 30◦ produced better scores than their counterparts (p ≈0.042). Furthermore,
Near target pairs viewed at 30◦ and Far target pairs viewed at 70◦ produced
better scores than their counterparts (p ≈0.021).

Both Fisher’s LSD and Wilcoxon signed-ranks test revealed that at p<0.05,
Adjacent targets had higher scores than Far targets, and the Adjacent targets had
higher scores than Near targets. For Wilcoxon’s test with continuity correction,
scores from Adjacent target pairs were statistically significantly different than
scores from Near (Z =- 9.392, p<0.001) and Far (Z =- 8.347, p<0.001) target
pairs. Furthermore, Far versus Near target pairs had statistically significant
difference (Z =- 2.405, p ≈0.016.

In terms of retention, the results show a similar statistical significance on the
main effects (Task and Proximity), but did not reveal any interactions among
the variables. Using the Friedman test, Proximity (χ2(2) =28.727, p<0.001) and
Task (χ2(1) =18, p<0.001) had statistically significant difference.

Fisher’s LSD test revealed that in the retention scores, with p<0.05, Adja-
cent targets had higher scores than Far targets, and the Adjacent targets had
higher scores than Near targets. However, after performing a more conserva-
tive Wilcoxon’s test, Far versus Near target pairs had no statistically significant
difference. Scores from Adjacent target pairs were statistically significantly differ-
ent than scores from Near (Z =- 6.124, p<0.001) and Far (Z =- 5.545, p<0.001)
target pairs.

I have specified that closer targets would have a higher recall rate. I have
to qualify the support and rejection for H2. The results partially support this
hypothesis as Adjacent targets yielded higher recall and retention among farther
ones. But as Far targets had better scores on the short-term recall tasks than
Near targets, the results do not fully support H2. The summary of the scores
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Figure 2.6: Test scores sorted according to Proximity and Task. Training scores
are significantly different from one another. The retention scores are also signifi-
cantly different from each other as well. (* p<0.05 ; error bars represent standard
error).

according to Proximity is shown on Fig. 2.6 and 2.7.

2.4.3 Task Completion Times and Head Rotation

The results for task completion times and head rotation did not violate the nor-
mality and sphericity assumptions. I thus analyzed them using an ANOVA with
a post-hoc Tukey test.

A 2-way repeated measures ANOVA found no statistically significant differ-
ence between FOVs, and response times for the short-term recall tasks and the
transfer task (Fig. 2.8). It also did not reveal an interaction effect between FOV
and tasks. This result thus rejects the hypothesis H3.

A 2-way repeated measures ANOVA also found no statistically significant
difference among memorization task completion times, whether by FOV or by
Task. This is also true when looking at the entire duration of one day of training.
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Figure 2.7: Test scores sorted according to Proximity and FOV.(* p<0.05 ; error
bars represent standard error).

I presented the distribution of head rotation data as a heatmap plot (Fig.
2.9). The top-down view of the experiment shows the relevant y-axis (up added)
around which the participants’ heads rotated. To analyze the head rotation data
from the HMD, I processed the movement as angular velocities around the y-axis,
where participants rotate to view different panels during the training stages. I
can see that participants rotated towards the leftmost and rightmost panels more
as the FOV size got smaller. This indicates that they had to rotate their heads
to complete the view of the target pairs, especially for the 30◦ FOV. On the other
hand, the heatmap indicates that most of the time, the viewport of the HMD
remained centered and participants did not rotate their head much in the 110◦

FOV since the larger FOV size can show more objects.
I looked at the average shift in head rotation around the y-axis, by taking

the sum of all the values of the rotations over the duration of one session. I
designated the starting time of the training as the first click of the controller to
start the session, and the ending time of the training as the last controller click
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Figure 2.8: Average response times while performing the answering tasks accord-
ing to FOV size and Task. Error bars represent standard error.

to answer the last item of the R4 recall task. The difference between the starting
and ending time is the duration of the session.

Before the analysis, I have removed three trials as outliers from the data.
Then, I performed a repeated measures ANOVA, reporting a statistically signifi-
cant difference in terms of FOV (F (2,48) =8.045, p ≈0.001). A post-hoc Tukey
test revealed that velocity values of 110◦ were smaller than those of 30◦ and 70◦,
as both pairwise comparisons were statistically significant with adjusted p values
of p ≈0.004 and p ≈0.002, respectively. The results thus only partially supported
the hypothesis in H4. Showing that although the FOV did not significantly af-
fect the training time, participants exerted more effort rotating their view while
viewing smaller FOV sizes.

2.4.4 Preferences and Evaluation from Participants

After the experiment finished, I asked participants different aspects of the training
beyond the link between FOV and spatial memorization to get subjective feedback
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Figure 2.9: Visualizing the head rotations from the top-down view for the three
different levels of FOV, with each level separated by the radius grid lines.

about how they approached the task. The intrinsic motivation of the participants
vary. Three participants directly stated that they did not exert too much effort
to get correct answers, guessing or skipping items they did not memorize. One
participant directly expressed seriousness in getting all the answers correct. Half
of the participants additionally expressed being overwhelmed about the number
of items to memorize. Six participants also noted that memorization became
easier as days progressed.

Since this was a task about memorizing spaces, it was important to ask about
their memorization techniques. Most participants answered that they relied on
the 2D grid structure of the panels to memorize. Different participants had dif-
ferent ways of dividing the memorizing space. When I asked participants about
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Figure 2.10: Results from the raw NASA-TLX questionnaire. Error bars repre-
sent standard error.

memorization strategies, I found that they used a combination of similar ap-
proaches, which I classified into three. First, seven participants created a ma-
trix/coordinate system for numerical associations of the locations of the targets.
Eight participants broke down the panels into components or regions (e.g., gray
line makes a top and bottom block, thus treating the space as 10 boards of 4x3
squares). Finally, nine participants imagined a target pair as part of a shape or
a pattern.

I also asked participants to rate the cognitive load of the tasks for each day
they performed in the user study, via a raw NASA-TLX questionnaire (Fig. 2.10).
Using Friedman test, there was no statistically significant difference.

I wanted to know if participants noticed and relied on the wedge guides when
they could not find target pairs. According to participants, they all noticed the
wedge guides. I also asked participants on how reliant they were with the wedge
guides on a scale of 1 (“I did not care”) to 10 (“I was using it frequently.”),
participants reported an average of 7.5.
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2.5 Discussion

According to results of the experiment, I was not able to observe a statistically
significant difference among the chosen size of the overlay FOV of the HMD.

The task takes into account how fast and accurately the participants were
able to retrieve spatial information of a pair of locations in 3D space. In this
section, I match the objective results and participant reports with ideas in spatial
memorization and perception that may have played a role in the study.

2.5.1 Test Scores According to FOV and Task

I was not able to observe a statistically significant effect of the FOV size on the
scores of the spatial memorization test, whether in short-term recall tasks or the
transfer task. As expected, the results also showed that after a few repetitions
of training, the performance in the recall tasks improved, but not all of the
memorized items were transferred into the real world. To explain the results in
different perspectives, I refer to two known processes about memory that differ
in terms of the amount of physical and mental effort exerted: automatic and
effortful [29].

First, there is automatic registration of memory, based on the visuospatial
sketchpad idea from the working memory model [6]. In this experiment, I assumed
that this automatic memorization benefited from a large FOV where participants
could effortlessly see both target pairs, regardless of proximity of target pairs.
However, the results did not reflect any statistically significant change among
FOV sizes. Participants reported that they could easily memorize the location
of some targets, recalling them correctly in the first tests. These targets usually
could be easily associated with features of the environment, e.g., close proximity
to the edge. Here, the edge likely functioned as a landmark.

Second, adding intent to the process of memorizing spaces produces an effort-
ful training, improving what is being registered automatically [17]. In the case
of memory palaces [40, 45], participants had to exert effort and change location
to improve memorization, whether by locomotion physically or by scene move-
ment virtually. This intent may also manifest as “muscle memory”, or associating
memorizing a location with a specific motor movement, like the amount of nec-
essary head rotation being linked to the distance between targets. Montello et
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al. [51] explained the role of the body in the spatial memorization process. They
highlighted how humans update knowledge of their locations based on perceived
body speed and direction. If participants would rely on this muscle memory, this
assumes that users exerted extra effort, which might be the reason I detected no
significant difference among FOV sizes according to the retention scores and their
response times. Based on the results of the experiment, inducing effort through
reducing FOV may not be relevant to the performance.

The linking of perception of the training environment to actual performance
still needs further clarification. On one hand, the participants have reported
different techniques and approaches to their memorization process. On the other
hand, the inherent motivation to actually memorize the sets were different for each
participant. Some participants were very eager to get all of the answers correct
in as few tries as possible, while others decided to skip hard to memorize items
in favor of the ones that they have already memorized. While these techniques
and motivations can somehow connect to the fact that ease of the memorization
process can be aided with a certain size of the FOV, there still needs to be more
direct evidence for further examination.

Finally, results showed that scores had a significant difference according to
Task, not FOV. Participants had more chance to immediately improve scores on
short-term recall tests, as these happen as soon as the memorization task finishes.
Hence, as expected, a learning effect was observed on the training stage, and a
performance deterioration on the retention stage. As expected, the task was
challenging, with participants correctly recalling only 9 of the 15 pairs in R4.

2.5.2 Test Scores According to Proximity of Target Pairs

Proximity of the targets also had a role in the memorization process. Looking
at the results of all tests and the consistency of participants’ observations after
the whole study, correctly-answered target pairs were closely linked with proxim-
ity: either the target pairs are close to each other that they fit the overlay FOV
(which were confirmed to be the Adjacent target pairs), or they are on the ex-
treme opposite ends of the whole layout (which were the Far target pairs). From
these observations, I emphasize the importance of spacing and grouping targets
together.
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The anticipation of objects in the periphery has been discussed by Ragan et
al. [58] as an affordance of a large FOV. The results showed that for a large
FOV like 110◦, farther targets (Near and Far) produced similar outputs. This
may indicate that at a certain threshold value of FOV size, users may regard
the periphery with the same level of anticipation. Furthermore, in the case of
Near target pairs, these positions represent locations found near the immediate
periphery of the overlay area when a person does not perform head rotations. This
combination of a lack of head rotation, a shift away from the visual center, and
an even restricted view brought about by small FOV sizes may have contributed
to the participants forgetting such pairs.

2.5.3 Task Completion Times and Head Rotation

As mentioned, some participants only focused on target pairs that they were sure
they memorized. For items that they could not memorize, they either guessed or
opted to skip by selecting a random location. On the other hand, those who had
a strong intrinsic motivation to memorize everything and to have a perfect score,
with an intention to answer carefully. Thus, response times during recall tasks
have varied.

Furthermore, the distribution of the head rotations along the y-axis map well
with the Proximity classification of the target pairs on the corresponding panel.
The Adjacent target pairs are easily viewed with larger FOV sizes because there
was no truncation, while Far targets are more difficult to view in one frame when
the FOV sizes are smaller.

Looking at the distribution of rotations from the top-down view (Fig. 2.9)
and the results of the rotation data analysis, the 110◦ FOV had the least rotation.
This meant that most of the time, participants did not have to shift their attention
somewhere else. Given that they had the maximum FOV size at that moment,
they could accommodate the greatest amount of visual information. The 30◦

FOV demonstrated the opposite, where participants had to rotate themselves to
the left and the right more than the other two FOV levels. This implies that
participants had to exert more effort to visually inspect the scenario and locate
the target pairs, aside from the actual memorization itself.

The statistically significant difference in the average velocity revealed that
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the physical performance of the task is affected by the FOV. Although, the more
appropriate observation was that with a large FOV of 110◦, participants did not
have to rotate much more than how they did with the other two FOV sizes. Aside
from this, given that the velocity values for 30◦ and 70◦ did not have a statistically
significant difference, it would be interesting to investigate the threshold FOV size
where the rotation speed values would change significantly.

2.5.4 Preferences and Evaluation from Participants

The tendency to remember locations with respect to positions within the grid has
been explored [46], citing the observation about a worse performance for content
memory in the presence of grid lines. This supports the participants’ claims of
ignoring the content of the target pairs (the colors red or green) as the training
sessions progressed.

In terms of the NASA-TLX scores, Friedman’s ANOVA may have been too
restrictive to produce statistically significant differences. However, the difference
could potentially become significant with more participants. The high evaluation
score and the overall awareness of the presence of the wedge guides indicate that
these visualizations of off-screen virtual objects are beneficial for participants
wearing OST-HMDs.

2.5.5 Visual Characteristics of the Training Environment

When designing the experiment, the task and the environment were major con-
siderations. To keep the results consistent, certain parameters have already been
set in place.

The view of the training environment in the experiment that emulates the
view of the person wearing an actual OST-HMD may play a role. Since the scene
is a simulation of an AR environment, the view consists of the overlay FOV, where
the virtual objects can be seen occluding the real world on the background, and
the peripheral FOV where only the real world can be seen. In this scenario, the
application still presents a constant view of the real world in its fullest extent,
which does not always match the size of the overlay FOV. Most studies [2, 14, 39]
limited the overall FOV, thus also limiting the view of the real world, leaving a
blacked out space outside of the viewable area. However, this experiment only
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adjusted the overlay FOV. The availability of the peripheral FOV as the source
of visual information may have still kept a frame of reference for participants to
use. Thus, regardless of the FOV, participants still had access to crucial landmark
information provided by the real world to mentally construct a spatial map.

Aside from the distinction between the overlay view and the real-world view
mentioned earlier, saliency of the virtual objects against the environment is also
important, as identifying such elements that are distinct from a regular percep-
tion of the environment would assist participants in their visual judgment of the
scenario. Hassan et al. [30] have made this distinction important by pairing up
contrast levels with specific minimum FOV sizes to achieve an efficient naviga-
tion. Trepkowski et al. [70] has also pointed out how information density, when
linked closely to the small FOV sizes of HMDs, could affect search performance.

Given these studies, the environment went hand in hand with information
on the display. The main idea behind using only the monochromatic background
(i.e., black, white, gray) was to ensure that the rest of the colors can be designated
as the colors of the training objects. In this user study, red and green were the
target objects, while blue served as the laser pointer color during the training
stages. Unlike the more detailed virtual environment [40, 45], this work eliminated
extraneous details which might be considered important virtual landmarks.

This training environment with minimal color choices helped with minimizing
the mental load of memorizing. Participants did not mind the actual positions of
the colors, and instead focused on the spatial relationship. Furthermore, unlike
studies on virtual memory palace applications, the stimuli for this experiment
were strictly visual, without any additional complexities brought about by faces
[40] or imageability of words [45].

Having to memorize a pair of two stimuli is also just one particular kind
of memorization task. This type of task has been selected since the capacity
to memorize them is low (i.e., only two targets with simple colors), in a fixed
location (i.e., the target locations and the panels do not move), and the order
or sequence does not matter (i.e., they must be memorized together as the test
randomizes the missing target). While these properties have been simplified for
this experiment, other tasks like memorizing assembly of objects require step-by-
step procedures which include an additional layer of episodic memory, and not
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just semantic memory.

2.5.6 Experiment Limitations

Primarily, the maximum FOV of the device as a restriction also became the lim-
itation of the experiment itself. Deploying the experiment in an HMD (whether
as an immersive HMD or OST-HMD) that would accommodate FOV sizes from
very large (preferably as wide as the human vision) to small would be ideal. I
also investigated only one spatial memorization task. There may be other tasks
that require skill transfer, spatial or otherwise, for which FOV size could play an
important role.

The design of the environment is also something that should be noted. In
real and actual work spaces, many environment changes happen, like lighting
or potential distractions, and workers may move around instead of just sitting
down. This experiment only featured a static scene for the training application,
as participants experience the training in a stationary position. As the experi-
ment restricted the movements to egocentric rotations and head movements, the
relationship between FOV and dynamic factors were not observed (e.g., the optic
flow of the scene, potential visual interruptions, or extraneous visual stimuli).
Allowing movement would be an interesting future work.

The experiment also presented a very unique memorization task. The re-
call test was randomized instead of a free recall or serial tests, and I have also
presented the order of target pairs in a randomized manner during the training
stages. While this experiment may have eliminated order effects in the memo-
rization process, a different procedure for assessment may yield different results
and insights.

I assume that by mixing either episodic or semantic memory to a spatial mem-
orization task will demand more cognitive resources, and thus affect the overall
memorization performance of participants. For example, when participants would
additionally need to follow a specific sequence of red and green targets along with
their respective locations, participants may solely rely on the sequence instead
of locations. On the other hand, prior semantic memory of icons, characters, or
words might interfere with spatial memory, as they carry additional meaning over
stimuli that only differ in two colors.
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Another potential limitation of this study is the timing of evaluations outside
the recall tasks. I asked participants to answer questionnaires like NASA-TLX
the moment before another set of recall tasks were administered. The significantly
long time that elapsed between the end of the last recall task and the moment I
have given them the questionnaire may have affected the results of these subjective
evaluations.

Furthermore, keeping the participants on a consistent schedule of coming back
every 48 hours posed a challenge. The 7-day schedule meant that participants
needed to come back on the weekend to finish the whole user study.

Finally, intrinsic motivation to perform the training task can also be im-
proved. If the goal of all participants is to perfect the score, they can equally
pay importance and attention to all the objects they should memorize. Other
dynamic interactions that would encourage the learning of content should be ex-
plored, rather than mere visual search or inspection of the targets in a stationary
position.
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2.6 Conclusions and Future Work

In sum, I presented an experiment that investigates the effects of the overlay
FOV size in HMDs on task performance, particularly, on the skill of memoriz-
ing spatial maps. To provide a demonstrative example, this study focused on
the spatial relationships between two virtual objects. However, results suggest
that the selection of FOV sizes did not significantly contribute to any negative
or positive task performance. Furthermore, it did not affect any aspect of the
memorization, from the correct responses, to the task efficiency indicated by
the response time, to participants’ preferences. However, the large FOV (110◦)
showed the least amount of head rotations still indicates an ergonomic advantage
when performing repeated training.

The main recommendation is to extend this study with more participants and
modify the parameters of the study. The post-experiment interviews revealed
that the performance of the task is still influenced by many other factors like
confidence or intrinsic motivation, and not directly by the perceptual issues due
to limited FOV. Thus, this experiment provides a counterpoint to the criticism
that the FOV size in HMDs directly affects task performance. For companies
and organizations that are deploying or would like to deploy AR-based modules
to trainees, choosing an OST-HMD may not matter in terms of the actual task
performance, but the ergonomic advantage of having a larger FOV size should
still be taken into consideration. It is also important to analyze what kind of
memorization techniques the trainees are familiar with, so that a specific category
of FOV size accompanies such technique.

Even when previous work [30, 70] have identified critical FOV angles for an
efficient spatial task performance, they only accounted for minimum FOV angles
with a certain visual aspect. This experiment did not have this correspondence, as
all the conditions have the same contrast levels or information density. For future
work, another suggestion is to look at better FOV size thresholds and critical
points, or re-frame the experiment with a relevant visual aspect. Identifying
the minimum FOV size that will not affect spatial memorization will just be as
important as identifying the starting large FOV size where the performance will
stay the same even if the FOV size increases.

I also suggest exploring other training scenarios where FOV size is crucial.
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This study defined the “complete view” as the appearance of two virtual objects
(or possibly more) on the same view, which meant that the farther these objects
are from each other, the less likely they can be accommodated by a narrow FOV.
It may be important to explore the consideration of “complete view” as large-scale
virtual objects or information that is larger than the FOV allows.

Finally, as this experiment was a simulation of an OST-HMD, and visibility
of the real world may affect the results it would be important to repeat this
experiment on an OST-HMD capable of augmenting a large FOV.
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3. Influence of Perception-Based Augmented Re-
ality on Driving Speed Perception

When AR superimposes visual information onto the real world, the resulting view
may influence users’ perception. However, what the user expects to experience
sometimes does not match what the AR system renders onto the scene, caus-
ing a misperception. In this chapter, I enumerate the differences between the
conventional physically-based AR and perception-based AR which considers the
limitations of human perception. Furthermore, I argue that by observing the
perceptual process of speed, the AR application can use the inverse of this pro-
cess when displaying a scene with virtual objects that are perceptually consistent
with their intended target appearance. To explore and evaluate, I conducted an
experiment that looks into the influence of information density in OST-HMDs
on driving speed perception. The information or stimuli is presented as a ra-
dial vection pattern, to be shown against a nighttime driving scenario that lacks
many visual cues. The general results show that displaying sparse and medium
densities (32, 64 moving stimuli) would already affect the driving speed percep-
tion. However, individual task performance indicates differences in preferences
and receptiveness.

3.1 Introduction

Perceptual issues in augmented reality (AR) presented open challenges for re-
search and development of better applications and systems that suit or even
enhance the limited human vision. The design of AR systems must consider lim-
itations of human visual perception and various visual complexities of the real
world.

To resolve such perceptual issues, the perspective of developing and evaluating
AR experiences must shift from a physically-based one to a perception-based one.
The use of perception-based AR (Fig. 3.1), differs from physically-based AR in
terms of approach, process, evaluation, and end goal.

The motivation for this study is for AR researchers and developers to con-
sider this perception-based paradigm in the design of new AR applications. This
approach also uses the results from studies that explored the effects of different
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Figure 3.1: Physically-Based and Perception-Based Augmented Reality differ in
terms of the focus of evaluation and a key pre-rendering process.

factors in AR systems on human perception.
I describe how other related work have already used this paradigm of perception-

based rendering, through experiments and applications. Then, I present an appli-
cation of this paradigm through an experiment that investigates speed perception
while wearing an OST-HMD in a driving scenario.

3.1.1 Physically-Based and Perception-Based AR

In a typical visual rendering pipeline in AR, the display device would render the
scene according to the device capabilities of the system. The virtual objects are
presented as light superimposed onto the real world. Then, the user of the system
would perceive both light and the surrounding real world details.

For physically-based AR, the important aspect of evaluation is the match
between the target appearance and the resulting output just before the user per-
ceives the scene (i.e., in terms of visual aspect, this is light after rendering). The
benefits of these kinds of evaluations can be seen through applications that involve
accurate measurements, like in surgical operations [75] or motion graphing [12].
In these cases, users can experience the visual aspects of objects that may be dif-
ficult to perceive without the AR system (e.g., true and accurate values of size,
speed, order of appearance from human view).

Physically-based AR considers only a straightforward rendering of the scene,
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without deliberate consideration of how the user will perceive such a scene. When
the light enters the user’s eyes, the appearance of the virtual objects may change.

Furthermore, physically-based AR only focuses on the evaluation that fol-
lows the laws and phenomena of the real, physical world as the basis of visual
fidelity of computer-generated content. This physical evaluation is different from
the human-based evaluation of perceived appearance. This causes a mismatch
between the originally intended appearance with what the users actually perceive.

In conventional physically-based AR scenarios, the rendering relied on the
physical properties of the real world. Visual complexities from the real world such
as contrast or artifacts may interfere with the rendered content, and the resulting
appearance may be perceptually distorted. However, in perception-based AR,
the pipeline has an additional inverse perceptual process, which anticipates any
perceptual change that may occur even with the presence of interference from
the real world. This inversion borrows from previous research on the processes of
human perception and opposes or modifies them to create a match between the
perceived appearance and the target appearance.

As a caveat for this chapter, I will not immediately demonstrate this inverse
perceptual process in the experiment. For this to happen, I need to observe
first the perceptual process: how will users with OST-HMDs perform when an
AR pattern is shown against a driving scenario in the real world? As such,
my approach is to design a rudimentary AR pattern which can be developed and
optimized, so that I can learn more about this perceptual process. Once done, the
future steps for this research is to formulate the function of the speed perception
process and its inverse, and to figure out how to correctly augment this inversion.

3.1.2 Augmented Reality as Drivers’ Display

Head-up displays (HUD) offer a user interface that can provide visual information
to drivers within the forward FOV. A variety of displays have been used as driving
HUDs like projectors [69] or small dashboard interfaces. The HUD can only
provide a small area within the dashboard to view the AR content, hence, the
attention and focus of the driver shifts back and forth, from the road to the
display. Mobile and handheld AR devices such as smartphones do not work in
this scenario unless fixed in a position on the dashboard.
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Given the drawbacks of HUDs, OST-HMDs like the Microsoft HoloLens 2 offer
a number of advantages that can be suitable for this experiment. First, drivers
can view a near-eye and egocentric version of the HUD through OST-HMDs,
which reduces the shifting of focus. Second, the untethered and compact design
of these displays is conveniently placed as close as possible within the FOV of the
driver, while still delivering a good quality of AR content.

Current research still investigates the role of FOV of OST-HMDs in the effec-
tive delivery of AR content. However, I also see its restriction as an important
factor to consider when placing the augmentations to influence driving speed.
The application I have developed shows different information densities of a cer-
tain vection pattern, rendered as holographic content in a Microsoft HoloLens 2.
The behavior of the animation of AR content is consistent with a constant speed
over the course of the driving scenario. The goal of the stimuli is to make the
OST-HMD user associate the constant speed pattern with a specific target speed,
as the stimuli are presented alongside the driving environment.

3.1.3 Research Contributions

The contributions of this chapter are as follows:

• to conduct an empirical study and gather subjective feedback about the
relationship between information density in OST-HMDs and the tendency
to incorrectly perceive speed (using driving as a scenario),

• to provide insights about the influence of augmented content on the way
a user perceives and carries out a task, highlighting the trade-off between
seeing virtual objects as a distraction or as a useful stimuli against the view
of the real world in an OST-HMD setup,

• to highlight observations made on speed perception and human perceptual
process of speed that could have implications on the design of speed stimuli
that counteracts a poorly perceived real-world motion (e.g., closing the gap
between actual and perceived speed), and

• to present findings relevant to the discussion of whether or not such ani-
mated patterns in AR would help users perceive speed correctly.
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3.2 Related Work

Perception-based AR relies on the results of experiments that explore how humans
perceive an environment in terms of different visual factors, e.g., color or depth
cues in AR. Exploiting these factors can already address any misperception before
the rendering, and thus create an AR experience that can accommodate the
human visual system.

3.2.1 Examples of Perception-Based AR

The color of objects and the environment is a fundamental visual aspect in hu-
man perception. For example, a spatial AR system using a projector-camera
combination induced a visual illusion of color constancy to broaden the range of
perceptually presentable colors of projectors [1]. The manipulation of the colors
of the foreground target object and the background environment serves as the
inverse perceptual process.

In Fig. 3.2, the original appearance of the image is difficult to transform into
the target appearance by merely projecting simple light onto the whole image.
The target color(s) of the foreground object(s) and the corresponding results from
the naive projection are the same upon evaluation of their physical properties (i.e.,
the same color values). However, they look different when a human perceives
them.

Humans can recognize the colors of objects invariant to the light source
through color constancy. This prior knowledge about human perception can
be inverted and exploited by surrounding the target object(s) with a different
kind of light. The area of the target object(s) in the image is isolated, and a
different light source will also be projected onto it. The resulting image using
this technique would have a perceptual appearance that is similar to the target
image.

Depth cues can also be used in an inverse perceptual process. Various visual
factors in rendering can also affect the perception of depth, and consequently,
distance judgments. For Diaz et al. [16], there are trade-offs across virtual object
designs like the appearance of shadows, shading models, or dimensionality of
the virtual object. They outlined a detailed experiment setup and evaluation
procedure that compares the perceived distance judgments of participants to the
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Figure 3.2: The manipulation of foreground and background colors by Akiyama
et al. [1] as an example of an inverse perceptual process.

physically-based measurements. Results showed how even a simple cast shadow
already improves the participants’ distance estimation of the virtual objects.

When these observations about human depth perception is used, systems that
automate depth enhancement [10] or introduce auxiliary AR content [42] would
be able to invert the perceptual process, and render depth cues in such a way
that users can correctly judge depth and shape of the rendered graphics.

3.2.2 Speed Perception in Driving

Humans perceive stimuli which are usually in motion. In this experiment, I focus
on human speed perception, or the ability to estimate one’s own motion or the
motion of other stimuli. This process is integral in the development and training
of higher order skills like obstacle avoidance or target surveillance. And like other
cognitive processes, many visual factors affect speed perception.

Pretto et al. [55], examined how the field of view (FOV) affected users’ speed
judgements. As they narrowed the FOV, they found that the lack of visual
information in the center or in the periphery led to an incorrect estimation of
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speed.
Lidestam et al. also observed this relationship between FOV and speed per-

ception in their experiment [48]. Their results showed that driving speed is re-
duced when the number of monitors surrounding the FOV of the user is increased.
Other factors that affected driving speed were rich motion-flow cues and virtual
road markings.

Contrast of the environment affecting speed perception have been demon-
strated in a driving experiment about the loss of visibility through fog [65]. Their
experiment procedure involved the adjustment of an accelerator and a brake to
control the speed in a driving simulator. The participants must match their
speed with the target speed, while different conditions appear on screen (e.g.,
clear, misty, foggy). Another experiment by Pretto et al. [54] further explored
the fog problem by using fog and anti-fog conditions, aside from the clear baseline
condition. Then, they asked participants to compare the speeds of the two.

Aside from identifying the visual factors, studies of AR systems in driving in-
volve the design of AR content which can help drivers recognize velocity or reduce
motion sickness. The results from their experiments inform this perception-based
AR system to influence the speed perception of a driver.

Sawabe et al. experimented with vection-based designs with the aim of re-
ducing motion sickness while seated on a self-driving car [63]. They presented
dots around the scene that moves radially outward, mimicking the optic flow of
the driving scenario. Toui et al. developed a projector system that displays lines
and shapes onto the windshield for drivers to recognize their current velocity [69].
These designs resize with distance and follow the curves of the road. For driv-
ing speed adaptation affected by FOV and virtual road markings, Lidestam et
al. also suggested that a driving interface should be non-iconic, naturalistic, and
intuitive [48].

The type of presentation also influences the speed at which drivers could
react to visual stimuli. Merenda et al. prepared four different types of AR HUD
interfaces, which vary between the frame of reference (screen-fixed interface versus
world-relative conformal AR) and the behavior of the interface elements (static
versus animated) [50]. Their results showed how animated design can assist
goal-directed navigation, but may cost additional response time and distance.
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3.2.3 Summary of Related Work

To determine if AR-based stimuli would influence the speed perception of a back-
ground environment, it is important to examine the properties of the stimuli
presented, the nature of the environment, the display used, and the task objec-
tive that should involve a judgment in speed perception. As a summary, Table 3.1
shows the differences in components of the related work covered in this section.
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Figure 3.3: Components of the perception-based AR system that aims to influence
the speed perception of a driver in the driving simulator, with the AR content as
stimuli viewed through an OST-HMD.

3.3 Experiment

A perception-based AR approach to the speed misperception problem involves
identifying the properties of the environment, the display, and the augmentation.
I present the system for this experiment (Fig. 3.3) that modifies various properties
of the visual stimuli rendered in AR to potentially counteract the problems of
the driving environment. The aim of this application is to influence the driving
speed by using AR content.

3.3.1 Driving Task

The main task for participants is to begin accelerating the car to a specific speed,
and keep the same speed throughout the rest of the trial. I selected 80 km/h
as the target speed for this experiment, as it is common, and is also the average
speed between the speed limits of ordinary roads (60 km/h) and expressways
(100 km/h), according to Japan Automobile Foundation 6. I want to situate
the participants in a driving scenario where this speed limit is observed, with an

6https://web.archive.org/web/20211023150337/https://english.jaf.or.jp/driving-in-
japan/traffic-rules, accessed 1 March 2022

54

https://web.archive.org/web/20211023150337/https://english.jaf.or.jp/driving-in-japan/traffic-rules
https://web.archive.org/web/20211023150337/https://english.jaf.or.jp/driving-in-japan/traffic-rules


additional rule that they need to keep it as close to a specific speed as they could,
so that participants would rely on their own speed perception, and I can evaluate
participants on the same speed threshold.

As much as possible, I would like to avoid the use of any of the typical in-
dications of speed in cars, like a speedometer reading or its digital numerical
counterpart. Apart from additional cognitive load, these indicators rely on cur-
rent status and physical properties of the vehicle, and not on the perception of
the driver.

To restrict the experiment task to just involving the manipulation of driving
speed, I created a driving scenario where participants (1) do not have to move
the steering wheel to turn left or right, but (2) are required to use the brake and
accelerator pedals. To achieve this, I designed the highway as a straight road (to
satisfy (1)) but with uneven elevations (to satisfy (2)). If the road is sloping and
up and down, participants will be forced to accelerate or decelerate accordingly
to still keep the target speed, unlike the scenario where they will just keep their
foot on the pedal stationary to keep the same speed on a straight road.

3.3.2 Hypotheses

When I designed this experiment, I formulated the following hypotheses around
the absence/presence of the patterns, and the increasing level of information
density (which I will interchange with the term ”stimulus density” according
to the context). I assume that this would impact not only perceived speed of
participants, but also participant’s preferences to either ignore or follow such
patterns.

H1: At least one level of information density has an effect on speed
perception, compared to the baseline condition (i.e., no pattern).

For H1, the augmentation serves as additional stimuli. I assume that with
dark environments, participants will not have enough cues to determine if
they are maintaining the speed of 80 km/h. While I have removed the
different visual cues that participants relied on during initial pilot stud-
ies, I assume that participants may still view the trees and background
environment as speed or vection indicators.
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In my statement of this hypothesis, I would like to emphasize that the
existence of effect on at least one pattern is important. On the contrary, if
none of the stimulus density levels would have an effect, and their speeds
have no statistically significant difference against D0, then the presence of
these augmentations would not have any contribution on influencing speed
perception. Thus, I want to state that even if other stimulus density levels
may not have an effect, I assume that at least one could potentially have.

H2: The pattern with medium density (D64) will give enough speed
perception cues without causing too much distraction.

For H2, I wanted to design the levels of information density and observe the
limits of populating the OFOV with AR content as stimuli. I assume that
even when presented with a lot of vection cues, participants may find such
cues distracting, as it overloads the view with virtual objects. However,
I also assume that having more visual cues would still give a higher level
of notification for participants, making the stimuli informative. Thus, I
hypothesize that the medium level of stimulus density would be a good
trade-off. The number (64) and classification (medium) may be arbitrary
and ambiguous, however, this may be useful for improving the stimuli in
future iterations. The next subsection describes how I selected the levels of
stimulus density.

3.3.3 Experiment Variables

The independent variable of this experiment is the stimulus density (shortened
in the Results Section as Density) of particles augmented against the real world.
The variable is denoted by Dn, where n is the number of particles present on
the OFOV with three levels (D32, D64, and D128) and a baseline condition where
I show nothing (D0), even when participants were wearing the OST-HMD. To
clarify further, this may seem to be a case of stimulus numerosity or quantity,
however, since all the stimuli are moving at a constant rate and within the same
area, I have also adopted stimulus density to support the hypotheses statements.
Fig. 3.4 show the differences among the three levels.

As I have designed a straight road that varies in elevation in certain segments.
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Figure 3.4: Screenshots of the three levels of information Density. Top row: D0,
D32, Bottom row: D64, D128

I started the road design on flat ground for 2048 m. After that, the road repeats a
sequence of an incline-peak-decline-ground. Each upward slope with 2% elevation
(incline) continues to a 512 m plateau (peak) at 10 m altitude. Then, the road
slopes downward also at 2% before going back to the ground. After another 512
m, the pattern restarts with an upward slope. This is done twice until participants
shall see a row of trees blocking the road, signaling the end of each driving task.

I also label the various segments– starting flat road, inclines, peaks, declines,
and ground– levels as Sn, An, Pn, Bn, and Gn, respectively. The layout of the
road according to elevation is also shown in Fig. 3.5.

As I envision this project to actually use an OST-HMD to augment the speed
perception-influencing stimuli, I used the Microsoft HoloLens 2.
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Figure 3.5: Road layout, segmented according to Elevation.

3.3.4 Driving Environments

The speed perception-based AR concept would ideally be deployed in the real
world environment with a real driving car. However, to ensure safety before the
deployment of such an application, this application was developed with driving
simulators in a controlled environment.

I designed a highway driving scenario for this experiment. The entire scenario
is affected by poor contrast through making participants drive at nighttime with
only headlights as light source. I designed it this way so that I can also observe
if the same phenomenon of speed misperception happens, and confirm results
of related work. I also believe that when the lighting becomes brighter, this
condition will impact the contrast of the generated AR content against the bright
environment [19].

3.3.5 Design of AR Content

As these types of environments result in driving at faster speeds or an incorrect
perception of speed, I want to investigate the possibility of an inverse perceptual
process counteracting this incorrect perception.

As this dissertation explores the availability of information within the HMD,
I assume that increasing the information density would counteract the lack of
stimuli in the environment. Thus, I wanted to create stimuli that would be a
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reference once they reach a certain threshold speed.
From a pilot study, I have tested various patterns and settled for an anima-

tion with a vection pattern. I designed particles that radiate from the center of
the screen towards the periphery of the OFOV window, and to the side of the
participant. Using the default ParticleSystem of Unity 2021.1.25f1, Tables 3.2
and 3.3 show the default values that I used for the design of this animated vection
pattern.

I also considered the placement of the AR content against the immediate and
effective FOV of the drivers. I augmented the content along the boundaries of
the FOV window of the optical see-through head-mounted displays (OST-HMDs).
This makes sure that the AR content is not an obstruction and the driver can
still see the road ahead. Even with this, I still asked participants if the patterns
hindered their focus on driving.

Table 3.2: The particle properties of the ParticleSystem used in creating the
AR stimuli for this experiment

Particle Properties Values
Duration 3
Start Delay 0
Start Lifetime 0.75-8
Start Speed 10
Start Size 0.034312 (scaled)
Simulation/Playback Speed 8
Rate over Time 1000
Rate over Distance 0
Max Particles (0, 32, 64, 128) [IV]

Table 3.3: The shape properties of the ParticleSystem used in creating the AR
stimuli for this experiment

Shape Properties Values
Shape Hemisphere
Radius 20
Radius Thickness 0
Arc 360°
Mode Random
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3.3.6 Experimental Setup

The experimental setup in Fig. 3.7 features the use of an OST-HMD in a driving
simulator setup. While I envision this experiment to be done in an actual car,
I settled first for a driving simulator for safety reasons. In this setup, the par-
ticipants must be able to view the environment fully within the extents of their
horizontal monocular FOV (∼200◦).

The three monitor setup surrounding a driving seat is similar to the work by
Gerber et al. [25]. We also chose 4K resolution for the monitors. This ensures that
the driving participant would see the driving scenario with high resolution and
wide horizontal FOV. The distance between the surface of the middle monitor and
the driving seat where the participant is seated is around 1.3 m. The experimenter
sits at the back of the driving simulator setup and observes the participant from
another monitor. In this experiment, the monitor

I wanted to verify if viewing augmentations in OST-HMDs would also exhibit
this phenomenon of speed perception change. I opted to use this instead of HUDs
or windshield projections because near-eye displays entail minimal head and body
movement because the view is directly rendered in front of the eyes. In particular,
the participants would wear the Microsoft HoloLens 2. I am interested in this
setup of monitors and OST-HMDs, since I also want to observe how the lights
emitted from the holographic display and from the monitors could still produce a
mixed reality simulation. The design of the driving environment should be able
to take into account both the monitors’ and the OST-HMD’s light intensities
such that their contrasts do not impact the overall quality of the AR experience.

The participant should be able to adjust the driving speed. The approach is
similar to the studies by [65], where the accelerator and the brake pedal would
increase or decrease the speed of the vehicle, respectively. While the aim of the
experiment is to minimize many interfering stimuli like noise from the driving
simulator application or tactile feedback from the driving seat, the steering wheel
will still exhibit force feedback for a more realistic driving experience and serve
as a notification for any collisions or turbulence in the simulator.
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Figure 3.6: The bird’s eye view of the terrain maps, as gradient heightmap and
the actual rendering used in the experiment.

3.3.7 Design of the Driving Environment

In this experiment I opted to eliminate as many visual cues as possible when
designing the scenario. Given the contrast conflict between the monitors and the
OST-HMD, I selected a pitch black nighttime driving scenario with monitors’
brightness settings set to a minimum. In this case, not only do I address the
limitation of the added AR light conflicting with the environment light [19], but
I can also present a driving scenario where many important visual cues in the
environment are diminished. I asked participants before each start of the exper-
iment proper if they can see the patterns animate and radiate from the center of
their view, to which they all said yes.

I used BeamNG.Drive v.0.247, a driving game application that also serves
as a high quality physics engine for simulated vehicle driving. Additionally, the
application also features high customizability through a terrain map editor and
an attachable data logging mechanism that details engine activity as well as other
important vehicle and driving information.

I used a terrain heightmap that assigns elevation values on a grayscale gradient
7https://www.beamng.com/game/, accessed 1 February 2022
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Figure 3.7: The current physical setup consists of monitor displays (1-3), viewed
from a driving seat by the participant (P), who controls the speed through pedals
for accelerating and braking (A). The experimenter (E) controls the setup behind
the participant through a smaller monitor (M).

(Fig. 3.6a). After importing this heightmap, I designed a straight road such that
it follows the slopes created by the gradients on the heightmap. From a pilot
user study, I have observed that some people follow the rhythm of the broken
longitudinal markings found in the middle of the roads, and use them as visual
cues for speed perception. So, I had to replace it with a solid longitudinal line
in yellow. Finally, I positioned 3D models of forests, trees, bushes, and grass
randomly on the roadside.

During the experiment, I also muted the sound from the application, as the
pilot user study revealed that the revving sound effects were also being used as
speed indicators.

3.3.8 Experiment Procedure

Participants filled out a pre-experiment survey (an excerpt can be found in
Fig. B.1) to reveal their experiences with driving and augmented reality, as well
as basic demographic information and use of visual implements. For this exper-
iment, I recruited another set of 24 participants from the university through an
announcement (10 female and 14 male, 24 to 40 years old (29.13 ± 4.13)).
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According to the survey, 21 participants had driving experience, 18 partici-
pants had a license to drive. Furthermore, 20 participants had experience using
HMDs (including those used in VR). However, only 14 out of all participants had
prior experience with AR.

Participants also reported if they had any problems with their vision. Only
5 people reported that they had no problems. Some of them reported having
myopia/near-sightedness (12), myopia with astigmatism (3), myopia with photo-
phobia (1), hyperopia/far-sightedness (1), and solely astigmatism (1). Six out of
the 24 participants also answered that they have encountered problems relating
to dizziness or cybersickness.

However, their physical conditions did not hinder their experiment perfor-
mance, as everyone successfully finished their experiments until the end without
withdrawing. After each trial, I also asked participants if they had any diffi-
culty in viewing the driving scenario, to which they reported no such difficulty.
They also wore their visual implements (e.g., eyeglasses, contacts) along with the
OST-HMD without any discomfort.

To compensate for varying eye heights of participants when seated, the cali-
bration procedure (Fig. 3.8) requires participants to manipulate the position of a
virtual sphere presented on the OST-HMD. Using a keyboard, participants trans-
lated the sphere horizontally and vertically such that the center of the sphere and
the vanishing point of the road in the driving simulator are aligned.

To further verify the positional calibration, the participant should be able
to view what the OST-HMD renders: some particle stimuli that radiates from
the same center of the sphere and moves to the edge of the OFOV window.
Afterwards, I remove this visualization.

To familiarize participants (especially beginner drivers) with the controls of
the application and to train them in perceiving what 80 km/h driving speed is, I
started the experiment proper with a tutorial, without wearing any OST-HMD. I
also provided them with a digital speedometer that I displayed as a widget in front
of the monitor so that they can practice reaching the exact target speed. However,
in the experiment proper, I will hide it behind a bookend positioned on the edge of
the left monitor, so that only I as experimenter can see the speedometer reading.

The only deliberate instruction for the participants was to keep their speed of
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Figure 3.8: The view of the front monitor, featuring the calibration procedure
and the blocking of the car speedometer arrow reading from the participant’s
view.

80 km/h. I give a verbal go signal that they can start driving as soon as I start
recording vehicle data and replay footage.

Then, to give the participants an idea about reaching this target speed, I
also informed them verbally if they have sustained 80 km/h speed for at least
a second, reading it from the experimenter’s seat. At this same time, I press a
keyboard button to present the pattern for that trial.

To counterbalance order effects, each participant had a unique sequence of
all the four conditions (baseline, low, medium, high). Once the participants and
I saw the row of trees blocking the road, I also asked them to prepare braking
and stopping the vehicle. As soon as the vehicle stops, I also stopped the data
recording, and turned off the pattern rendered on the OST-HMD, if there are
any.

At the end of each task excluding the baseline, I asked about their level of
discomfort, and then asked them to rate their level of confidence in keeping the
80 km/h speed.

64



Finally, after finishing all four driving tasks, I asked participants to remove
the OST-HMD and go out of the driving simulator setup. Then, I asked them
several questions for a post-experiment survey, and for feedback regarding the
overall driving experience.

The experiment was approved by the institutional review board of the univer-
sity and took approximately 60 minutes. Participants received a remuneration of
JPY 1000 (USD 9) for their time and effort.
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Figure 3.9: Average wheelspeed data versus distance from the driving starting
point, according to Density. At the origin (0 m), all speeds are at 0 km/h.

3.4 Results

The data log file contained information that included the wheel speed, time, and
the position of the vehicle along the map. I converted wheel speed data from
meters per second (m/s) to kilometers per hour (km/h), and the y-component
range of the vehicle’s position from [4096, -4096] to [0, 8192] to easily visualize
the resulting graphs.

3.4.1 General Differences

Levene’s test did not detect a significant difference between the levels of vari-
ance across the road segments (F (3,1532) =2.759, p ≈0.041 from the start to
the end). However, a Shapiro-Wilk test showed that the results were not nor-
mally distributed p<0.001. Thus, I carried out non-parametric tests for all these
observations.
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I used Friedman’s test to see whether or not there was statistically significant
difference among the pattern densities, in general.

Considering the speeds, I did not find any statistically significant difference
among the Density levels (χ2(3) = 0.85, p ≈0.837), however, there was a statisti-
cally significant difference for Elevation from the results of Friedman test, χ2(15)
=164.581, p<0.001.

While there is no difference among patterns in general, the first hypothesis re-
garding the influence of the patterns rely on the comparison between the baseline
(i.e., no augmentation) and any level of density (i.e., low (D32), medium (D64),
high (D128)). With this logic, I conducted pairwise Wilcoxon signed-ranks tests
with a Benjamin-Hochberg correction for adjusting p values. The results showed
no statistically significant difference between D0 and D128 (p ≈0.296). However,
the speeds in D64 were higher than in D0 (p ≈0.039). Furthermore, the speeds in
D32 were higher than in D0 (p ≈0.016). Thus, the results support the hypothesis
H1, as at least one level of information density has a statistically significant dif-
ference from the baseline condition. Fig. 3.10 isolates the average speeds of one
level of Density against the baseline condition.

However, the same pairwise Wilcoxon signed-ranks tests did not reveal any
statistically significant differences for each pair of information densities excluding
the baseline condition (D32 vs. D64, p ≈0.734; D64 vs. D128, p ≈0.296; D32 vs.
D128, p ≈0.286).

3.4.2 Individual Differences

I also graphed the task performance per individual, which has results that differ
to the main graph in Fig. 3.9. These sample individual results, as shown in
Fig. B.2, B.3, B.4, B.5 show results of different Density levels grouping and
coinciding on the same line and different baseline condition measurements.
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Figure 3.10: Comparing the baseline condition with different levels of Density
(D32, D64, D128). Error bars represent standard error.
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3.4.3 Subjective Evaluations and Preference

After each trial except the baseline condition, participants answered a question
about their level of discomfort with the driving scenario, and their level of con-
fidence that they have kept the 80 km/h speed. Table 3.4 shows the average
ratings for each level of Density.

Participants reported the least discomfort with the sparse density level D32,
but rated D64 as the condition showing the most discomfort. Furthermore, both
Density levels were tied at speed perception confidence rating by participants.
While participants ratedD128 the highest in terms of speed perception confidence,
all the average confidence ratings were still below 5.0.

At the end of the experiment, I also instructed participants to force rank the
three Density levels according to their personal preference, without telling them
about the differences or providing further criteria for judgment. Participants
preferred D32 the best (9 participants), and D128 the worst (10 participants).

When I asked participants about their preference on whether or not there
should be AR stimuli in this driving scenario, they had different answers and
reasons. Those who provided reasons (with number of participants indicated in
parentheses) looked at various properties of the stimuli.

Half of the participants said in the post-experiment interview that they would
prefer not to have any stimuli displayed. Some participants explained that these
AR stimuli were distracting (3), unnatural (2), or even sleep-inducing (1). Out
of these 12, only one participant clarified that there can be a benefit for over
speeding drivers, as it may be a basis for current speed.

Table 3.4: Likert ratings of participants: driving discomfort and speed perception
confidence

Factor D32 D64 D128

Level of Discomfort 1.917 2.250 2.04
(1: No discomfort at all; 5: High level of discomfort)
Driving Confidence 4.583 4.583 4.625
(1: Not confident; 10: Very confident)

However, eight participants said that they prefer to have the patterns shown
on the display. Some participants qualified which stimuli they preferred (e.g., one
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preferred D128 and possibly D64, another participant liked them both). Other
participants expressed how it ”makes the scenario a little lighter [brighter]” (1),
“adds sense of speed” (1), and “makes [them] feel that [their] speed is changing”
(1). I decided to include the participant who had a tolerant view on the stimuli
to this group, saying that “it’s alright to have [the stimuli]”.

Finally, three participants did not directly express any preference. One par-
ticipant said that there’s “no difference”, and visual cues had no significant effect.
One did not notice anything, but still clarified that there were still stimuli pre-
sented. And finally, one participant said that they were more worried about
keeping the speed, rather than having a preference.
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3.5 Discussion

According to the general results of the experiment, I was able to observe a sta-
tistically significant difference between the baseline condition and at least one
specific level of Density. When comparing the three levels of Density against
each other, I did not observe any statistically significant difference.

In this section, I further analyze the data in terms of both general and indi-
vidual differences. I also look into insights that may arise when I consider the
subjective feedback that participants have given after the end of each task and
at the end of the experiment.

3.5.1 Speed Differences According to Stimulus Density

Given that D32 and D64 show a statistically significant difference against D0,
the results support H1. I still attribute this to my earlier assumption that the
addition of stimuli would serve as additional visual cues for a driving environment
that lacks them. However, I would like to qualify that even if the influence is
present, it is not the intended influence that I would have expected. For these
stimuli to be fully beneficial, they must assist as visual cues that will keep the
driving speed on a certain threshold or lower, which in this case was 80 km/h.

For a significant length of the road, the baseline condition (D0) had the slow-
est average speed. However, one can observe the exception of the high density
condition (D128) having the slowest average speed on the second iteration of the
ground to the last incline (G2, A3). The graphs that isolate one Density level
and the baseline condition (Fig. 3.10) show clearer comparisons. These graphs
demonstrate how both sparse and medium Density levels have higher actual speed
values than those of the baseline condition.

The results also imply that the sparser information densities make the par-
ticipants drive faster. I argue that because the vection was weaker with sparse
densities, the discontinuity in optic flow may have made participants consider the
speed of these isolated particles. On the other hand, this is not the case for higher
densities, where the flow of the patterns is not interrupted, similar to the motion
happening on the driving scenario background (with the consistent appearance
of trees on the side, and the continued appearance of the road on the center). I
would assume that a crowded pattern like D128 shows an illusion of uniformity,
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thus making individual particle speeds less apparent, thus less noticeable. Further
experiments with more Density levels are required to validate these observations.

The analysis of the main results failed to support H2. The baseline condition
D0 still had the slowest average speeds, with average values well below the 80
km/h threshold. Thus, it was easy to observe its statistically significant difference
against the D32 and D64 Density levels. On the other hand, all the average speed
values of D32, D64, and D128 even before the initial incline (from S3 onwards)
have already been more than the 80 km/h mark. However, since the comparisons
among the average speed values of D32, D64, and D128 show no statistically signif-
icant difference, the analysis may have been too conservative, or Density values
outside of this range may show the difference.

The statistically significant difference in speeds among the Elevation values
also imply that participants were not able to keep a consistent speed. As expected,
participants may not be able to accelerate or decelerate back to the target speed
once the elevation becomes uneven. The passing of time may also be considered as
a reason for this inconsistency, as visual and somatic fatigue may have increased.
Maintaining consistent pedal pressure then becomes more difficult.

According to the main results, the higher confidence rating on the high den-
sity condition (D128) may also be related to the lack of statistical significance
between D128 and the baseline condition D0. However, this relationship between
confidence of speed perception and the actual speed results may be weak, as the
rating was still low and very close to the two other conditions. Furthermore,
additional correlation analysis is needed for this observation to hold.

3.5.2 Individual Speeds and Preferences

I was expecting additional stimuli to regulate the driving speed and keep it at
the target speed specified. However, individual results revealed different outcomes
every time. The baseline condition D0, even when it presented no stimulus, still
had the worst performance from a few participants (e.g., Fig. B.2). In another
individual observation, the opposite is true: a participant’s baseline condition
had the best estimation of the 80 km/h target speed (e.g., Fig. B.2 and B.5),
while other conditions become clear outliers with a speed trajectory that is not
consistent with others (e.g., Fig. D64 in B.4 and D128 in B.5). These various
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observations that seem to contradict one another shows how each participant had
different perceptions of speed even with statistically significant differences in the
general results. It would be interesting future work to verify if participants would
attribute the same speed towards a specific augmented pattern.

3.5.3 Other Stimulus Properties

In this experiment, I only considered information density as a variable, but with
many factors affecting optic flow, there are many ways that this exploration can
be extended. For example, the length and lifetime of the particles actually go
hand in hand with the density of the patterns on the OST-HMD. If the particles
are too short or short-lived, they might not even occupy as much space within
the viewing area compared to their opposites that persist on-screen for a longer
time. As I have discussed, this may create illusions of discontinued or uniform
speed of the optic flow.

How participants also view the patterns as stimuli also matter. Kim and
Gabbard [35] explored the distraction potential of AR HUDs, assessing whether
the display conveys informative or distracting stimuli for vehicle drivers who may
want to use it for assistance. In the context of this experiment, the potential of
the vection pattern to be either distracting or notifying participants can also be
inferred. The trade-off between a comfortable viewing experience at the expense
of incorrect perception is apparent for the sparse condition, D32. It was rated
the most comfortable condition out of the three levels of Density, even when this
sparse condition resulted in having the worst over-speeding values overall.

3.5.4 Experiment Limitations

The limitations to this experiment focus on three things: the selection of stim-
uli properties, the uniqueness of the task conditions, and the preferences of the
participants.

Before this experiment was finalized, there have been multiple iterations of
this experiment. On pilot user studies, the patterns vary by animation, brightness
and contrast against the environment, as well as the semantic/symbolic load.

Just like in the spatial memory experiment, the selection of the condition levels
for the stimuli stemmed from the physical limitations of the system. The limit
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of 128 particles as the maximum quantity may have prevented the OST-HMD
from rendering with latency, therefore slowing down the actual animation of the
pattern. However, I argue that this is still not the full density or overcrowdedness
that would populate the bounds of the OFOV of the OST-HMD.

Secondly, the task instruction does not allow for any threshold values (e.g.,
minimum and maximum speeds, and margins of error), as I asked participants to
keep exactly at 80 km/h. Even when participants did not fully stop in the middle
of the driving scenario, they still reported that estimating this exact speed value
put pressure on their driving skills.

Furthermore, while the terrain map had an acceptable percent of elevation
well within the usual highway standards, the strict repetition of the inclines and
declines is very experimental and may not always mirror that of the real world.
While I tried with different types of slope percentages, I also wonder if the vari-
ation of slopes would actually alter the overspeeding observed in the general
average speed graph (Fig. 3.9).

This design of sloping up and down also created slope illusions [37], which
trick the eyes into perceiving inclines as declines, and vice-versa. With this phe-
nomenon, participants may have a hard time assessing whether to accelerate or
decelerate, especially when the driving scenario also lacks important visual cues
due to its setup.

Throughout the task, the driving scenario was only a simulation, even if 18
out of 24 participants reported that their driving was “natural”. For future work,
the environment should be changed from a CG simulation of the driving scenario
to a real one, towards a more immersive experience and highly contrasting dif-
ferences in virtuality (CG augmentations) and reality (real world environment).
The results analyzed in this experiment accounted for a scenario where both the
augmentation and the environment were emitting artificial lights.

The absence of light in the environment may have also affected some of the
participant’s level of fatigue while performing the experiment. Seven participants
included “sleepiness” in their post-task and post-survey answers. They cited the
regularity or sameness of the scene after prolonged exposure to the poorly-lit
scenario, and the absence of other sensory feedback. While this is not the case
for the majority, it is still an important factor to emphasize, because it implies
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danger while driving.
Finally, many participants (12) would prefer not to display patterns against

a driving scenario. This implies that participants have not yet grasped the ben-
efits of such view alterations, given that there was an observation of patterns
influencing their perception of driving speed.
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3.6 Conclusions and Future Work

In sum, I presented an experiment that investigates the influence of overlaying
augmented patterns in OST-HMDs on driving, emphasizing visual speed percep-
tion of the driving scenario. To provide a demonstrative example, this study
focused on the density of augmented information presented on the OST-HMD.

Results suggest the existence of influence towards the driving speed of par-
ticipants. This means that augmentations displayed against a driving scenario
provided additional stimuli or visual cues for participants to consider when driv-
ing and keeping a certain speed.

However, it is still not the intended influence that I have expected. In the
experiment, two of the patterns (D32 and D64) made the driving speed of par-
ticipants significantly faster than when there was no pattern displayed (D0). In
a practical and realistic viewpoint, this implies that augmenting the patterns I
used in this experiment would make drivers overspeed. Additionally, regardless
of the presence of the patterns, participants still drove faster on average than
the 80 km/h requirement after the first round of elevation change. While I was
expecting that at least one of the patterns would minimize this overspeeding, the
participants may still have been influenced by the slope illusion.

My main recommendation in extending the study is to observe first which
pattern designs and behavior closely approximate the target speed. Participants
may view a pre-recorded driving scenario with a constant and consistent 80 km/h,
and let them choose among different patterns augmented on the OST-HMD which
one is best synchronized with the speed of the scenario. With this approach,
participants can be classified according to their selections, or the designs of the
patterns can be optimized such that all participants would have similar answers.

As the second hypothesis was not supported, it would be interesting to inter-
polate or extrapolate information density values from the values that I have used
in this experiment, and see where the trade-off between distraction and helpful
notification is optimized.

Even when Toui et al. [69] had multiple experiments to show extensive compar-
isons among various speed patterns, they were still exploring the optimal design
of the AR content for velocity recognition, which is similar to the pursuit of this
study. There are also so many ways to render animated lines with optic flow,
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so I suggest further iterating the design of the animations, focusing not only on
properties of individual particles, but also the overall optic flow of the patterns
when together.

The context of the experiment can also be considered. As driving on a highway
seems like an obvious choice, there are many scenarios where influencing speed
perception could be beneficial. Perception in other modes of transportation can
also be investigated, like on bicycles, on trains, or even on flights. Athletes,
coaches, and analysts may find benefit in augmented training for sports, consid-
ering an improvement in perception of high-speed objects.

I have also justified the elimination of other sensory information or even addi-
tional visual cues so that the analysis can focus solely on the effects of augmenta-
tions against a dark driving environment. However, interactions of other factors
may produce different outcomes, such as combining these CG augmentations with
auditory or tactile feedback, or modifying the lighting and contrast conditions of
the driving scenario.

Finally, as I have mentioned earlier as a caveat of this chapter, I conducted the
experiment with the intent of only observing the perceptual process of speed. The
next step is to explore more ways to use the observations about this perceptual
process and apply it to discover the inverse perceptual process of speed.
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4. Conclusions and Future Work
In this dissertation, I carried out two experiments that highlight two visual factors
that are important in HMD-based AR experiences: the OFOV, and the stimulus
density of the vection pattern presented on the display. For each visual factor,
I paired them with tasks that involve two major cognitive processes: (spatial)
memory and (speed) perception, respectively. On one hand, the perceived limi-
tation of small OFOVs did not significantly matter in recall and transfer tasks.
However, the amount of available stimuli can still influence the perception of self-
motion in a driving task. I want to conclude by reviewing the main components
of the dissertation overview, and recommend future work.

4.1 Interdependence of Cognitive Processes

During the development and after the analyses of these two experiments, I ob-
served how memory and perception as cognitive processes interact and go hand in
hand. In the spatial memory experiment, participants needed time to encode and
visually perceive the stimuli first before storing them to memory, then move on
to memorizing other targets. In the speed perception experiment, it is inherent
to have a memory or prior knowledge of what 80 km/h speed looks like before
they can proceed with regulating their own perceived speed in the actual task.

But in the context of task performance, there is an additional layer of caution
needed to design effective task support tools that use HMDs or OST-HMDs.
Regardless of the placement of content within or beyond the OFOV, designers
must still take many factors into consideration.

For the spatial memory experiment, I emphasized the importance of the com-
plexity of the content to be memorized. While I have simplified the pair of targets
to only differ in terms of locations and colors, there are stimuli in other tasks that
involve meanings and order.

As I have mentioned in the setup of the speed perception experiment, I have
situated the driving scenario in a nighttime environment to reduce its impact to
the contrast of virtual imagery displayed to the user of an OST-HMD. It would
be interesting to try out various contrast levels of the driving environment.

The tasks in which OST-HMDs are usually featured as a solution have more
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complicated structures, including sequences and sub-tasks. The domains in which
these tasks belong are also very broad: from surgery procedures in the medical
field, to machine assembly and maintenance in industry, to search and rescue
operations in crises and disasters. When evaluating these kinds of complicated
tasks, there are many cognitive processes that cooperate and depend on each
other, all while integrating the assisted input of the OST-HMDs.

4.2 Informative Nature of AR Content as Stimuli

The limiting properties of OST-HMD-based experiences presented challenges on
how the AR information is presented.

Due to the limited OFOV, applications that use OST-HMDs should take into
account the scale of the space where the content needs to be augmented. In case
of AR content outside the OFOV window, visualizations like the wedge should
help in guidance. Also, the amount of information that should be available for
users to view is also important. Important notification and needless interruption
must be balanced so that important stimuli are still rendered and included.

The potential of stimuli to be either informative or distracting [35] is not only
relevant in the speed perception experiment. The level of confusion and loss of
concentration may arise when the stimuli is distracting. In the spatial memory
experiment, I evaluated the use of the wedge visualization for out-of-view targets
so that I can assess whether or not they contribute to a faster search of stimuli.
In the speed perception experiment, I tested the independent variable of stimulus
density with this potential in mind. Whenever stimuli will overcrowd the display,
then information conveyed may be superfluous and distracting. On the opposite
end, the lack or even absence of visual stimuli will eliminate what is supposed to
be an informative display.

4.3 Importance of Motivation for the Task

Human motivation definitely plays a role in task performance, a factor not directly
connected to the construction of OST-HMD-based experiences. As I cannot con-
trol the different motivations of each participant in both experiments, it would be
interesting for future experiments to consider the gravity of task objectives and
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cognitive load, and how participants will have the same amount of motivation.
This challenge is more apparent in the spatial memorization task, where the

participant needs to encode and store spatial information for 15 pairs of tar-
gets. Participants’ motivation ranged from wanting to get a perfect score to just
wanting to get select target pairs correctly memorized.

On the other hand, speed perception and judgments are tricky, as the human
visual system needs to process and handle multiple frames of the driving scenario
to get a grasp of self-motion for a very specific driving speed value. Participants
in the speed perception experiment have reported instances of physical fatigue,
e.g., sleepiness, leg strain from pedaling pressure, and eye strain from viewing the
scenario for extended periods of time. Even when I have given the option to rest
in between tasks and some participants have chosen to rest, the motivation may
have already been affected by this reported fatigue.

4.4 Improving OST-HMD Capabilities and Acceptability

In a comprehensive review by Itoh et al. [33], there is still a long way to go before
the capabilities of the OST-HMDs match or exceed that of the human visual
system. They cited properties like FOV, pixel density, and luminance still need
to improve. Some of the observations and motivations of this work originate from
the criticisms and limitations of OST-HMDs as an AR device.

In the near future, as long as the prominence of OST-HMD research and de-
velopment is high, it would be interesting to replicate these experiments with
more advanced OST-HMDs. The motivation to broaden the range of applica-
tions and improve the overall quality of OST-HMDs will not only improve their
versatility, but also their acceptability in daily interactions in the future.
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Appendix

A. Spatial Memory Experiment

Figure A.1: Diagram illustrating the distribution of target pairs in three Sets.
Each participant will memorize all Sets, and view one Set with one OFOV level.
The colors per set are randomized, except the tutorial stage samples.
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B. Speed Perception Experiment

Figure B.1: Excerpt of the pre-experiment survey for the Chapter 3 experiment.
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Figure B.2: Sample participant data: significant decrease from overspeeding to
target speed.
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Figure B.3: Sample participant data: patterns influencing overspeeding.
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Figure B.4: Medium density (D64) patterns kept driving speed under 80 km/h.
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Figure B.5: High density (D128) patterns influence overspeeding more than other
densities.
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