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1. General Introduction 

 

Fig. 1.1: Outline diagram of the dissertation 

 

1.1. Inhomogeneous cells 

Cells are considered the basic units of life, performing a multitude of complex functions and 

readily changing their program in response to environmental changes. For instance, cells in 

mammals are heterogenous in their functions and states, and they work together to maintain 

normal bodily functions [1]. Each cell type is specifically tuned to the specific tissue, in which it 

resides, and owns a different morphology and internal structure (see Fig. 1.2A).  
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As an example of cellular morphology, in all vessels, the endothelial cells were highly 

elongated polygons, usually hexagonal, which were oriented along the vessel axis. The clefts 

were highly oriented with a preferred orientation which was parallel to the vessel axis [2]. By 

contrast, skeletal muscle cells or fibers are highly elongated cells with a very elastic and resistant 

plasma membrane [3]. It has known that the cellular morphology is dependent on cellular 

phenotype and physiological and signaling states. Many functional changes in cells cause 

stereotypical changes in cellular morphology, and some changes in shape can also cause 

characteristic changes in cellular phenotype [4]. 

As for the cell interior, all cells consist of cytoplasm filled with a jelly-like substance called 

cytosol. Organelles inside the cell are suspended in the cytosol, and interact with one another and 

the cytoskeleton to synergistically execute various physiological functions [5], [6]. Typically, 

intracellular organelles and molecules varies with the cell type and states, e.g., red blood cells 

only contain hemoglobin and do not have a nucleus like white blood cells. Much is known about 

the intracellular elements, from large organelles to minute molecules, but how they interact and 

how these interactions are regulated to sustain an organized and functional cell is largely 

unknown [7].  

Additionally, within any single tissue, no matter how apparently homogeneous, there is a 

diverse population of normal cells, all of which represent different manifestations of that tissue 

type. For instance, normal mammary epithelial cell growth, differentiation and morphogenesis are 

optimally supported by interaction with surrounding cell matrix. However, if some of them turn 

to be cancer cells, it would be another story. Some properties of cells would be different, 

including duplication, morphology, and even intracellular structures and components. For 

instance, breast tissue becomes progressively stiffer and tumor cells become significantly more 
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contractile and hyper-responsive to matrix compliance cues [8]. As shown in Fig. 1.2B, cancer 

cells may look very different from normal cells. In contrast to normal cells, cancer cells grow and 

divide at an abnormally rapid rate, are poorly differentiated, and have abnormal membranes, 

cytoskeletal proteins, and morphology. 

Overall, cell-to-cell variation is a universal property of multi-cellular organisms, which 

contain diverse cell types characterized by different functions, morphologies, and gene expression 

profiles. For normal cells, these properties are relatively stable, but they can vary when they are 

cancerous, old, or under certain stimuli. 

 

Fig. 1.2: Cells are tuned to (A) their functions and (B) states. 
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1.2. High-throughput single-cell detection 

Investigation of tissues or cell populations is inherently limited by the fact that the readout of 

assays that uses bulk tissue to represent an average of a cell population. Intrinsic cellular 

heterogeneity in single cells is obscured in the typical bulk tissue studies [9].  Cytometry 

technologies have advanced recently to detect hundreds and thousands of cells in a second; this 

allows a more precise understanding of the properties of individual cells and of the difference 

between single cells [10]. 

 

1.2.1. Optical cytometry 

Cytometry technique is a method to perform rapid multi-parametric analysis of single cells or 

particles suspended in solution. Traditional flow cytometers, namely the optical cytometry, 

consist of three systems: fluidics, optics, and electronics. The fluidics system consists of sheath 

fluid to focus suspended sample in the microchannel before optical detection. Single sample is 

analyzed when it passes the detection laser focal point. The optical system consists of excitation 

optics (lasers) and collection optics (photomultiplier tubes or PMTs and photodiodes) that 

generate the visible and fluorescent light signals used to analyze the sample, as shown in Fig. 

1.3A. Single particle analysis relies on the interrogation of individual cells by laser light and the 

collection of the resulting fluorescence and scatter. As an example of the volume detection, the 

durations ("widths") of the scatter and fluorescence pulses generated by the passage of individual 

particles (see Fig. 1.3A) represents the time of the particle passing through the beam. The scatter 

duration is increasing with the diameter of cells. Besides, the integral ("area") of a pulse provides 

an indication of the total amount of scattering or fluorescing material in a cell; the maximum 
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intensity value ("peak" or "height") of a pulse provides an approximate measure of the highest 

concentration of scattering or fluorescing material [11]. Research has shown that the optical 

cytometry is capable of detecting, identifying, and counting specific cells. This method can also 

identify particular components within cells [12], but the fluorescence dying is essential for this 

method which would pose chemical or physical impact on cells [13].  

 

1.2.2. Imaging cytometry  

Imaging cytometry combines traditional optical flow cytometry with fluorescence 

microscopy, as shown in Fig. 1.3B. This allows for rapid analysis of a sample for morphology 

and multi-parameter fluorescence at both a single cell and population level [14], [15]. In contrast 

to pure quantitative measurements provided by optical flow cytometry, imaging cytometry allows 

capturing cell images that contain a wealth of information about a cell. While optical flow 

cytometry measures forward scattered light to estimate the relative cell size, microscopy yields 

the exact cell size through its bright field image. To date, this technique has realized both 3-

 

Fig. 1.3: Schematics of flow cytometry, including (A) optical cytometry, (B) 

Imaging cytometry, and (C) Impedance cytometry  
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dimensional and super resolutions that allow imaging of the biological structure and function 

beyond the diffraction limit, producing extraordinarily detailed fluorescent cell images [16], [17]. 

Additionally, a parallel microfluidic cytometer has shown its capability of performing detection 

with higher throughput and higher content [15], [18], but has very limited 1-dimensional spatial 

resolution. Imaging cytometry, however, imposes a huge burden on the back-end data handling 

units that handle digital image transportation and processing. This technique can generate 

thousands of multi-spectral images of cells per second. Thus, the files generated by imaging 

cytometry can be extremely stressful on the back-end data handling units [19], [20]. Additionally, 

in imaging cytometry systems, the optical setups and techniques used are extremely expensive 

and demand a lot of the experimental environment as well as their handlers [21], [22]. 

 

 

1.2.3. Impedance cytometry 

A label-free alternative to impedance cytometry is impedance spectroscopy, as shown in Fig. 

1.3C. Typically, high-throughput internal and external cell detection can be achieved by 

impedance cytometry with relatively inexpensive devices. Microfluidic impedance cytometry 

involves the measurement of the electric field screening of individual cells passing over patterned 

electrodes in a microchannel, as accomplished by electric current variation under an applied AC 

voltage. The measured current exhibits a characteristic temporal signal shape whose features 

depend on the applied potential, the system impedance, and cell properties, i.e., volume and 

dielectric properties [23]. The measured impedance is frequency dependent and exhibits 

characteristic dispersions for each subcellular region [24]. While the electrical double-layer 

around the electrodes screens the field at frequencies <100 kHz, the signal is chiefly determined 

by the cellular electrical size in the 0.1–1 MHz range due to complete membrane-induced 
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screening. Polarization of the plasma membrane in the 2–10 MHz range offers information on 

membrane morphology based on measured capacitance. In the 10–30 MHz range, the membrane 

is minimally polarized, so that the cytoplasmic conductivity and permittivity provide information 

on the organelles, while at higher frequencies, the response is dependent on nucleus properties. It 

is noteworthy that the exact frequency range values are dependent on cell size, media 

conductivity and the complex conductivity of the respective subcellular layer. Using 

superimposed voltage sinusoids, the impedance magnitude and phase can be obtained 

simultaneously over multiple frequencies for each cell, paving the way for multiparametric 

analysis by fitting impedance spectra to the appropriate shell model for characterization of 

subcellular electrophysiology. However, while cell recognition by fluorescence cytometry can 

simply be determined based on pre-set thresholds, recognition based on impedance metrics 

requires the analysis of temporal signal trains of single cells at each frequency and population-

level analysis of the scatter plots to identify characteristic frequency dispersions. 

 

1.3. Single cell sorting 

Sorting particles and cells from heterogeneous suspensions is an essential step in the 

processing and purification of complex mixtures for subsequent analysis and diagnosis [25]–[27]. 

Especially in many therapeutic and diagnostic practices, sorting process is widely used as the first 

step for drug screening [28], stem cell investigations [29], tissue and organ regeneration[30], and 

cancer diagnostics and therapy[31]–[33]. By far, there are numerous sorting techniques and 

applications, the majority of which consist of two steps: detection and cell manipulation. One 

well-established approach is fluorescence-activated cell sorting (FACS) [34]–[36]. Important 

cells are pre-stained with fluorescent dyes for easy detection and to activate the sorting system 
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(i.e., cell manipulation). Typically, these dyes are very lipophilic, they can be used to tag any type 

of cell fast and effectively [37]–[39], but the fluorescence intensities of stained cells differ for 

various reasons, such as the cellular physical properties [40], viability [41], and cell cycle 

profiling [42], [43]. Aside from fluorescence intensities, the same cell lines can also differ in 

other aspects, including dielectric properties[44], [45], deformability[46]–[48], and 

morphology[22], [49], [50]. In other words, cell lines can be divided into several subpopulations 

based on a single detection method such as fluorescence intensity or dielectric characteristics. 

As for the cell manipulation, to date, most research focus on the binary separation since some 

active sorting systems only accept one key line, like the presence or absence of a fluorescent 

signal in FACS [34], [51], [52]. The type of cell manipulation techniques determines whether a 

sorting system can be extended to accommodate multiple selection. The viscoelastic flows [50] 

and the deterministic lateral displacement (DLD) [53], [54], for example, can sort multiple cells 

while these passive techniques are only useful for size-based separation. Active cell manipulation 

is required when it is necessary to work with a variety of cell phenotyping and detection 

approaches. For example, the traveling surface acoustic waves (TSAW) [55] has been applied for 

volume-based multi-separation. However, standard acoustic microfluidic devices suffered from 

high voltage requirement (e.g., > 200 Vpp) and excess heat [52], [56].  Due to poor energy 

conversion, a large portion of the electrical energy used in acoustofluidic sorters is lost as heat, 

which weakens the biocompatibility of acoustofluidic sorters. Alternative is to use multi-steps on-

chip sorters (i.e., integrated and combined microchips), which incorporate several separation 

processes into a single chip. [57], [58]. Multi-step sorters, on the other hand, have a number of 

issues, such as difficult microchip design and fabrication [59], [60], greater sample loss due to the 
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larger on-chip space required for the multi-step process [61]–[63], and low throughput (e.g., <1 

kHz)[57], [64].  

The femtosecond (fs) laser-assisted method [51] (see Fig. 1.4A) offers several advantages 

over other cell manipulation techniques, like the highest throughput, up to 100 kilohertz (kHz), 

which is far exceeding others, such as dielectrophoresis (DEP) (90 Hz [65]) (see Fig. 1.4B), 

traveling surface acoustic waves (TSAW) (4 kHz [66]) (see Fig. 1.4C), piezoelectric transducer 

(PZT) (23 kHz [67]) (see Fig. 1.4D). Although magnetophoresis (MAP) has also been shown to 

reach a high throughput (83 kHz [68]), labeling cells with magnetic beads or removing labels are 

laborious and difficult (see Fig. 1.4E). In Contrast, fs-laser-assisted binary sorting has reached a 

100% success rate at a high throughput (100 kHz) for polystyrene beads, and a 63% success rate 

at an 83.3 kHz throughput for cells in previous work [51]. In this technique, a jet flow is 

generated by the fs pulse irradiation and acts as an impulsive force on objects, i.e., the fs pulse 

irradiation generates shock and stress pressure waves, resulting in the jet flow. Thus, there is no 

cell damage caused by the heat generation during the sorting process [69]. No physical heating 

 

Fig. 1.4: Schematics of active cell sorting techniques based on (A) femtosecond 

laser (B) dielectrophoresis (C) acoustic waves (D) piezoelectric transducer 

[330], and (E) magnetophoresis 
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makes it more biocompatible than other methods that use acoustofluidic [52], [56] or thermal-

based [70] microdevice sorting techniques. Additionally, the strength of the impulsive force is 

determined by the pulse number, pulse energy, and pulse intervals of the fs-laser system [69], 

allowing for customized streamlining manipulation in a high-throughput system. 

 

1.4. Aims and outline 

Single-cell analysis and manipulation enable the identification and isolation of key samples 

from heterogeneous cell clusters. Although, by far, numerous techniques have been available, 

there are still many rooms for further improvement in device performance, such as understanding 

the detection mechanism of the impedance cytometry, and also the development of high-through 

cell sorting techniques.  

In this dissertation, my purpose is to develop a FPGA-based system for single cell detection 

and manipulation. For the single cell detection, analysis, we reported a method for FPGA-based 

impedance cytometry system, and developed novel analysis method to extend the application of 

impedance cytometry. For example, my work demonstrated the capability of impedance 

cytometry to analyzing the morphology and intracellular components of single cells. 

Additionally, in my research, the FPGA-based Impedance cytometry was also shown to 

characterize the single bacteria. In order to accelerate the data analysis, a machine learning-based 

impedance detection system was developed, which enabled the fast antibiotic susceptibility 

testing for single bacteria.  

As for the single cell manipulation, we employed a FPGA board to develop a control system. 

It has the capability of controlling the number of triggers for the femtosecond laser pulses. When 

the femtosecond laser pulses are focused in fluids, which results in the cavitation bubble and also 
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shock waves. The previous work[51] has shown that femtosecond laser pulses can produce highly 

localized transient cavitation bubbles in a microchannel to kick target microparticles. In this 

dissertation, we further improved the sorting system through controlling the femtosecond laser 

pulses; The femtosecond laser induced force can be adjusted through laser pulses.  

A detailed description of the system development and experiment verification can be found in 

each chapter of the dissertation, including six chapters: 

 

Chapter 1: General introduction 

This chapter introduced the development of techniques for single cell detection and sorting in 

recent years. It starts from the importance of single cell analysis; Aimed at key cells within 

inhomogeneous cell clutters or tissues, microfluidic flow cytometry provides a high-through and 

label-free means for single cell identification. Additionally, target cells can be separated from 

inhomogeneous cells using microfluidic cell sorting techniques. All relevant single cell detection 

and sorting techniques have been gone through in this chapter, and we also compared the 

advantages and disadvantages of each technique. In this dissertation, the impedance cytometry 

was employed for single cell detection, and femtosecond laser-based cell sorting system was used 

for single cell sorting.  

 

Chapter 2: General experimental setups 

The whole research was conducted based on Polydimethylsiloxane (PDMS) microfluidic 

devices. The impedance cytometry requires additional fabrication of microelectrodes on the glass 

slides. In this chapter, we detailly describe how to fabricate microfluidic devices and 
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microelectrodes. Additionally, some common devices used during experiments are also 

introduced in this chapter. 

 

Chapter 3: FPGA-based impedance cytometry  

This chapter first introduced the basic mechanism of the impedance cytometry, and the 

development of FPGA-based impedance cytometry.  

Secondly, microscale detection of single cells (size > 5 um) was performed. When suspended 

cells flow through the microelectrodes one by one, the impedance pulses are detected. Through 

analyzing these impedance pulses, we analyzed the relationship between impedance pulses and 

intra- or extra-cellular properties, including cell morphology, intracellular component density, 

and intracellular component distribution. 

Lastly, this chapter discussed how to detect nanoscale targets, like single bacteria (size < 5 

um), with impedance cytometry. Firstly, we presented a new design of impedance cytometry, 

namely parallel impedance cytometry, which has the capability of simplifying the post-processing 

of the nanoscale impedance detection. Additionally, a machine learning-based impedance system 

was proposed based on the parallel impedance cytometry. This system has the capability of 

processing impedance data and recognizing susceptible bacterial cells in real time. 

 

Chapter 5: FPGA-based cell sorting control system 

This chapter went through the mechanism of the femtosecond laser-induced cavitation bubble 

and acoustic forces. A FPGA-based control system was proposed to determine the number of 
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femtosecond laser pulses based on the strength of detected fluorescence signal. Through 

controlling the pulse number, the femtosecond laser-induced force can be controlled, so that to 

realize the multi-sorting process of single cells.  

 

Chapter 6: General conclusion 

This chapter summarized all the research results in this dissertation, and presents the future 

plan of this research.  
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2. General experimental setups 

2.1. Microfluidic chip 

2.1.1. Microfluidic chip fabrication 

The microfluidic device was fabricated by soft lithography of polydimethylsiloxane (PDMS) 

on a mold/master made using a negative photoresist (Su-8, 3010; Tokyo Ohka Kogyo, Tokyo, 

Japan) on a silicon wafer (4-inch. diameter). The PDMS (SYLGARD 184; Dow Corning, 

Midland, MI) was made by mixing a ratio of 10:1 w/w base-to-curing agent. Then, the mixed 

PDMS was poured over the master, degassed, and backed at 80 ℃ in an oven for 3 h to 

cure/crosslink the polymer. Following that, the PDMS microchannel part was cut and peeled off 

from the master, followed by cleaning with tape. Finally, the PDMS layer and a glass slide (76 × 

26 × 0.8 mm, borosilicate glass) were treated with oxide plasma (Plasma Cleaner CY-P2L-B) for 

1 min at 90 W prior to bonding together. All experimental parameters and conditions can be 

determined based on past experience[44], [71] and some references [72], [73]. 

 

2.1.2. Microelectrode fabrication 

The channel is placed over two pairs of coplanar electrodes, each pair consisting of one 

source and one detection electrode. Each electrode is coated with a 70 nm thick layer of gold 

(Au) over a 70 nm thick layer of chromium (Cr). In accordance with some references[45], [74], 

[75], the electrode parameters were designed and arranged to perform as expected during 

experiments [44], [76]. 
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2.2. General equipment 

2.2.1. Autofluorescence during the impedance detection 

Ultraviolet rays (U-ULH, OLYMPUS OPTICAL CO. LTD.) were employed to stimulate 

autofluorescence of E. gracilis cells, in order to illustrate the impedance detection and 

intracellular components distribution. The light source has a wavelength ranging from 450 nm to 

490 nm, and the illumination power is 0.139 mW after a 20× object lens (NA: 0.5). Through a 

red-light filter, autofluorescence signals in the 648-709 nm wavelength region were exclusively 

recorded at a rate of 60 fps using a CCD camera (LU075C-IO, Lumenera Corp.). The suspension 

of E. gracilis cells was pumped into the device at a flow rate of around 0.1 μL/min during the 

video recording.  

 

2.2.2. Optical system for the cell sorting 

A motorized microscope stage (OptoSigma, BIOS-L101S) was used to mount the 

microfluidic chip upside down on an upright microscope (Olympus BX53). For sample loading 

(10 μL/min) and sheath flow loading (130 μL/min), two syringe pumps were used (Harvard 

Apparatus). Additionally, a high-speed camera (Ametek, Phantom V1211) was employed to 

capture the object motion over the entire period of single cell/bead sorting at a frame rate of 

100,000 fps. 

For fluorescence detection, an object lens (Olympus UPlanFL 20×, 0.5 NA air objective) was 

used to focus the laser beam onto single cells/beads as they flowed through the sorting area. The 

laser is a diode-pumped solid-state laser (488 nm, 40 mW). The fluorescence intensity was 

converted into voltage signals using a PMT (Edmund optics, 84-609). We used a bandpass filter 

with 530 nm central wavelength and a passband of 40 nm in conjunction with a pinhole to reject 
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undesired wavelength bands. Notably, 530 nm was chosen as the bandpass wavelength to allow 

the detector to detect fluorescence emitted by either beads or cells. 

For cell sorting, a regeneratively amplified Ytterbium laser femtosecond pulse laser (Spirit 

One, Spectra-Physics) was used. A 500 kHz repetition rate is set for the fs-laser system, which is 

set to generate fs pulses train with a center wavelength of 1040 nm. Due to the fact that cell 

sorting relies on the multi-photon absorption in fluids, which is not limited to the fs laser at this 

wavelength. Pulse pickers were equipped with acousto-optic modulators, which were controlled 

by the lab-made intensity discriminator to pick up a single-shot pulse from the pulse train. The fs 

pulse is then focused within the pocket structure using the same objective lens used for 

fluorescence detection [71]. 
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3. FPGA-based impedance cytometry 

3.1. Impedance system development and detection mechanism  

3.1.1. Cell modeling 

In impedance detection, as shown in Fig. 3.1A, individual particles perform as an insulator in 

the microchannel, and it would cause an increase in the resistance between electrodes. The 

fluctuation in the conductivity between electrodes can be monitored and transformed to 

impedance pulses. Electrical impedance is the ratio of the excitation voltage to the response 

current when a cell passes through the sensing zone. 

 𝑍̃ = 𝑉̃ 𝐼⁄  (Eq. 3.1) 

Where 𝑍̃ is the electrical impedance, 𝑉̃ is the applied voltage, and 𝐼 is the response current.  

The response current reflects the dielectric properties of target cells and host medium [72], 

[73]. As a particle or cell passes through the sensing zone, it causes an electric field change owing 

to the differences in permittivity or conductivity between the cells and the medium. Cells cannot 

be regarded as homogenous, and different components of cells, such as membrane and cytoplasm, 

should be modeled for estimating the complex permittivity of cells [74], [75]. The single-shelled 

spherical model (Fig. 3.1B), which is composed of a conducting sphere (cytoplasm) and an 

insulating thin shell (cell membrane), has been widely used to analyze the obtained results of 

impedance measurements [56,57]. Therefore, the complex permittivity of the cell 𝜀𝑝̃  can be 

calculated as follows: 

 𝜀𝑝 = 𝜀mem
𝛾3+2(

𝜀̃𝑖−𝜀̃mem
𝜀̃𝑖+2𝜀̃mem

)

𝛾3−(
𝜀̃𝑖−𝜀̃mem

𝜀̃𝑖+2𝜀̃mem
)

 (Eq. 3.2) 
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where 𝜀𝑚𝑒𝑚 and 𝜀𝑖 refer to the complex permittivities of the cell membrane and cytoplasm, 

respectively; 𝛾 = (𝑅 + 𝑑) 𝑅⁄ , where 𝑅 and 𝑑 represent the inner radius and membrane thickness 

of the cell, respectively.  

For the suspension of cell/particle, the complex permittivity is generally simulated using 

Maxwell's mixture theory. The complex permittivity for the medium-cell mixture 𝜀mix is 

 𝜀mix = 𝜀𝑚
1+2𝛷𝑓̃𝐶𝑀

1−𝛷𝑓̃𝐶𝑀
 (Eq. 3.3) 

where 𝜀𝑚  represents the complex permittivity of the suspending medium, 𝛷  is the volume 

fraction of the cell/particle to the sensing zone, and 𝑓𝐶𝑀 = (𝜀𝑝 − 𝜀𝑚) (𝜀𝑝 + 2𝜀𝑚)⁄  is the 

Clausius-Mossotti factor. 

For the cell-medium mixture, the complex impedance 𝑍𝑚𝑖𝑥  is linked to its complex 

permittivity 𝜀𝑚𝑖𝑥 and can be calculated as 

 𝑍̃𝑚𝑖𝑥 =
1

𝑗𝜔𝜀̃𝑚𝑖𝑥𝐺𝑓
 (Eq. 3.4) 

where 𝑗 = √−1, 𝜔 is the electric field frequency, and 𝐺𝑓 is a geometric constant that depends 

on the geometry of the detection zone. For single-cell impedance analysis, the value of 𝐺𝑓 is the 

ratio of the electrode area to the gap for an ideal parallel-plate electrode system. However, the 

electric field generated by microelectrodes is usually not uniform, and the issue of the divergent 

field should be corrected [76].  

According to above equations, the dielectric properties of the particle/cell can be derived by 

measuring the complex impedance of the particle/cell suspension. 
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Fig. 3.1: Impedance cytometry mechanism. (A) Side view of the microfluidic channel 

showing a sample cell passing between the measurement and reference electrodes. (B) 

Spectra of impedance magnitude and phase, with indication of the cellular features probed 

in each frequency range.  

 

3.1.2. Equivalent circuit modeling 

Impedance signals reflecting the information of cells can be acquired when a single cell 

passes through the electrode sensing zone. When a direct current (DC) voltage is applied to the 

electrodes, the cell/particle can be considered a homogenous insulating spherical particle, and the 

signal strength is relative to the ratio of the cell volume to the channel dimension [77]. When the 

applied signal is an alternating current (AC) voltage, the single-shelled spherical cell model is 

used to model the cell and acquire detailed information regarding the cell itself [78], [79]. In 

1989, Foster and Schwan proposed a simplified equivalent circuit model for simplifying the 

analysis of the system [80]. Generally, the resistance of the cell membrane is much larger than its 

capacitance and can be ignored; the capacitance of the cytoplasm can also be ignored because the 

capacitance is much smaller than its resistance. Therefore, as shown in Fig. 3.1A, the cell is 

approximated to a resistor that represents the cytoplasm (𝑅𝑖) in series with two capacitors that 

describe the membrane ( 𝐶𝑚𝑒𝑚 ). In addition, the impedance is dependent on the medium 
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resistance ( 𝑅𝑚 ), medium capacitance ( 𝐶𝑚 ), and electrical double-layer capacitance ( 𝐶𝑑𝑙 ). 

Electrical double-layer capacitance appears at the interface between the surface of the electrode 

and an adjacent liquid electrolyte [81]. Typically, 𝐶𝑑𝑙  increases with the surface area of the 

electrode. According to the equivalent circuit model, large 𝐶𝑑𝑙  and 𝑅𝑚  can result in the 

attenuation of the measured particle and cell signals. Therefore, electrode with small electrical 

double-layer capacitance and liquid media with high conductivity are beneficial to high 

sensitivity cell sensing. Specifically, the values of other electrical components are described as 

follows: 

 𝑅𝑚 =
1

𝜎𝑚(1−3Φ/2)𝐺𝑓
 (Eq. 3.5) 

 𝐶𝑚 = 𝜀∞𝐺𝑓 (Eq. 3.6) 

 𝐶𝑚𝑒𝑚 =
9𝛷𝑅𝐶mem,0

4
𝐺𝑓 (Eq. 3.7) 

 𝑅𝑖 =
4(1/2𝜎𝑚+1/𝜎𝑖)

9Φ𝐺𝑓
 (Eq. 3.8) 

Where 𝐶mem,0 =𝜀𝑚𝑒𝑚 𝑑⁄  represents the specific membrane capacitance (per unit area),  

𝜀∞ ≅ 𝜀𝑚[1 − 3𝛷(𝜀𝑚 − 𝜀𝑖) (2𝜀𝑚 + 𝜀𝑖)⁄ ] represents the high-frequency permittivity at limit, and 

𝜎𝑚 and 𝜎𝑖 represent the conductivity of the medium and cytoplasm, respectively. 

The resistance of individual cells mainly comes from the cell membrane, which is frequency-

dependent properties, as shown in Fig. 3.1B. In the equivalent circuit modeling, as the cell 

membrane and electrical double-layer are treated as capacitors, thus the 𝐶𝑚𝑒𝑚  and 𝐶𝑑𝑙  will 

change with the applied AC frequency (𝜔 ). In the low-frequency range (𝜔 < 1 𝑀𝐻𝑧 ), the 

electrical double layer dominates the system impedance; thus, the sensitivity for detecting a 

single cell is very low. As the frequency increases (1 𝑀𝐻𝑧 < 𝜔 < 100 𝑀𝐻𝑧), the electrical 

double-layer capacitance gradually decreases, and the system impedance is dominated by the cell 

size. At a higher frequency range (𝜔 > 100 𝑀𝐻𝑧), the system impedance mainly depends on the 
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cytoplasm resistance, because the membrane capacitance is short-circuited in this frequency 

range. Foster and Schwan's equivalent circuit model provided good agreement with experiments 

for calculating single-cell impedance. However, cell membrane conductance and cytoplasm 

capacitance should also be considered in certain cases, such as electroporation and cell lysis. 

Under these circumstances, a complete equivalent circuit model that contains membrane 

resistance and cytoplasm capacitance is required. Sun et al. discussed the full details for 

calculating the values of 𝑅𝑖, 𝐶𝑖, 𝑅𝑚𝑒𝑚, and 𝐶𝑚𝑒𝑚 [24], [82]. 

Before cell sensing, researchers usually sweep the impedance cytometry device in a certain 

frequency range to ensure no significant changes over the device impedance. Additionally, many 

researchers also calibrate the impedance signals of individual cells using standard polystyrene 

beads during each measurement. 

 

3.1.3. Impedance signal processing 

In electrical impedance measurement, Lock-in amplifier generates synchronized reference 

voltage signals [83], [84], which were an in-phase signal ( 𝑆𝑟𝑥 = 𝐴𝑟𝑠𝑖𝑛(𝜔𝑡) ), and an in-

quadrature (90°-shift) reference signal ( 𝑆𝑟𝑦 = 𝐴𝑟𝑐𝑜𝑠(𝜔𝑡) ). At first, in-phase signal ( 𝑆𝑟𝑥 =

𝐴𝑟𝑠𝑖𝑛(𝜔𝑡)) is connected to the electrodes as excitation and the resultant current signal (𝐼𝑖) is 

measured. The current signal is then transformed to the voltage signal (𝑆𝑖) on the transimpedance 

amplifier, and sent back to the lock-in amplifier.  

On the assumption that input signal to the Lock-in amplifier is a sine wave given by: 

 𝑆𝑖 = 𝐴𝑖𝑠𝑖𝑛(𝜔𝑡 + 𝜃) + 𝐵(𝑡) (Eq. 3.9) 
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Where 𝐴𝑖 , 𝜔, and 𝜃 are the amplitude, frequency, and phase, respectively, and 𝐵(𝑡) is the 

noise signal. In order to obtain the impedance signal of the cytometry system, the input signal is 

modulated signals synchronized reference voltage signals, which were given by: 

 𝑆𝑖 × 𝑆𝑟𝑥 =
1

2
𝐴𝑖𝐴𝑟𝑐𝑜𝑠(𝜃) −

1

2
𝐴𝑖𝐴𝑟𝑐𝑜𝑠(2𝜔𝑡 + 𝜃) + 𝐵(𝑡) × 𝐴𝑟𝑠𝑖𝑛(𝜔𝑡) (Eq. 3.10) 

 𝑆𝑖 × 𝑆𝑟𝑦 =
1

2
𝐴𝑖𝐴𝑟𝑠𝑖𝑛(𝜃) −

1

2
𝐴𝑖𝐴𝑟𝑠𝑖𝑛(2𝜔𝑡 + 𝜃) + 𝐵(𝑡) × 𝐴𝑟𝑐𝑜𝑠(𝜔𝑡) (Eq. 3.11) 

For impedance analysis, the amplitude and the phase information of the input signal were 

important metrics; both metrics belongs to DC components in the demodulated signals. To this 

end, the demodulated signals needed to be filtered to remove the AC signals and obtain DC 

signals. A very narrow band low-pass filter was applied to extract the DC signals. In this section, 

a finite impulse response (FIR) low-pass filter (LFP) was implemented. The outputs 𝑍𝑋 and 𝑍𝑌 of 

the LPF are given by: 

 𝑍𝑋 =
1

2
𝐴𝑖𝐴𝑟𝑐𝑜𝑠(𝜃) (Eq. 3.12) 

 𝑍𝑌 =
1

2
𝐴𝑖𝐴𝑟𝑠𝑖𝑛(𝜃) (Eq. 3.13) 

where the 𝑍𝑋  is the real parts of impedance signal, and the 𝑍𝑌  is the image parts. The 

impedance magnitude (|𝑍|) and phases (θ) can be defined as  

 |𝑍| = 2√𝑍𝑋
2 + 𝑍𝑌

2 √2𝐴𝑟⁄  (Eq. 3.14) 

 𝜃 = arctan(𝑍𝑋 𝑍𝑌⁄ ) (Eq. 3.15) 

 

3.1.4. FPGA-based lock-in amplifier 

The signal processing method coded on FPGA board was introduced in detail in my previous 

work [85]. In this section, we applied (Xilinx ZYNQ7020) to prepare the lock-in amplifier (LIA). 

Fig. 3.2 depicts the detection algorithms. The codes were compiled using VIVADO 2020.2. 

Inside the FPGA platform, a digital signal generator generates the reference signals (i.e., the in-
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phase and quadrature signals), one of which is given as the excitation voltage for the impedance 

cytometry. In the experiment, the frequency generated in Lock-in amplifier is equal to the 

frequency of the signals to be measured from the output sides. Then, the measured voltage signals 

were modulated with the in-phase and quadrature signals via digital multipliers in real time, 

resulting in two components (i.e., DC components and high-frequency components). Notably, 

when calculating modulation, each frequency component in a multi-frequency signal can be 

isolated from the others.  For example, in the case of two detection frequencies, the output of this 

step includes four signal components. For each isolated frequency, this step produces two signal 

components.  After that, the outputs were sent to the next stage – the cascaded integrator–comb 

(CIC) filter cascade, in which the sampling frequency was reduced to 10 KSPS to eliminate most 

high-frequency components. To further reduce noise, I used a finite impulse response (FIR) filter 

with an order of 101 (Peled and Bede Liu, 1974). The filter design was achieved using MATLAB 

2020a (Mathworks Inc., Natick, USA). The outputs from the FIR filter were converted to analog 

signals again (DIGILENT Pmod DA2, National Instruments), recorded by the data collection 

system (USB-6363 BNC, National Instruments, USA) and presented in computer. Detection 

throughput is limited by the time it takes for the system to process signals. Since the processing 

time of the developed system is set to 100 μs, the highest throughput of the detection system is 

about 125 k samples/s. It is worth mentioned that the developed FGPA-based lock-in amplifier 

can realize the simultaneous detection of signals with up to 4 frequencies. Moreover, by 

simplifying the signal processing codes, the detection throughput (125 k samples/s) can be further 

improved. 
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Fig. 3.2: FPGA-based Lock-in amplifier and involved digital signal processing methods. 

 

 Table 3.1 summarizes the advantages of FPGA-based lock-in amplifier over other 

approaches. As a first advantage, the FPGA enables the fast development of the lock-in amplifier, 

as it is programmable. Circuits can be designed and verified at any time, and several plans can be 

tried in a short time to find the best one. However, traditional PCB-based lock-in amplifiers take 

a long time to design and manufacture [86], making it difficult to find the best design through 

trial and error. FPGA-based lock-in amplifiers are more resistant to environmental noise than 

circuit-based ones. In noisy detection environments, circuit-based lock-in amplifiers are more 

likely to be susceptible to static or electromagnetic interference, compared to FPGA-based 

systems. As the PCB board is nonadjustable once fabricated, it is impossible to adjust the circuit 

layout to deal with background noise[87]. In contrast, an FPGA-based lock-in amplifier can 

change its "circuit" by modifying its programs and adding real-time denoising algorithms, so that 

to improve the signal-to-noisy ration of the output signals. Additionally, an FPGA-based lock-in 

amplifier processes digital signal instead of analog signal in detection, but most conventional 

circuit-based systems can only work with analog signal. It is known that a digital signal (in 

comparison to an analog signal) is inherently more immune to noise. Additionally, similar to the 

FPGA board, the Arduino board is also programmable and works with digital signals. The 

limitation of Arduino-based lock-in amplifiers [88] is their processing speed, as their response 

time is a few hundred microseconds, whereas FPGA boards can process on a nanosecond scale. A 
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high-process speed is essential for lock-in amplifier especially in the case of high-detection 

frequencies. When digitalizing the measured signal, the AD converter on Arduino boards has a 

processing speed between 50 kHz and 200 kHz for maximum resolution, while the FPGA board 

can sample at over 100 MHz. Furthermore, the AD converter of Arduino board can only achieve 

10-bit resolution, while the FPGA used in this study can achieve 14-bit resolution. In other words, 

despite Arduino-based lock-in amplifiers being able to accomplish the same tasks as FPGA-based 

ones, they are still not as efficient or effective as their FPGA-based counterparts. 

 

Table 3.1: Comparison of different types of lock-in amplifiers 

 

FPGA  

(Eclypse Z7) 

[44], [89] 

PCB circuit 

 [86], [87] 

Arduino 

 (Uno Rev 3) 

[88] 

Programmability Yes No Yes 

Noise resistance Strong Poor Normal 

Sampling rate > 100 MHz ~ 50 ~ 200 kHz 

Digitalization resolution 14 bits ~ 10 bits 

Applicable detection 

frequency 
< 50 MHz Up to gigahertz scale < 1 MHz 

 

 

3.1.5. Impedance cytometry 

As shown in Fig. 3.3, the impedance cytometry was built on a FPGA board (Diligent Eclypse 

Z7, USA), which has two roles: (1) Signal generator, capable of generating AC signals with 

specific detection frequencies on the central electrode; (2) Lock-in amplifier, capable of 

analyzing impedance pulses by deconvoluting differential voltages of both detection electrodes. 

Specifically, for the detection voltage, an AC signal is generated on the FPGA board by a digital-

to- analog converter (Zmod DAC, Digilent Inc., USA) with a maximum current output of 4 mA. 

With such low current, the voltage signal is safe for target cells, meanwhile a similar and even 
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higher voltage have been employed on mammalian cells safely [73], [90], [91]. The function and 

working mechanism of the FPGA-based lock-in amplifier [44] have been introduced before. The 

current fluctuation induced by single cells would be converted to digital impedance signals in the 

developed FPGA-based lock-in amplifier. After that, all digital signals are converted to analog 

signal through an DA converter (i.e., Pmod DA2), in order to collect all impedance data via a 

DAQ device (USB-6363). As a result, all measured impedance signal can be shown and stored in 

the computer. In this work, our system is applicable for the signal analysis with up to four 

frequencies, which is controlled by our programs via the FPGA board. The maximum number of 

frequencies that can be applied is limited by the connector ports on the FPGA board. Furthermore, 

the latest commercial device is also limited to four-frequency detection, which is the same as ours. 

 

 

Fig. 3.3: Impedance cytometry system. When single cells flow through the detection channel, 

the induced fluctuation on the electrodes would be monitored and converted to the 

impedance signals via the FPGA-based lock-in amplifier. All impedance signals were 

converted to analog signal via the DA converters (Pmod DA2) and collected via the data 
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acquisition device (USB-6363). Eventually, the collected impedance signals are shown as 

waveforms in the computer in real time. 

 

For the impedance detection, current propagates from the central electrodes to both detection 

electrodes, and are transferred to voltage signals by transimpedance amplifiers (I/V converter). 

The transimpedance amplifier is made with operational amplifier (OPA 657U), and the feedback 

resistor is selected as 33 kΩ. The bandwidth of the transimpedance circuit is 16.55 MHz, 

therefore it can stably convert current to voltage signals with a magnitude gain of 90.36 dB for 

500 kHz signals and 89.95 dB for 6 MHz signals. Afterward, voltage signals get differential on 

differential amplifier (Diff, see Fig. 3.3A), and the resultant voltage signals were captured by an 

analog-to-digital converter (Zmod ADC, Digilent Inc., USA) on the FPGA board at a sampling 

rate of 100 MHz.  

As for the collection of impedance signals, all processed impedance pulses are converted back 

to analog voltage by a digital-to-analog converter (Pmod DA2, Digilent Inc., USA) in real time. 

The analog voltage is then recorded using the data acquisition system (USB-6363 BNC, National 

Instruments, USA) at a sampling rate of 125 kHz and shown in computer in real time using NI 

DAQExpress (National Instruments, USA).  

 

3.2. Microscale detection of single cells 

3.2.1. Single cell shape detection 

3.2.1.1. Experiment purposes and preparation 

In this section, I investigated the ability of impedance flow cytometry to measure the shape of 

single cells/particles. I  found that the impedance pulses triggered by micro-objects that are 

asymmetric in morphology show a tilting trend, and there is no such a tilting trend for symmetric 
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ones. Therefore, I proposed a new metric, tilt index, to quantify the tilt level of the impedance 

pulses. The value of tilt index tends to be zero for perfectly symmetrical objects, while the value 

is greater than zero for asymmetrical ones. Also, this metric was found to be independent on the 

trajectories (i.e., lateral, and z-direction shift) of the target micro-object. In experiments, I 

adopted a home-made lock-in amplifier and performed experiments on 10 μm polystyrene beads 

and Euglena gracilis (E. gracilis) cells with varying shapes. The experimental results coincided 

with the simulation results and demonstrated that the new metric (tilt index) enables the 

impedance cytometry to characterize the shape single cells/particles without microscopy or other 

optical setups. 

 

 

Fig. 3.4: The developed microscopic impedance cytometry for quantifying single-cell shape. 

(A) Schematic of the impedance-based single-cell shape detection system. This case uses a 

detection frequency of 1 MHz, which is not sufficient to cross the cell membrane but can 

only be used for exterior detection. (B) Simulation analysis for symmetric (Cylinder, Radius: 

10 μm, Length: 60 μm) and asymmetric micro-objects (Cone, Radius: 5 μm and 10 μm, 

Length: 60 μm), both starting from the same location (Y=25 μm, Z = 15 μm). (C) 

Experimental setup and the layout of the electrodes. (D) Experimental results of impedance 

pulse for a 10 μm spherical polystyrene bead and an asymmetric E. gracilis cell. The scale 

bar represents 30 𝜇m. 

 

Considering the length of E. gracilis ranges from 10–100 μm in this section, the impedance 

cytometry involved a non-parallel floating electrode to separate each sensible region, so that to 



29 

 

leave enough blank space for E. gracilis and to avoid the existence of E. gracilis at both sides of 

differential impedance cytometry at the same time. The floating electrode can create a triangle-

shaped electric field, which enables the tracking of single particles [92], and as shown in Fig. 

3.4B, two detection areas are separated by an equipotential region (i.e., undetectable region). As 

for the parameters of the impedance cytometry, the microchannel in detection area is 50 μm wide, 

35 μm high and 290 μm long. Electrodes are 30 μm wide, and the distance between the input 

electrode and the output electrode is 100 μm, and the distance between the output electrode and 

the floating electrode is 5μm on the shortest side and 35μm on the other side 

As shown in Fig. 3.4D, the impedance pulse for 10 μm beads is not tilted, but the impedance 

pulse triggered by E. gracilis is tilted due to the asymmetric shape of E. gracilis. To better 

characterize this phenomenon, I provided a new metric – tilt index, defined as: 

 𝑡𝑖𝑙𝑡 𝑖𝑛𝑑𝑒𝑥 =  |
𝑠𝑝𝑎𝑛 1

𝑠𝑝𝑎𝑛 2
− 1| (Eq. 3.16) 

The critical line is 50% peak value, and the tilt index is calculated as the ratio of the time 

spans on either side of the pulse peak and then subtracted by one, so that the metric is 

independent on the time-related parameters (i.e., flow rate) and is always greater than or equal to 

zero. Theoretically, spherical beads have a tilt index of almost zero, and the tilt index of most E. 

gracilis cells is greater than zero. More specifically, the tilt index tends to be zero for symmetric 

objects, while the tilt index tends to be greater than zero for non-symmetric objects. The degree 

of asymmetry of an object can also be quantified as a specific value by the tilt index.  

 



30 

 

3.2.1.2. Experimental results and discussion 

Fig. 3.5 depicts the experimental results on thousands of beads and cells, which compares the 

distribution of the tilt index of both samples. In Fig. 3.5A, the tilt index is distributed in a range 

from 0.113 to 0.440 for 50% E. gracilis cells, and for 10 μm beads, half of them is distributed in a 

range from 0.027 to 0.100. In Fig. 3.5(A-i), the median of 10 μm beads (0.050) is much closer to 

zero than the that of E. gracilis cells (0.319), coinciding with the simulation results that the tilt 

index of symmetric objects tends to be zero. For 10 µm beads, a small interquartile range (0.073) 

implies a stable size distribution, while for E. gracilis cells, the interquartile range (0.327) 

strongly indicates that the size distribution of E. gracilis cells is unstable and fluctuates in a wide 

range (see Fig. 3.5 (A-ii)).  

 

Fig. 3.5: Comparison of tilt index of impedance signals for 10 μm polystyrene beads and E. 

gracilis cells. (A) Data distribution of the tilt index for (i) 10 μm polystyrene beads (CV: 

1.093) and (2) E. gracilis cells (CV: 0.911). (B) Impedance signals triggered by E. gracilis 

cells of different shapes. The scale bar represents 30 μm.  
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Specifically, the impedance pulses triggered by 10 μm beads are almost symmetrical (tilt 

index ≈ 0), but the pulse is inclined (tilt index > 0) for E. gracilis cells. As shown in Fig. 3.5B. 

When a E. gracilis cells (Cell 1: 48.7 µm long and 12 µm wide) flowed through the electrodes, 

both impedance pulses were tilted, and corresponding tilt index was 0.231. In another case, when 

Cell 2 (53.3 µm long and 17.4 µm wide) passed through the detection area, it induced an 

impedance signal that has a tilt index of 0.579. Same as the simulation analysis, a “fat” E. gracilis 

cell (Cell 2) has a greater tilt index than a “slim” one (Cell 1).  

Through comparison, the results shown that 75% of 10 μm spherical beads have a tilt index of 

smaller than 0.10, but the tilt index of most E. gracilis cells fall within a range from 0.113 to 

0.440. Moreover, I found that the value of tilt index is closely related to the shape of E. gracilis 

cells. Half of the E. gracilis cells in this study (0.113 < tilt index < 0.440) should have a "slim" 

shape and look like an elongated cylinder as Cell 1; E. gracilis in the other group (tilt index > 

0.440), have a "fat" body and should have more paramylon inside, like Cell 2; and the rest group 

(tilt index < 0.113) of E. gracilis have a similar tilt index to the 10 μm beads and should be 

approximately spherical or cylindrical in shape.  

Notably, the repeatability of the analysis method can be verified through comparing the 

distribution of the tilt index of beads and E. gracilis cells, as shown in Fig. 3.5. All polystyrene 

beads share a similar morphology and are perfect spheroid shapes, their tilt indexes were 

distributed in small range, in Fig. 3.5A(i). In contrast, E. gracilis cells are diverse in their shape, 

resulting in tilt indexes ranging widely between 0 and 1, in Fig. 3.5A(ii). The relation between the 

object shape and the tilt index can be solidly supported by the difference in distribution range. As 

for the measurement precision, currently, we only can detect asymmetric level of single objects in 

their morphology. By comparing cell imaging and their impedance pulses, different tilt indexes 
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can be related to cells with visible differences. At present, the measurement precision is 

approximately micrometer scale, and it can be further improved in the future. 

 

3.2.1.3. Summary 

Overall, I developed a new method for measuring the shape of single cells by impedance 

cytometry. This is achieved based on the phenomenon that impedance pulses of asymmetric 

micro-objects show a tilting trend. Using a new metric, namely the tilt index, the shape of 

asymmetric single cells/particles can be quantified as a non-zero number. Also, the tilt index 

increases with the increase of the asymmetric level of micro-objects. In contrast, the tilt index is 

around zero for the symmetric micro-objects (e.g., sphere or cylinder).  

 

3.2.2. Cell volume and intracellular components 

3.2.2.1. Experiment purposes and preparation 

Intracellular components (including organelles and biomolecules) at the submicron level are 

typically analyzed in situ by special preparation or expensive setups. Here, a label-free and cost-

effective approach of screening microalgal single-cells at a subcellular resolution is available 

based on impedance cytometry. To the best of my knowledge, it is the first time to show the 

relationships between impedance signals and submicron intracellular organelles and 

biomolecules. Experiments were performed on E. gracilis cells incubated under aerobic 

conditions and 15 μm polystyrene beads (reference) at two distinct stimulation frequencies (i.e., 

500 kHz and 6 MHz). Detection frequencies were determined based on the properties to be 

detected. The low detection frequency (500 kHz) can be employed to characterize the shape and 

volume of single cells, as 500 kHz current cannot cross the cell membrane and mainly propagates 
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around the cell in the microchannel. The cell membrane shows high resistance to the low-

frequency current. In contrast, high frequency (6 MHz) current is able to cross the cell membrane 

and detection cell interior. Thus, the high frequency (6 MHz) is employed to characterize the 

intracellular components.  

Based on the impedance detection of tens of thousands of samples at a throughput of about 

900 cells/s, three metrics were used to track the changes in biophysical properties of samples. As 

a result, the electrical diameters of cells showed a clear shrinkage in cell volume and intracellular 

components, as observed under microscope. The morphology metric of impedance pulses (i.e., tilt 

index) successfully characterized the changes in cell shape and intracellular composition 

distribution. Besides, the electrical opacity showed the stable ratio of the intracellular components 

to cell volume under the cellular self-regulation. Additionally, simulations were used to support 

these findings and to elucidate how submicron intracellular components and cell morphology 

affect impedance signals, providing a basis for future improvements. This work opens up a label-

free and high-throughput way to analyze single-cell intracellular components by impedance 

cytometry. 

 

 

Fig. 3.6: Principles of probing the changes in the volume and intracellular component of E. 

gracilis cells by impedance cytometry. Differential-electrode microfluidic impedance chip. 

Individual cells are measured simultaneously at two frequencies (i.e., 500 kHz and 6 MHz) 

using a FPGA-based LIA.  
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Fig. 3.6 depicts the concept of the detection system. A straight microfluidic channel 

(Dimensions: 40 μm width, 30 μm high) was placed over two pairs of coplanar electrodes 

(Materials: gold (Au) and chromium (Cr)), and each pair has one source and one detection 

electrode (Dimensions: 30 μm wide, 30 μm edge-to-edge span, and 500 μm span between two 

pairs of electrodes). As for the impedance detection system, a FPGA-based lock-in amplifier 

(LIA) was used to stimulate the source electrode with a 2.6 V AC signal at two frequencies (i.e., 

500kHz and 6MHz) simultaneously. The current signals from two detection electrodes were 

transferred to voltage signal and subtracted using custom-designed transimpedance amplifier (I-

V) and a differential amplifier (Diff), respectively. Lastly, the resulted voltage signal was 

captured by FPGA-based LIA for the impedance analysis.  

As one type of algae, E. gracilis has one layer of plasma membrane like animal cells, but it 

contains chloroplasts, which is easy to observe under microscope, facilitating the determination 

of the organelles/biomolecules in cells. In order to stimulate and record the changes in cell 

morphology and intracellular components, E. gracilis cells were cultured in aerobic environments 

and measured every 24 h for 3 days without any external nutrients.  

 

3.2.2.2. Simulation analysis 

Here, two stimulation frequencies (500 kHz and 6 MHz) were used to maximize the 

performance of the developed impedance cytometry, and a complete single-cell characterization 

in terms of cell volume, and the intracellular components was conducted. As shown in Fig. 
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3.7(A), two detection frequencies corresponded to different cell membrane conductivity. The 

membrane conductivity curve has been verified in several works [45], [98].  

The high frequency (|𝑍𝐻𝐹|, 6 MHz) was determined based on single shell model of cells [93]–

[95], through which the plasma membrane is conductive and high-frequency current can pass 

through the cytoplasm of single cells, inducing the impedance dependency on intracellular 

properties. In contrast, the low frequency (|𝑍𝐿𝐹|, 500 kHz) field was shielded from the outside by 

the cellular membrane, and thus the impedance signals showed a dependency on the cell volume. 

Compared with polystyrene beads (frequency-independent insulators), high-frequency conductive 

cells exhibited lower opacities (ratio of |𝑍𝐻𝐹|/|𝑍𝐿𝐹|).  

In detail, at a low frequency (500 kHz), the impedance signal directly correlates with cell 

volume. Thus, changes in cell size can be presented as the changes in the amplitudes of 

impedance pulses, respectively. Besides, the low frequency impedance is less influenced by the 

volume and distribution of intracellular components, since the membrane show high resistance to 

the low frequency field. Therefore, for cell morphology, the volume change can be traced through 

low-frequency electrical diameter (|𝑍𝐿𝐹|1/3). In contrast, at a high frequency (6 MHz), the plasma 

membrane is no longer a perfect insulator, and the conductivity of intracellular components 

affects high-frequency impedance signals. Thus, changes in high-frequency electrical diameter 

(|𝑍𝐻𝐹|1/3) can be attributed to changes in the volume of intracellular components. Lastly, the 

occupancy of intracellular organelles/biomolecules in single cells are denoted by electrical 

opacity (|𝑍𝐻𝐹|/|𝑍𝐿𝐹|) in this work. Of note, the detection system was calibrated based on the 

impedance signals of 15 μm polystyrene beads, which have well-defined size (CV < 1%) and 

almost perfect insulation (< 355 MHz in 1× phosphate-buffered saline (PBS)) [73].  
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Experiments were performed at five different time points (i.e., 0 h, 12 h, 24 h, 48 h and 72 h) 

for the control and anaerobic groups. During the three-day experiment, all E. gracilis cells were 

grown in diluted medium to maintain the viability and proliferation of the anaerobic group. In the 

absence of adequate nutrients, E. gracilis cells are forced to consume stored carbohydrates (i.e., 

paramylon) and reduce organelles to sustain life, as evidenced by the reduction in cell volume 

and intracellular chloroplasts. 

Additionally, 15.6 μm polystyrene beads (Polysciences, USA) were diluted using 1× 

phosphate-buffered saline (PBS) to a concentration of 1120 beads/μL. The physical property of 

beads is frequency-independent, which is treated as perfect insulator in this case and used as 

reference for the impedance detection. Notably, all samples were transferred to 1× PBS solution, 

loaded into a syringe and injected by a syringe pump to the detection area in the microchannel at 

a flow rate of about 0.162 m/s. 

Table 3.2: Simulation parameters 

Parameters Value 

Channel length 300 μm 

Channel depth 30 μm 

Relative permittivity of membrane 5 

Relative permittivity of cytoplasm 50 

Conductivity of cytoplasm 0.5 S/m 

Electrodes wide 30 μm 

Electrode span 30 μm 

Relative permittivity of 1× PBS 80 

Conductivity of 1× PBS 1.34 S/m 
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Before experiments, the numerical simulations were employed to show the varying 

conductivity of the cell membrane at different detection frequencies. Electrical model of single 

cells [96], [97] has been introduced in detail in Section 3.1.2, which includes the resistance (RPBS 

and CPBS) of the diluted PBS solution in which E. gracilis cells are suspended, resistance and 

capacitance of the cytoplasm (RC and Cc), and impedance of the plasma membrane (ZM). The 

electrical double layer of electrodes was not taken into consideration in this work, since it has 

little effect on the detection at the two applied frequencies [93]. 
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Fig. 3.7: Numerical simulation results for E. gracilis cell model at two frequencies. (A) 

Current signals at different frequencies, and electronic potential distribution at low (500 

kHz) and high (6 MHz) frequencies. Streamlines indicate the current density. (B) 

Illustrations of the changes in the distribution of the electronic potential as the number of 

intracellular components increase from 0 to 51. The blank lines denote the current signals. 

(C) The relationship of impedance signals with the volume of intracellular components, 
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which is presented through normalized impedance, opacity, and the tilt index. (D) 

Distribution of intracellular components changes when the number of intracellular 

components increases from 38 to 42. 

 

All simulations were performed via COMSOL Multiphysics 5.6 (COMSOL Inc., Burlington, 

MA, USA), which are focus on investigating the response of single electrode pair for simplicity. 

E. gracilis cells (see Fig. 3.7A) were considered as a 2D ellipse (Radius: 30 μm long-axis, 10 μm 

short-axis) in the model, as most of them are cigar shaped. Besides, the cell membrane (10 nm) 

was modelled using the contact impedance approximation rather than the full-fidelity thin-layer 

geometry, which greatly simplified numerical calculations while ensuring reliable analysis [98], 

[99]. Additionally, organelles and biomolecules are all simplified as 2D circles (Dimensions: 1 

μm radius, 2 μm span) with twice the thickness of the cell membrane (20 nm), because 

chloroplasts have a double membrane envelope. The impedance signal can be obtained through 

calculating the current signal when particles move along the centerline under the stimulation of 

two frequencies (i.e., 500 kHz and 6 MHz) simultaneously. Other parameters of cells used for the 

simulation [96], [100] are shown in Table 3.2. 

As shown in Fig. 3.7A, intracellular components (e.g., organelles) were uniformly placed in 

the cell and packed by the cell membrane for the E. gracilis cell model. The current signal in the 

detection area gradually increases when frequency increases from 0 to 20 MHz. At low 

alternative current (AC) frequency (< 1 MHz), the cell behaves as an insulator, and the 

dependence of low-frequency impedance on the AC frequencies are associated with the 

properties of the suspension solution (i.e., ×1 PBS). At intermediate frequencies (1-5 MHz) [73], 

the dielectric properties of the cell membrane dominate the measured impedance spectrum, and 

the resistance of the cell membrane to the current signal decreases with the increase of AC 
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frequency. At higher frequencies (>20 MHz), the electric field can cross all cell membrane, and 

the impedance signals are totally dominated by the conductivity of cell cytoplasm. In this work, I 

chose 6 MHz as the high detection frequency because it can cross cell membrane with a single 

molecular layer but should not be possible for organelles having double membranes (i.e., 

chloroplasts).  

Fig. 3.7B shows the effect of intracellular components (e.g., organelles) on the impedance at 

both frequencies. First, as the number of intracellular components increases from 0 to 51, the 

amplitudes of the low-frequency and high-frequency impedance signals increase, but the high-

frequency increases much faster than the low-frequency (see Fig. 3.7C). This is because of the 

high resistance of the cell membrane to the low-frequency current signals, and in turn, the low-

frequency impedance shows low sensitivity to the changes in the total volume of intracellular 

components. Of note, all impedance signals in Fig. 3.7C are normalized to the impedance value 

of the cellular model containing 51 intracellular components. In addition, the opacity shows a 

similar trend to the high frequency impedance signals as the number of intracellular components 

increases. Since the low- (|𝑍𝐿𝐹|) and high-frequency (|𝑍𝐿𝐹|) impedance signals show a linear 

relationship with the volume of the target cell and the intracellular components, respectively, and 

the opacity (|𝑍𝐻𝐹|/|𝑍𝐿𝐹|) is dependent on the intracellular density to some extent. In contrast, 

there is almost no relationship between the tilt index and the volume of intracellular components, 

as the tilt index fluctuates around 0 for both high-frequency and low-frequency signals. 

A sudden change in the slope of the tilt index curve can be observed in Fig. 3.7C, which can 

be attributed to the change in intracellular component layout. Fig. 3.7D illustrates the layout of 

intracellular components with the component number ranging from 38 to 40. When the number of 

intracellular components exceeded 40, the components were added up and down the cell interior. 
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Thus, I estimated that intracellular layout is responsible for the sudden change in tilt index curve 

at the 40 intracellular components.  

 

3.2.2.3. Experimental results and discussion 

 

 

Fig. 3.8: Impedance analysis based on the electrical opacity and electrical diameter. (A) 

Impedance scatter plots of E. gracilis cells (2000 events) and 15 μm polystyrene beads (2000 

events) that are used as a reference. The x-axis is the cube of the impedance (proportional 

to the diameter). (B) Time course of changes in the impedance scatter plots (i.e., electrical 

diameter vs. electrical opacity) of E. gracilis cells cultured with (aerobic) or without air 

(anaerobic) within three days.  
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Insufficient nutrition specifically affects the intracellular components, forcing E. gracilis cells 

to consume stored energy (e.g., paramylon) and adjust the volume of organelles (e.g., 

chloroplasts) to sustain life. Living conditions (i.e., aerobic or anaerobic) determine how E. 

gracilis cells convert stored carbohydrates into energy and the efficiency of the conversion. With 

self-consumption, a number of phenotypic changes in the cell shape, volume, as well as in the 

distribution of intracellular components occur, leading to the changes in dielectric properties.  

15 μm polystyrene beads having well-defined dielectric properties and diameter are used to 

calibrate the device and eliminate the effects of device variations and non-linearities in the 

electronical measurement [73]. All cell impedance data were normalized by a single linear 

multiplier to ensure 15 μm beads have a median opacity of 1 and a median electrical diameter of 

15 (see Fig. 3.8A). For the original E. gracilis samples, they had a low-frequency electrical 

diameter (|𝑍𝐿𝐹|1/3) of about 16-23 μm and a high-frequency electrical diameter (|𝑍𝐻𝐹|1/3) of 15-

20 μm for intracellular components, with an electrical opacity of about 0.75. The low-frequency 

electrical diameter was similar to the optical diameter in Fig. 4C. In this work, I hypothesized that 

high-frequency impedance signals can determine the volume and distribution of intracellular 

components, which has been verified through the simulation analysis. Besides, the low-frequency 

electrical diameter (|𝑍𝐿𝐹|1/3) should scale with the cell volume, which is also supported by the 

optical diameter in Fig. 3.8C, and the high-frequency electrical diameter (|𝑍𝐻𝐹|1/3) should scale 

with the equivalent volume of intracellular components. 

During 3-day experiments, clear electrical diameter shifts were observed (see Fig. 3.8B). This 

is because the nutrients in the medium were not sufficient for E. gracilis cells to maintain a fat 

body, and they began to shrink in size. After 3 days of starvation, the low-frequency electrical 

diameter of E. gracilis cells (~ 19.64 μm) shrank by about 48% (~ 10.17 μm) under aerobic 
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conditions. The high-frequency electrical diameter (~ 17.5 μm) was reduced by 47.6% (~ 9.14 

μm) under aerobic. Furthermore, although electrical diameters decreased, their electrical opacity 

remained almost unchanged, which can be attributed to the self-regulation mechanism of cells 

[101]. Here, electrical opacity is defined as the ratio of cell volume to intracellular component 

volume, namely occupancy. The volume reduction of E. gracilis can also be seen under the 

microscope (×40) as shown in Fig. 3.8C, where the length of E. gracilis is almost the same and 

the contraction occurs mainly in the width of cell samples. 

 

 

Fig. 3.9: Comparison of tilt index for two E. gracilis cells with different distributions of 

intracellular components. (A) E. gracilis cell with intracellular components constituting 

about 64.6% of cell interior on the left. (B) E. gracilis cell with almost evenly distributed 

intracellular components. Scale bar indicates 30 m. 
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Fig. 3.9 illustrates the impedance waveforms of two cells. All waveforms were collected by 

the DAQ device (USB-6363) at a sampling rate of 125 kHz, which is sufficient to collect most 

details. In this case, impedance pulses have been transferred to the electrical diameter. The 

Electrical diameter of single cells at different detection frequencies is the magnitude of the 

impedance pulses. Obviously, different detection frequencies and target cells resulted in different 

electrical diameter. With the same the low detection frequencies (e.g., 500 kHz), the electrical 

diameter is related to the cell volume and changes according to the cell size. The high detection 

frequency (e.g., 6 MHz) can detect the cell interior, and its magnitude is related to the amount of 

intracellular composition. For example, the cell in Fig. 3.9A has less intracellular components 

than the cell in Fig. 3.9B. Accordingly, the first cell has a smaller high-frequency electrical 

diameter than the second one. 

 

3.2.2.4. Summary 

Overall, the dual-frequency impedance assays enabled rapid and quantitative tracking of the 

changes in biophysical properties of E. gracilis single cells under aerobic incubation conditions at 

a high throughput (~ 900 samples/s). Based on two metrics, namely the electrical diameter, 

opacity, cell volume and intracellular components are successfully detected.  

The simplicity of the measurement suggests that my method is suitable for a new generation 

of rapid tests for intracellular components at a sub-cellular level. The ability of high frequency to 

cross the cell membrane and characterize intracellular composition provides considerable benefits 

to resolve largely unseen compositions and to investigate responses in cell populations in near 

real-time. The only limitation is that the dielectric properties of some organelles (e.g., 
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chloroplasts) and biomolecules (e.g., paramylon) are so far unknown, which requires further 

analysis to distinguish their influence on impedance detection. 

 

3.2.3. Intracellular density detection 

3.2.3.1. Experiment purposes and preparation 

Cell staining is a typical procedure for assessing the distribution and density of intracellular 

components. In this work, a label-free alternative is developed and verified using impedance 

cytometry to characterize the loss of intracellular components of E. gracilis cells. By inhibiting 

chloroplast synthesis, the number of chloroplasts in single cells are reduced gradually, as is the 

density of intracellular components. As a result, low-frequency impedance signals (0.5 MHz) are 

shown to assess the cell morphology. With increasing voltage frequency (i.e., > 1 MHz), the 

resistance of the cell membrane lowers. The magnitude and morphology of impedance signals (6 

MHz) has a relationship with the density and distribution of intracellular components, 

respectively. Additionally, impedance-based cell phenotyping reveals that the shrinking of 

intracellular components and cell volume can cause two distinct declines in the high- and low-

frequency electrical diameter of single cells, respectively. This conclusion is confirmed by 

simulation results and the time course of the changes in electrical diameters and electrical 

opacity. To sum up, my findings indicate that impedance cytometry and my analysis method can 

be further refined to serve as a powerful and non-invasive tool for assessing intracellular 

components at the single cell level.  
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Fig. 3.10: Principles of detecting impedance signal changes of E. gracilis single cells with 

chloroplast discoloration. (A) Experimental images E. gracilis samples used for 

measurements in different states, including initial state, 8 days of dark and light culture. 

Scale bar represents 30 μm. (B) A photograph (top) ad a schematic (bottom) of the detection 

system, and individual particles are measured at two simultaneous frequencies (i.e., 500 

kHz and 6 MHz) using a FPGA-based impedance analyzer.  

 

 During pre-cultivation, E. gracilis cells were cultivated in a culture tube using Koren-Hutner 

(KH) medium (pH 3.5) [102] for more than one week. Cell cultures were kept at 23.5 ℃ under 

continuous light illumination of 130−150 μmol/m2/s photons. In experiments, E. gracilis cells in 

the precultures were transferred into new culture medium (KH) at a concentration of 440 

cells/μL, and then divided into 6 tubes with 20 mL per tube. Half of test tubes were used as the 

control and were still incubated in the same light conditions as pre-cultivation, while the other 

three were incubated in the dark as dark group. As shown in Fig. 3.10A, there is a clear color 

difference between the dark and light group, which is due to the decrease in the number of 

chloroplasts in the dark. 

Experiments were conducted at 5 different time points (i.e., 0 days, 2 days, 4 days, 6 days, 

and 8 days) for the light and dark groups, and each group contained three independent cell 



47 

 

cultures of E. gracilis for robust characterization. Besides, 10 μm polystyrene beads 

(Polysciences, USA) were used as the references for the calibration of the electrical diameter and 

electrical opacity of single cells, because the physical property of beads is frequency-

independent, which can be treated as perfect insulators. For impedance detection (see Fig. 3.10B), 

all samples were transferred to 1× phosphate-buffered saline (PBS) and injected by a syringe 

pump (Harvard Apparatus 11 Elite) to the detection area in which single cells/beads flowed at a 

rate of about 0.136 m/s. The throughput (sample rate) of the impedance detection is about 1500 

cells/s, in this case. 

10 μm polystyrene beads were used as the reference particles, owing to their fixed 

permittivity and conductivity. Also, they can be considered as perfect insulators independent of 

AC frequencies [79].  The influence of target object shape on impedance signals has been 

investigated in my previous studies [44]. The tilting impedance pulses can be quantified through 

the metric – tilting index (𝑇𝐿𝑒𝑓𝑡 𝑇𝑟𝑖𝑔ℎ𝑡⁄ − 1), which is defined as the ratio of the left-half duration 

of the impedance pulse to the right-half duration. Additionally, the electrical opacity (|𝑍𝐻𝐹|/

|𝑍𝐿𝐹|) is used to represent the changes in the density of intracellular components.  

 

3.2.3.2. Simulation analysis 

The simulation aims at analyzing propagation profiles of currents on the cell membrane at 

two detection frequencies, and a cell model with the same distribution of intracellular 

components and different morphology (see Fig. 3.11A) was employed in this work. Based on 

single-shell model [96], [97], E. gracilis (see Fig. 3.11A) is simplified as a 2D ellipse in 

simulation (Radius: 30 μm long-axis, 10 μm short-axis) for the case 1. The cell membrane (10 

nm) was modeled using the contact impedance approximation [98], [99], [103]. All intracellular 
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components, including paramylon and chloroplasts, were considered as non-conducting 2D 

circles (Dimensions: 1 μm radius, 0-2 μm span). This is because paramylon belongs to the water-

insoluble crystals [104]–[107] and chloroplasts possess a double cell membrane envelope [103], 

therefore, both components should show high resistance at a detection frequency of 6 MHz.  

 

 

Fig. 3.11: Numerical simulation results for E. gracilis cell models with varying cell 

morphology distribution at low (500 kHz) and high (6 MHz) detection frequencies: (A) 

parameters used in simulation, (B) Electronic potential distribution for two types of cell 

models with high (top two) and low (bottom two) intracellular density. Black solid lines 

represent current lines. The density of the black streamlines indicates the current density 

(A/m2). (C) Effects of the distribution of intracellular components on the dielectric 

properties of single cells, including the low-frequency (|ZLF|) and high-frequency impedance 

(|ZHF|), and opacity (|ZHF|/|ZLF|). 

 

The propagation of current in a microchannel is illustrated in Fig. 3.11B, where the solid and 

smooth black lines denote the current signals. At a low frequency (500 kHz), current signals 
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abruptly change direction as they cross the cell membrane. This phenomenon is known as the 

high resistance of the cell membrane, which can distort the propagation profile of low-frequency 

current. At a detection frequency between 1 and 5 MHz [73], the lipid bilayer of the cell 

membrane presents increasing resistance to the current as the detection frequency decreases. The 

impedance signals are primarily determined by the dielectric properties of the cell membrane 

rather than intracellular components. At a high-frequency electric field (e.g., 6 MHz), current can 

propagate within the cell, and all current profiles remain smooth regardless of the presence of cell 

membrane. Intracellular components can directly act on the high-frequency impedance signals by 

impeding the conduction of high-frequency current. If the voltage frequency is greater than 20 

MHz, all organelles (e.g., chloroplasts) are conductive, resulting in a cytoplasm-dependent state 

of the impedance signal. In this work, the high detection frequency was set to 6 MHz because it 

can pass through single-shell cell membranes, but not through organelles with double membranes 

(i.e., chloroplasts) or biomolecules (i.e., paramylon).  

In simulation, when a cell has the same morphology and different distribution of intracellular 

components, the impacts of cell morphology on the impedance signals are shown in Fig. 3.11C. 

A cell with increasing volume leads to an increase in impedance at low and high detection 

frequencies, but the impedance increases faster at low frequencies (500 kHz) than at high 

frequencies (6 MHz). Besides, the electrical opacity of the cell decreases with increasing volume, 

when the intracellular components remain the same. This phenomenon suggests that the volume 

changes have a more apparent effect on the low-frequency impedance signals than on the high-

frequency ones, and that the electrical opacity decreases when the intracellular density decreases.  
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3.2.3.3. Experimental results and discussion 

 

Fig. 3.12: Comparison of two E. gracilis cells with different intracellular densities. (A) 

Fluorescence images of both E. gracilis cells. Scale bar represents 60 μm. (B) Impedance 

signals of both E. gracilis cells. 

 

In experiments, when E. gracilis cells flow through the detection area, the induced low-

frequency impedance signals provide information about the cell volume and cell morphology. 

High-frequency impedance signals provide information about the intracellular density and 

distribution, and low-frequency impedance signals are related to cell volume and morphology. In 

Fig. 3.12A, the autofluorescence of chloroplasts in E. gracilis cells was used to visualize 

intracellular components (i.e., chloroplasts) and intracellular distribution. The intensity of the 

fluorescence increases as the number of chloroplasts increases. In comparison to the cell 1 (see 

Fig. 3.12B), the cell 2 had a higher fluorescence intensity and also exhibited a bigger electrical 

opacity (i.e., 0.8464). This result is attributed to the fact that the cell 2 contained more 

chloroplasts, contributing to a more compact distribution of intracellular components and also to 
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an increase in cellular density. By contrast, cell 1 had no chloroplasts insides and also no 

fluorescence.  

 

 

Fig. 3.13: (A) Time course of the changes in the opacity (|𝒁𝑯𝑭|/|𝒁𝑳𝑭|) of 10 μm polystyrene 

beads as well as E. gracilis cells (n=1000) cultivated under light and dark conditions within 

eight days. (B) Violin plots of the changes in opacity over 8 days for E. gracilis cells in two 

cases. 

 

The electrical opacity represents the ratio of the impedance at low and high detection 

frequencies. When current propagates in fluid between electrodes, free ions in solution migrate 

toward the electrode. As these ions build up, an electrical double-layer (EDL) forms at the surface 

of the electrodes. The EDL results in a varying capacitance between fluid and electrode at 

different detection frequencies [108]. Typically, the influence EDL in the impedance cytometry is 

neglected when the detection frequency is greater than 100 kHz [93]. Therefore, at a low 

detection frequency (500 kHz), the low-frequency impedance can be related to the cell volume, 

shape. In contrast, at a high detection frequency (6 MHz), the high-frequency impedance is 

related to the volume and distribution of intracellular components. In this section, I employed 
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electrical opacity to characterize intracellular densities so that to eliminate the influence of 

varying cell volume. 

Fig. 3.13A shows the time course of opacity changes for 10 μm beads and E. gracilis cells 

cultivated in the dark and light conditions for eight days. In comparison to polystyrene beads with 

an opacity of 1, day-0 E. gracilis cells had an opacity of 0.78 (mean point). The opacity of the E. 

gracilis cells is less than one, which agrees with the conclusion in simulation. High-frequency 

current can propagate both within and outside the cell, resulting in a low impedance magnitude. 

By contrast, the cell membrane is extremely resistive to low-frequency current, and current can 

propagate only in flowing fluid, not within the cell. As a result, the magnitude of the low-

frequency impedance is usually larger than that of the high-frequency impedance. 

Additionally, the magnitude of the low-frequency impedance is proportional to the cell 

volume, because a large cell in a sealed channel results in a tiny conducting area, which leads to a 

high current resistance. The magnitude of high-frequency impedance is dependent on the 

distribution and density of intracellular components. As simulations demonstrate, the high-

frequency impedance increases proportionally to the number and also the compactness of 

intracellular components. It is conceivable that the ratio of high- to low-frequency impedance 

reflects the density of intracellular components. 

During the 8-day cultivation, the difference in opacity between both cases began on the 

second day and peaked on the fourth day. Compared with the day-0 samples, the opacity of cells 

in the light case is greater, whereas the opacity in the dark case is decreased, because the loss of 

chloroplast spares some intracellular space and decreases the intracellular density. Clearly in Fig. 

3.13B, the opacity of E. gracilis cells continued to decline as chloroplasts were lost, despite that 

fact that they were still capable of synthesizing paramylon via external nutrients. However, in the 
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absence of photosynthesis, E. gracilis cells in the dark can only utilize nutrients in culture 

medium to synthesize and store paramylon, a process that is less efficient than cells in the light. 

Especially, when the external nutrients are insufficient, E. gracilis cells have to consume stored 

carbon source (paramylon) inside single cell. As a result, the intracellular biomass gradually 

decreased after day 2. 

 

3.2.3.4. Summary 

Overall, all simulation and experimental results revealed that the impedance-based detection 

method is capable of performing intracellular analysis, including the density and dielectric 

properties of cells. Given the ease of the measurement, this technique in combination with my 

suggested analysis method can be utilized to develop a new generation of quick assays for 

intracellular components. The only limitation is that the dielectric properties of various organelles 

and biomolecules are unknown, necessitating additional study to differentiate them at different 

frequencies. 

 

3.2.4. Single cell biomass tracking 

3.2.4.1. Experiment purposes and preparation 

The biomass assessment of single cells plays a vital role in many areas, including the analysis 

of cell state [109] and of cell growth mechanism [110], as well as environmental and energy 

issues [111], [112]. To date, several techniques, including live-cell imaging [22], Raman flow 

cytometry [113], and chemical probes [114], have been successfully applied for high-throughput 

assessment of intracellular biomass in single cells. However, most of these optical-based 

approaches are time-consuming and labor-intensive, and the tight requirement for maintaining 
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and calibrating beam-focusing points limits their robustness and portability. In this work, I 

proposed a more effective and convenient method to characterize biomass as the magnitudes of 

high-frequency impedance signals.  

 

 

Fig. 3.14: Schematics of the four-frequency impedance cytometry. (A) Microfluidic 

impedance cytometry for the detection of E. gracilis cells, and some important structures of 

single E. gracilis cells. (B) Impedance signals at four distinct frequencies (i.e., 500 kHz, 4 

MHz, 7 MHz, and 10 MHz), and the effect of intracellular component distribution on the 

morphology of high-frequency impedance signals. (c) FPGA-based impedance analyzer, 

and (d) the frequency response of the homemade transimpedance amplifier. 

 

A four-frequency impedance cytometry (i.e., 500 kHz, 4 MHz, 7 MHz, and 10 MHz) was 

employed for analyzing the biomass of single E. gracilis cells, as shown in Fig. 3.14. In order to 

monitor the biomass of single cells, E. gracilis cells were cultured under various conditions over 

four days. The high-frequency impedance (7 MHz, and 10 MHz) was employed to detect 

intracellular biomass, and low-frequency impedance was used to track the changes in the cell 

volume. Electrical scanning E. gracilis cells internally and externally clearly showed the cellular 

response to different cultivation medium with organic source or inorganic ions, in which cells 
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exhibited significant differences in multiplication, volume, and opacity. The volume of single 

cells was monitored via low-frequency impedance magnitudes, and the biomass change was 

tracked by high-frequency impedance magnitudes. The impedance detection system was built on 

a field-programmable gate array (FPGA) board with a home-made transimpedance amplifier (see 

Fig. 3.14) [85]. I envision that the tilt index can be an alternative to determine the frequency of 

electrical penetration for cell membrane. Besides, the proposed impedance-based platform can be 

adopted to evaluate cellular states and biomass, which is critical in practical applications 

involving continuous cell cultures [115], [116].  

 

 

Fig. 3.15: Color change in culture tubes for E. gracilis cells. The green color becomes more 

intense as more cells multiply each day. 

 

Before experiments, the cultures were grown in culture tubes each with a working volume of 

13 mL under continuous illumination (warm white, 130−150 μmol/m2/s) at 28 ℃. To study the 
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effect of organic nutrients on biomass and metabolization of individual cells, E. gracilis cells 

were grown photo-mixotrophically using KH medium (PH: 3.5) [117]. As for the effect of 

inorganic ions on cell growth, E. gracilis cells were cultivated photo-autotrophically using CM 

medium (PH: 3.9) [118]. E. gracilis cells were cultivated using 1× Phosphate-Buffered Saline 

solution (PBS, PH: 6.9) as the control group. The detailed components of CM and KH medium 

were described by Wang et al. [119]. Briefly, the CM medium does not include any organic 

carbon sources, whereas the KH medium contains glucose and various organic acids and amino 

acids as carbon sources [120]. Both KH and CM medium contain high concentrations of 

inorganic ions, such as Zn2+, Mn2+, Fe3+, Cu2+, Co2+, and Ni2+, some of which can promote the 

biomass accumulation and multiplication of E. gracilis cells [121], [122].  

Experiments were conducted over a 4-day period (i.e., 0-4 days) for the CM-medium, KH-

medium, and 1×PBS solution, with each group containing three independent cultures of E. 

gracilis for robust characterization. The growth of E. gracilis cells were analyzed through cell 

number, dry weight, cell volume, and opacity. Herein, the dry weight of E. gracilis cells is 

determined using 0.4 mL of cultures that had been dried at 100 °C for more than 4 hours [123]. 

The volume of the cells was determined using low-frequency electrical diameters (|𝑍𝐿𝐹|1/3) and 

the volume of intracellular components was determined using high-frequency electrical diameters 

(|𝑍𝐻𝐹|1/3) [124]. The color change in culture tubes over four days is shown in Fig. 3.15, and the 

green color in the culture tubes gets darker as the number of cells grows. 

 

3.2.4.2. Experimental results and discussion 

In this work, I employed low-frequency impedance metrics (i.e., 500 kHz, and 4 MHz) to 

track the volume change in E. gracilis cells during photo-mixotrophic cultivation, as well as high-
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frequency impedance metrics (i.e., 7 MHz, and 10 MHz) to monitor the biomass accumulation. I 

cultured E. gracilis cells in Koren-Hutner (KH) medium for four days and impedance signals 

were used to determine the biomass accumulation of E. gracilis cells grown photo-

mixotrophically. The impedance detection of E. gracilis cells are shown in Fig. 3.16. In this 

section, a maximum detection frequency of 10 MHz was used, which worked well with my 

system and is also commonly used for cell interior analysis [45]. The lowest detection frequency 

(500 kHz) has been tested in my previous work to characterize the volume and shape of single 

cells [124], [125]. The two middle frequencies, 4MHz and 7MHz, were selected based on a 

3MHz spacing. 

 

 

Fig. 3.16: Impedance detection of E. gracilis cells. Electrical diameter and tilt index of two E. 

gracilis cells with different brightness at four detection frequencies (i.e., 500 kHz, 4 MHz, 7 

MHz and 10 MHz). The scale bar indicates 30 μm. 

 

E. gracilis cells can proliferate rapidly and accumulate paramylon in photo-mixotrophic 

cultivation by either photosynthesis or digesting organic carbon sources in the cultivation 
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medium (KH medium). E. gracilis cells cultivated in KH medium over four days are illustrated in 

Fig. 3.17A. In Fig. 3.17B, the number of E. gracilis cells continued to increase over four-day 

cultivation, from around 241 cells/μL to 1936 cells/μL. Also, the biomass of E. gracilis cells 

increased rapidly from 2.4 mg/mL to 8.5 mg/mL. The sudden drop at Day 3 may be due to the 

measurement error. 

As for the impedance characterization of single cells, in Fig. 3.17C, all dielectric properties of 

E. gracilis cells were calibrated using the dielectric properties of 10 μm beads. Over a four-day 

cultivation period, the electrical diameter of cells at 500 kHz increased from around 10.89 to 

11.46. This is because low-frequency impedance value depends on the cell volume: a rise in low-

frequency electrical diameters indicates an increase in cell volume [24], [45], [124]–[126]. At the 

highest detection frequency (10 MHz), current can freely penetrate the cell membrane and 

propagate in the cytoplasm between intracellular components (i.e., paramylon and chloroplasts), 

allowing the high-frequency electrical diameter to be related to the intracellular nonconductive 

biomass of individual cells. Therefore, the increase in both low- and high-frequency diameter can 

denote that there was a slight increase in the volume and biomass during the first 2 days.  

In Fig. 3.17D, the electrical opacity of the cells (day 1-4) is nearly identical to that of the 

precultures (day 0), since the new cultivation conditions are the same as the preculture condition. 

Whereas the rise in high-frequency electrical diameter (i.e., 7 MHz to 10 MHz) happened on the 

first day, earlier than the increase in low-frequency (i.e., 500 kHz) electrical diameter that 

occurred on the second day (see Fig. 3.17C). This may be because when E. gracilis cells were 

transferred to a fresh medium, adequate organic nutrients and inorganic ions induce the 

generation of intracellular components prior to cell multiplication. In detail, the proliferation rate 

of E. gracilis cell can be accelerated by the following ions: Mg2+, Ca2+, Mn2+, Cu2+, Co2+, and 
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Ni2+ in the medium [127], and cell multiplication occurs slightly later than the chloroplast 

multiplication. For E. gracilis cells, the number of chloroplasts in each cell is relatively stable, 

varying from 10 to 20 [128]. When there are 60 or more chloroplasts per cell, it usually means 

that cell multiplication is taking place [129], [130]. Thus, E. gracilis cells may have increasing 

intracellular biomass prior to their multiplication, which results in a slightly earlier increase in 

high-frequency electrical diameters than low-frequency electrical diameters. 

 

 

Fig. 3.17: Cell cultivation in KH medium over four days. (A) Comparison of volume of E. 

gracilis cells within four-day experiments. The scale bar indicates 10 μm. (B) Statistical 

analysis of the cell proliferation and biomass accumulation of E. gracilis cells. (C) Time 

course of changes in electrical diameters of E. gracilis cells at four detection frequencies 

(500 kHz, 4 MHz, 7 MHz and 10 MHz). (D) Time course of changes in electrical opacity of 

E. gracilis cells. 

 

Although some inorganic metal ions are required for E. gracilis cell growth and are stabilized 

during biomass synthesis [127], [131], organic supplies may be insufficient in natural 

environment. Thus, E. gracilis cells have to grow photo-autotrophically, and most of the biomass 

have to be produced by photosynthesis using carbon dioxide from the air as the carbon source 

[132], [133]. To analyze the effect of inorganic ions on cell growth and biomass accumulation, E. 
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gracilis cells were cultured in a 1× PBS solution as a control. The dielectric properties, cell 

multiplication, and biomass accumulation of E. gracilis cells cultured in PBS and Cramer-Myers 

(CM) medium are compared and shown in Fig. 3.18. 

 

 

Fig. 3.18: Cell cultivation in PBS solution and CM medium over four days. (A) Comparison 

of volume of E. gracilis cells within four-day experiments. The scale bar indicates 10 μm. (B) 

Statistical analysis of the cell proliferation and biomass accumulation of E. gracilis cells. (C) 

Time course of changes in electrical diameters of E. gracilis cells at four detection 

frequencies (500 kHz, 4 MHz, 7 MHz and 10 MHz). (D) Time course of changes in electrical 

opacity of E. gracilis cells. 

 

Without organic carbon sources in the growth medium, E. gracilis cells cultivated in PBS and 

CM medium over four days are shown in Fig. 3.18A. Because of the limited carbon sources in the 

air, the paramylon synthesis was restricted. Thus, when E. gracilis cells were transferred into CM 

medium and PBS solution, cells started to consume stored energy (paramylon), leading to the 

reduction in biomass. Additionally, the effect of inorganic ions on the cell growth is shown in 

Fig. 3.18B. Despite insufficient carbon sources, E. gracilis cells in CM medium divided more 

frequently than those in PBS solution. This result also satisfied several research on the conclusion 

of the promotion inorganic ions on the E. gracilis cell multiplication [107], [119], [134].  
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Although there were more cells in CM medium than in PBS medium, the biomass of the cells 

was almost the same in both cases. In other words, individual cells cultured in CM medium might 

own less biomass than cells cultured in PBS solution. This conclusion was further approved by 

impedance detection, as illustrated in Fig. 3.18C. After four days of cultivation, the electrical 

diameters of E. gracilis cells in PBS solution are larger than those of cells in CM medium at four 

detection frequencies. This indicated that E. gracilis cells in PBS solution had a larger volume, 

due to larger low-frequency electrical diameter, and have denser intracellular components, due to 

higher electrical opacity (see Fig. 3.18D), than cells cultured in CM medium.  

Additionally, the electrical diameters and electrical opacity of cells are also good indicators of 

the change in cultivation medium. When E. gracilis cells were transferred to fresh cultivation 

medium, the electrical diameter and opacity of cells, especially in PBS solution, declined rapidly 

on the first day of cultivation, which can be related to changes in osmosis and pH value of the 

cultivation medium. After two days of adaptation to the new environments, E. gracilis cells 

returned to normal electrical opacity and diameter. 

Considering the growth condition of E. gracilis cells in CM medium, KH medium and PBS 

solution, I concluded that some inorganic ions may contribute to cell multiplication. Especially 

when E. gracilis cells grow in an environment with sufficient organic and inorganic sources, the 

proliferation rate and cell biomass productivity reach the maximum. Inorganic ions can be 

accumulated in cells [121], [135], and the resultant biomass is valuable as a source of biodiesel. 
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3.2.4.3. Summary 

Overall, all experimental results indicate that I successfully employed low-frequency 

impedance to performance analysis of the morphology and volume of single cells, and high-

frequency impedance to characterize intracellular biomass. The detection mechanism is supported 

by numerous previous works. Our previous work has shown that low-frequency detection is 

capable of analyzing cell morphology, as the low-frequency current mainly propagates around the 

cell [44], [124], [125]. The dependence of low-frequency impedance on cell volume has also been 

verified [45]. Additionally, it has been demonstrated that high frequency impedance can be used 

to analyze the amount [125], distribution [124], and density  [125], [136] of intracellular 

components. Here, impedance-based biomass analysis is based on the ability of high-frequency 

impedance to monitor the amount and density of intracellular components, which has also been 

proved by experimental results.  

Besides, the proposed impedance-based platform has shown its capability to evaluate the 

effects of the culture conditions on E. gracilis cell growth (volume, opacity, and number) and 

biomass accumulation. High-frequency impedance magnitudes (≥ 7 MHz) can characterize 

biomass accumulation, and low-frequency impedance magnitudes (≤ 4 MHz) enable the 

quantification of volume of single cells. The changes in biomass accumulation and cultivated in 

different medium were successfully monitored over four days. In the future, I suggest extending 

the application of tilt index to mammalian cells to track changes of membrane properties in cell 

aging, carcinogenesis, or lysis.  
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3.3. Nanoscale detection of single bacteria 

3.3.1. Parallel nano detection without post-calibration 

3.3.1.1. Experiment purposes and preparation 

Unlike visual measurements, impedance detection requires post calibration to quantify the 

morphology of single objects. This study presents a novel impedance cytometry system, called 

parallel impedance cytometry, for real-time calibration of the impedance signals. Parallel dual 

microchannels allow simultaneous detection of reference and target particles in two separate 

microchannels, without the pre-mixing of reference and target suspension. The performance of 

the system is evaluated by simulation and experiments, indicating that impedance pulses of the 

particles from parallel dual channels appear on the opposite sides of the same time series. The 

raw impedance waveforms can be directly used to assess the electrical properties of single objects 

without the need for long-term statistical analysis afterwards. Polystyrene beads with different 

sizes ranging from nano to microscale (e.g., 500, 750 nm, 1, 2, 3 and 4.5 μm) confirm the nano-

sensitivity of the system. In addition, the detection of antibiotic-treated Escherichia coli (E. coli) 

demonstrates that my system can be used for quantitative assessment of the morphology change 

of individual cells, as well as for the proportion of sensitive cells in real time. The findings 

indicate that the novel impedance cytometry provides a new pathway for accurate, real-time 

analysis of single objects ranging from submicron to micron-scale.  

To test the performance of the proposed system, six types of polystyrene beads (Polysciences, 

USA) size were employed, including 500 nm, 750 nm, 1 μm, 2 μm, 3 μm, and 4.5 μm. The 

physical properties of the beads are frequency-independent, and they are treated as perfect 

insulators and used as the reference for the impedance detection [73], [95].  
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In order to test the sensitivity of the developed system for detecting nanoscale objects, the E. 

coli cells were employed here. The nanoscale morphology change of E. coli cells can be a result 

of antibiotic treatment. In experiments, E. coli cells were maintained at 37 ºC and passaged every 

12 to 16 hours. E. coli cells were treated with Mecillinam [137], [138] at a concentration of 1 

μg/mL for 8 hours to induce spherical shape [139]. Then, the cell fixing was performed with 70% 

alcohol at 23 ºC. We manually stirred the cell-alcohol mixtures before putting them in the triple 

shaker at 100 rpm for about 2 hours to prevent the formation of aggregates. After the fixation, 

cells were then centrifuged at 3000 rpm for 30 minutes and washed in 1× PBS. The sample 

preparation followed the method used in previous experiments, which has been validated as 

applicable [145]. All fixed cells were suspended in the 1× PBS solution and stored at 4 ºC in a 

refrigerator. Sample suspension was loaded into the microchannel using a syringe pump to the 

detection area in the microchannel at a flow rate of 1 μL/min.  
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Fig. 3.19: Schematic of the FPGA-based detection system and the design of parallel 

impedance cytometry. 

 

Fig. 3.19 illustrates the electrode layout and the FPGA-based impedance detection system. 

The microchannels are 10 μm wide and 10 μm deep, which are placed over 30 μm wide 

electrodes with spacing of 20 μm. The electrode has a 70 nm thick gold layer (Au) over a 70 nm 

thick chromium layer (Cr).  
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3.3.1.2. Simulation analysis 

To study the working mechanism and sensitivity of the proposed parallel impedance 

cytometry system, I performed 3D numerical simulation via COMSOL Multiphysics 5.6 

(COMSOL Inc., Burlington, MA, USA). The simulated microchannel has a dimension of 10 μm 

× 10 μm × 100 μm (Depth × Width × Length), and the electrodes are of 30 μm width and 20 μm 

span. The fluids in microchannel are set as 1× PBS. The relative permittivity and conductivity of 

1× PBS in the microchannel are 80 and 1.34 S/m, respectively. Parallel channels have the same 

electrodes for applying detection voltages, but each has an independent detection electrode. The 

current output from each channel is labeled with distinct colors (channel 1 in blue, and channel 2 

in orange, in Fig. 3.20). Same to my detection system, the final result is a differential calculation 

between channel 1 and channel 2, namely system output = channel 1 - channel 2 (labeled in red). 

Spherical particles with different diameters of 500 nm, 750 nm, 1 μm, 2 μm, 3 μm, and 4.5 

μm are set as nonconductive objects and flow through the channel 1 and channel 2, separately. In 

the detection region, the impedance rises as the particles squeeze out the conductive liquid above 

the gap between electrodes. This results in the decrease in current on the detection electrode as 

particles pass through the gap between the electrodes. The magnitudes of the impedance (|𝑍|) is 

positively related to the size of single particles. Particles have diameters ranging from 500 nm to 

4.5 μm and the impedances range from 0.018 nA to 0.63 nA. Therefore, it is possible to realize 

the nanoscale sensitivity in simulation, and also assess the size of single objects with the 

impedance magnitude. In experiments, all current signals are converted to voltage signals for 

real-time processing on the FPGA board and data collection.  
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Fig. 3.20: Numerical simulation results of parallel impedance cytometry when particles of 

different sizes (500 nm – 4.5 μm) flow through channels. The current outputs from two 

channels are labeled with distinct colors (channel 1 in blue, and channel 2 in orange), and 

total system output is labelled in red. 

 

 

A particle flowing in channel 1 produces an impedance pulse only at the output in channel 1, 

and a pulse generated at the output in channel 2 should be induced by a particle in channel 2. 

Besides, the raw impedance pulses generated in channel 1 and channel 2 are in the same phase. I 

took advantage of the differential amplifier to reverse the phase of impedance pulses in channel 2, 

and to merge the output of two channels. As a result, the system output is in the same phase with 
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the impedance pulses in channel 1, which is in the opposite phase to the impedance pulse of 

channel 2. In both simulation and experiments, the parallel dual channels are powered by the 

same electric source (the FPGA board), so it is possible to merge the impedance signals from 

different channels and to process all the signals together. The same process, however, cannot be 

performed with two channels powered by different electric sources. 

 

3.3.1.3. Beads experimental results and discussion (nanoscales) 

Fig. 3.21 shows the raw impedance signals from the detection system, when the 4.5 μm 

polystyrene beads are used as reference particles in channel 1, and 6 types of beads with 

diameters of 4.5 μm (Fig. 3.21A and Fig. 3.21B), 3 μm (Fig. 3.21C), 2 μm (Fig. 3.21D), 1 μm 

(Fig. 3.21E), 750 nm (Fig. 3.21F), and 500 nm (Fig. 3.21G) are used in channel 2. As shown in 

Figure 4A, when 4.5 μm beads flowing in both two parallel channels, impedance pulses in 

channel 1 is in the revise direction to impedance pulses in channel 2. The impedance pulses in 

channel 1 appear on the downside of the time series, while the impedance pulses in channel 2 

appear on the upside. This is consistent with the numerical simulation results. Additionally, as the 

beads in both channels have the same diameter (4.5 μm beads), the impedance pulses on either 

upside or downside of the same time series have the same magnitudes. When the diameter of the 

particles in channel 2 is unknown, it is possible to estimate the bead diameter to be around 4.5 μm 

through comparing the raw impedance waveforms of both channels during real-time detection 

(see Fig. 3.21A). 

 



69 

 

 

Fig. 3.21: Raw signal analysis of the parallel impedance cytometry. (A) In the first case, 4.5 

μm beads flow in both channels, and the detection time for each bead is 1 ms. The scale bar 

denotes 30 μm. (B-G) For the other case, 4.5 μm beads flow through channel 1 that is used 

as a refence channel and beads of different diameters, (B) 4.5 μm, (C) 3 μm, (D) 2 μm, (E) 1 

μm, (F) 750 nm and (G) 500 nm flow thorough channel 2 that is used as a measurement 

channel.  

 

To show the impact of circuit on the impedance detection, the impedance signals in both 

channels at low (500 kHz, marked in red) and high detection frequencies (6 MHz, marked in 

green) were compared. Theoretically, polystyrene beads, which exhibit frequency-independent 
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dielectric properties, can induce impedance pulses of similar magnitudes regardless of detection 

frequency when the detection frequency is less than 355 MHz [71]. In practical, the high-

frequency impedance signal has a much smaller amplitude compared to the low-frequency 

impedance signal, as a result of circuit losses. Circuit loss varies with the detection system. As the 

particle trajectory and the detection circuit work together for impedance detection, the impedance 

pulses of the same particle may have different magnitudes. Thus, the variation in impedance 

magnitudes make it difficult to determine the particle volume based on raw impedance signals, 

although it is well known that the impedance magnitudes positively depend on particle volume 

[140], [141]. In this work, I can eliminate the impact of particle trajectory on the impedance 

detection, as the 10 μm × 10 μm microchannel can limit the trajectory fluctuation of single 

objects. It is evidenced by the stability of the impedance magnitudes for single beads. Despite 

there is a difference in the magnitude of raw impedance signal at different detection frequencies, 

one still could estimate the size of target particles in channel 2. This is because the magnitudes of 

upside and downside impedance pulses are the same, although at different detection frequencies. 

To determine the sensitivity of the detection system, I compared the signals of particles with 

different sizes in channel 2, while keeping 4.5 μm beads flowing in channel 1 as a reference (see 

Fig. 3.21B-Fig. 3.21G). At both detection frequencies, the magnitudes of the upside impedance 

pulses generated in channel 2 decrease when the beads size reduces from 4.5 μm (Fig. 3.21B) to 

500 nm (Fig. 3.21G). For example, in Fig. 3.21D, the upside impedance pulses (2 μm beads in 

channel 2) are about half the amplitude of the downside impedance pulses (4.5 μm in channel 1). 

Without any post-processing for calibration, one can easily determine the particles size of larger 

than 1 μm (see Fig. 3.21E) based on raw impedance signals. Real-time sizing of nanoscale 
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particles with different diameters of 750 nm (Fig. 3.21F) and 500 nm (Fig. 3.21G) is also 

achieved.  

All raw impedance signals can be post-processed for more accurate analysis. In order to 

calibrate the impedance pulse and obtain the electrical diameter (|𝑍|1/3 ), all impedance signals in 

channel 2 are scaled according to the impedance pulse generated by 4.5 µm polystyrene beads in 

channel 1 (reference channel). The electrical diameter is defined as 𝐷 = 𝐺|𝑍|1/3 , where |𝑍| 

denotes the raw impedance magnitudes, and 𝐺  is a gain factor accounting for the electronic 

circuitry. The gain factor [73], [95], [125] is determined by scaling the mean impedance of 

reference particles in channel 1, for example, meeting 𝐺 ∙ |𝑍|4.5 𝜇𝑚
1/3

= 4.5. 

Fig. 3.22 shows the electrical diameter (|𝑍|1/3 ) and phases (|∅(𝑍)|) of polystyrene beads 

flowing in parallel channels at 500 kHz. The electrical diameter increases with increasing the 

diameter of polystyrene beads in channel 1. Moreover, the detection system can successfully 

identify the electrical diameter of beads with diameters less than 1 μm (e.g., 500 and 750 nm), 

demonstrating the nanoscale sensitivity. However, the location fluctuations of nanobeads in 

microchannels lead to larger distribution of their electrical diameters and phases, than microbeads 

with larger diameters (> 1 μm). The compact distribution of the electrical diameters of 

microbeads shows that the system with a 10×10 μm channel can stably monitor particles with a 

diameter greater than 1 μm. Additionally, both parallel channels share the same structure and 

electrode layout, resulting in only a slight difference in signals when 4.5 μm beads flow in both 

channels. 
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Fig. 3.22: Distribution analysis of electrical diameter (|𝒁|𝟏/𝟑 ) vs phase (|∅(𝒁)|) for parallel 

impedance cytometry at 500 kHz, when reference beads (4.5 μm) are in channel 1, and 

target beads (500 nm – 4.5 μm) are in channel 2. 

 

3.3.1.4. Bacterial experimental results and discussion (Bacteria detection) 

E. coli cell is a gram-negative, rod-shaped bacterium, which is frequently used as a model for 

antibiotic susceptibility testing. Susceptible E. coli cells suffered from the inhibition of cell 

division and morphological alterations under the treatment with 1 µg/ml of Mecillinam (see Fig. 

3.23A). E. coli cells are susceptible to this antibiotic because beta-lactam antibiotics can inhibit 

penicillin-binding proteins (PBPs) anchored in the cytoplasmic membrane [142], [143]. For 

example, blocking of PBP-1 leads to rapid bacteria lysis [144], and blocking of PBP-2 or PBP-3 

results in the spheroid shape of E. coli [145], as well as the inability to septate after doubling of 

cell volume during cell multiplication [146]. By contrast, E. coli cells that are resistant to an 

antibiotic can remain rod-shaped and divide in the presence of the drug [147].  



73 

 

 

 

Fig. 3.23: Antibiotic susceptibility testing on E. coli cells by parallel impedance cytometry. 

(A) Morphological change in E. coli cells under the treatment of with 1 µg/ml of Mecillinam. 

The scale bar indicates 5 μm. (B) Raw signal analysis for 4.5μm beads, E. coli cells, and 

treated E. coli cells with Mecillinam. The scale bar denotes 10 μm. (C-D) Comparison of the 

electrical diameter versus phase of E. coli cells with (C) 4.5 μm beads and (D) treated E. coli 

cells: (i) colored and (ii) decolored distribution analysis. (E) Sorting results of E. coli cells 

based on the linear support vector machine. 

 

Fig. 3.23B illustrates the raw impedance signals in two cases. In the first case, E. coli cells 

were in channel 1, and 4.5 μm polystyrene beads were in channel 2. The impedance pulses 

induced by single E. coli cells in channel 1 appear on the downside of the time series. In contrast, 
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the impedance pulses of 4.5 μm beads in channel 2 are shown on upside of the same time series. 

It is easy to assess the size of single E. coli cells via raw impedance signals; some cells are half 

the size of the beads, while some are comparable to the beads. In the second case, E. coli cells 

were still in channel 1, but samples in channel 2 were changed to treated E. coli cells with 

Mecillinam. E. coli cells in channel 1 were employed as reference objects. On the upside of the 

raw impedance signal (channel 2), there were some pulses above 0.4 V, while on the downside 

(channel 1), most pulses were below 0.2 V. The high impedance pulse in channel 2 indicates that 

the volume of some E. coli cells increases. Through comparing the magnitude of the raw 

impedance signals on upside and downside of the time series, it is easy to estimate that the 

volume of some treated E. coli cells increased by at least 4 times. Besides, there was a large 

variation in the magnitude of the impedance pulses triggered by treated E. coli cells in channel 2. 

This means that not all E. coli cells are susceptible to this antibiotic, and some E. coli cells with 

low impedance (<0.2 V) might be resistant and did not response to the antibiotic. This is because 

most original E. coli cells have a magnitude of less than 0.2 V (see the downside of raw 

impedance signal, in Fig. 3.23A). 

Fig. 3.23C shows the distribution analysis of one thousand E. coli cells and 4.5 μm beads in 

terms of the electrical diameter versus phase. The size distribution of E. coli varied compared to 

the stable size of 4.5 μm beads. The electrical diameters of E. coli cells are widely distributed, 

from approximately 2 to 4. Compared to the analysis based on raw signals, this analysis provides 

more accurate information regarding the morphology distribution of E. coli cells, which cannot be 

performed in real time. 

As shown in Fig. 3.23D (i), E. coli cells treated with Mecillinam showed a rightward shift in 

electrical diameter. From the distribution analysis, I can conclude that some E. coli cells were 
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susceptible to Mecillinam, which resulted in the increase of the volume of susceptible cells. In 

raw signal (see Fig. 3.23B), the susceptible cells are found to be of high impedance pulses. 

Additionally, there was an overlap in the distribution between E. coli and treated cells, indicating 

that some cells were not morphologically changed. In Fig. 6D (i), untreated and treated cells were 

distinguished by their color, untreated cells in channel 1 were labeled in green, and treated cells 

in channel 2 were labeled in purple. If both objects are measured in the same channel, this 

overlaps area would present a difficulty in analyzing how many cells change morphology. All 

cells were labeled with the same color (see Fig. 3.23D (ii)), and it was difficult to see how many 

cells responded to the antibiotic because it was impossible to distinguish the overlapping data 

between untreated and treated cells. 

To analyze how many cells respond to the antibiotic, the phases and electrical diameters of 

objects in both channels were employed to fit a linear classifier based on the linear support vector 

machine [148]: 

 1.21 × |𝑍|1/3 − 1.91 × |𝜙(𝑍)| = 3.42 (Eq. 3.17) 

as shown in Fig. 3.23E, fitted equation 1 can divide the data from both channels into two 

areas.  The left area of Equation 1 covers most untreated E. coli cells in channel 1, and the right 

area corresponds to most treated cells in channel 2. I can estimate how many cells are susceptible 

to antibiotics based on the number of treated cells (channel 2) on the right area. For example, only 

19.5% untreated E. coli cells (channel 1) fall into the right area, but the number increases to 

83.8% when treated with Mecillinam (channel 2). Therefore, I can conclude that more than 60% 

E. coli cells in channel 2 have morphology change in this case after antibiotic treatment.  
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3.3.1.5. Summary 

Overall, I proposed the parallel impedance cytometry with a novel electrode layout, for real-

time calibration of impedance detection, enabling the determination of target particle size 

determination by raw impedance signals. By simultaneously flowing the target and the reference 

suspensions into different channels, the impedance signals of two types of objects are shown in 

the time series, but on opposite sides. The size of target particles can be determined in real time 

by comparing the magnitude of the impedance pulses on the upside and downside. The sensitivity 

of the detection system can reach nanoscale, which was verified in simulation and experiments 

with nanoscale polystyrene beads. The system was also employed for antibiotic susceptibility 

testing of E. coli cells, and the results showed the capability of the system to monitor the response 

of single cells to antibiotics in real time. Additionally, the proportion of susceptible cells can also 

be quantified through statistical analysis of impedance pulses generated in both channels.  

Together, I envision that this new impedance system could avoid the need for post processing 

and post calibration, and that the raw signal can provide as much information as possible in real-

time detection. Additionally, this work paves a new path for antibiotic susceptibility testing, 

which can show the susceptibility of bacterial single cells in raw impedance signals with 

reference to control ones. 

 

3.3.2. Machine learning-based impedance system 

3.3.2.1. Experiment purposes and preparation 

Impedance cytometry has enabled label-free and fast antibiotic susceptibility testing of 

bacterial single cells. Here, a machine learning-based impedance system is provided to score the 
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phenotypic response of bacterial single cells to antibiotic treatment, with a high throughput of 

more than one thousand cells per min. In contrast to other impedance systems, an online training 

method on reference particles is provided, as the parallel impedance cytometry can distinguish 

reference particles from target particles, and label reference and target particles as the training 

and test set, respectively, in real time. Experiments with polystyrene beads of two different sizes 

(3 and 4.5 μm) confirm the functionality and stability of the system. Additionally, antibiotic-

treated E. coli cells are measured every two hours during the six-hour drug treatment. All results 

successfully show the capability of real-time characterizing the change in dielectric properties of 

individual cells, recognizing single susceptible cells, as well as analysing the proportion of 

susceptible cells within heterogeneous populations in real time. As the intelligent impedance 

system can perform all impedance-based characterization and recognition of particles in real time, 

it can free operators from the post-processing and data interpretation. 

The proposed intelligent impedance system consists of a parallel impedance cytometry and a 

machine learning-based impedance detection system. The performance of the intelligent 

impedance system (see Fig. 3.24) was evaluated by monitoring the changes in dielectric 

properties of thousands of single E. coli cells. The machine learning system is designed to 

distinguish susceptible individual cells from resistant ones in real time. Compared with other 

impedance cytometry devices, parallel impedance cytometry measures the impedance of target 

and reference particles in separate channels, and show their signals in the same time series with 

different orientation. The novel measurement method enables the automatic labelling of training 

set (reference particles) and test set (target particles). This feature provides a means of online 

training based on the reference particles whenever necessary.  
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Fig. 3.24: Schematic of the intelligent impedance system, consisting of a parallel impedance 

cytometry and a machine learning-based detection system. The scale bar denotes 5 μm. 

 

In this work, polystyrene beads (Polysciences, USA) of two different sizes: 3 μm and 4.5 μm, 

were employed first. To verify the possibility of separately measuring reference and target 

particles, 3 μm polystyrene beads are used as the reference in one channel, and the other channel 

is utilized to measure 3 μm beads or the mixture of 3 μm and 4.5 μm beads. 

E. coli cells (XL2-Blue) were maintained at 37 ℃ and passaged every 12 to 16 hours. E. coli 

cells were treated with Mecillinam [137], [138] at a concentration of 2 μg/mL for 6 hours to 

induce the morphology change from rod-shaped to sphere-shaped [139]. E. coli cells (10 mL) is 
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fixed with 70% alcohol at 23 ℃ every 2 hours. I manually stirred the cell-alcohol mixtures and 

placed them in a triple shaker at 100 rpm for about 2 hours to prevent the formation of 

aggregates. After the fixation, cells were centrifuged at 2500 rpm for 30 minutes and washed in 

1× PBS. All fixed cells were suspended in the 1× PBS solution and stored at 4 ℃ in a refrigerator.  

In experiments, samples were transferred to a 1× PBS solution with 0.1% Tween 20 solution, 

to avoid sample aggregation. A syringe pump was used to load sample suspension into the 

parallel microchannels at a flow rate of 0.8 μL/min. The images of beads and bacteria cells in the 

microchannels were taken using a high-speed camera (Photron. FASTCAM-APX RS 250K, Tech 

Imaging Ser-vices Inc., USA) at a frame rate of 20000 fps. 

 

3.3.2.2. Detection mechanism 

Fig. 3.24 illustrates the overall detection and signal-processing workflow of the intelligent 

impedance system, which consists of two main parts: (1) parallel impedance cytometry, and (2) 

machine learning-based detection system.  

As for the parallel impedance cytometry, when particles suspended in an electrolyte flow pass 

through the detection electrodes one by one, the resultant perturbation on the propagation of AC 

current in two channels is converted by a lock-in amplifier [44], [85], [124], [125] into impedance 

pulses. The system allows rapid measurement of micron-sized particles in two parallel channels 

(with a cross section of 10 μm × 10 μm). The detection electrodes are 30 μm wide with spacing of 

15 μm.   



80 

 

 

Fig. 3.25: Detection of polystyrene beads and E. coli cells using parallel impedance 

cytometry. (A) Top view of conventional impedance cytometry, (B) Schematic of parallel 

impedance cytometry, and (C-D) its detection results for (C) 3 μm beads and (D) E. coli cells 

of being antibiotic-treated and untreated for 2 hours. The scale bar is 30 μm. 

 

In a conventional impedance cytometry device (see Fig. 3.25A), an AC voltage is applied to 

the center electrodes, while the two side electrodes serve as virtual grounds through 

transimpedance amplifiers (i-v converters), and current (i1 and i2) on the two side electrodes is 

converted into voltage (V1 and V2). The difference (V1-V2) between voltages V1 and V2 is 

converted to impedance signals through a lock-in amplifier. In Fig. 3.25A, the impedance signal 

of the particle at four specific times is shown, which reaches the downside and upside peaks, 

respectively, when the particle passing through the first span and the second span. The orientation 

of the impedance pulses is determined by the differential detection circuit. In contrast, parallel 

impedance cytometry employs the same differential detection circuit, but two detection electrodes 

are placed in two separate channels (Fig. 3.25B). The detection of particles in two microchannels 
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was driven by an AC voltage via the left-side electrode. As a result, when a particle passes 

through the detection area of different microchannels, the induced impedance pulse has different 

orientations. In detail, the impedance pulses of reference and target particles are shown on the 

upside and down of the same time series, respectively. 

The performance of parallel impedance cytometry for detecting polystyrene beads and E. coli 

cells with two different frequencies (500 kHz and 3 MHz) is briefly shown in Fig. 3.25C-Fig. 

3.25D. When two polystyrene beads (3 μm) flowed through two microchannels separately (see 

Fig. 3.25C), there were two pulses appeared in the same impedance signal. Although these two 

impedance pulses have opposite orientation, there was no significant difference in their 

magnitude two detection frequencies. By comparing the upside impedance pulse with downside 

one, it is possible to benchmark the impedance of target single particles against the impedance of 

the reference particles in the other channel. In Fig. 3.25D, the impedance detection for E. coli 

cells treated by antibiotics for 2 hours (test group) and untreated E. coli cells (reference group) is 

shown. Untreated E. coli cells were measured as the reference in one channel, and antibiotic 

treated E. coli cells were detected in the other channel. After 2 h antibiotic treatment, some E. coli 

cells were susceptible to the antibiotic with morphology change (see Fig. 3.24), while some 

remained rod-shaped. The morphology change of E. coli cells by antibiotic treatment can be 

observed under a high-speed camera in parallel impedance cytometry, while untreated cells were 

too small to be clearly observed. The results showed that E. coli cells without treatment resulted 

in small impedance pulses, while susceptible E. coli cells induced an impedance pulse with a 

much larger magnitude in the opposite orientation (see Fig. 3.25D). The morphology change after 

antibiotic treatment can be assessed through the difference in magnitudes of impedance signals. 
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On the same side of the impedance signal of antibiotic-treated E. coli, there were also some tiny 

peaks, indicating that some E. coli cells did not respond to the antibiotic after two-hour treatment. 

 

3.3.2.3. Real-time impedance statistic  

When the data stream is generated from the parallel impedance cytometry, the intelligent 

impedance system can perform real-time signal processing to characterize the dielectric 

properties of single particles, including the phase and magnitude of the impedance pulses. The 

software is hybrid programmed using MATLAB (MathWorks, USA) and LabView (NI, USA)). 

The signal processing method is explained in the Experimental section (Subsection: Impedance 

signal analysis), and all dielectric properties are extracted by the software and shown on the user 

interface. The dielectric properties of individual particles at 500 kHz are labelled based on their 

detection channel, as shown in Fig. 3.26. The dielectric properties of individual particles at 3 

MHz are presented in Fig. 3.27. In this case, the particles in the reference channel are marked as 

black, and those in the target channel are marked as red. The intelligent impedance system could 

separate target particles from reference particles automatically during signal processing, through 

manually setting the orientation of impedance pulses of both reference and target particles on the 

user interface (see Fig. 3.28). 
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Fig. 3.26: Real-time characterization of the dielectric properties of polystyrene beads and E. 

coli cells using the intelligent impedance system, when the detection frequency is 500 kHz. 

(A-B) Impedance detection results for polystyrene beads (3 μm and 4.5 μm), in which 3 μm 

beads were employed as the reference in one channel, and (A) 3 μm beads or (B) the 

mixture of 3 μm and 4.5 μm beads were measured in another channel, respectively. (C) 

Image of E. coli cells after 6 h antibiotic treatment. The scale bar is 5 μm. (D-G) Impedance 

detection results for E. coli cells. One channel measured untreated E. coli cells as a 

reference, and another channel measured treated E. coli cells with different treatment 

durations, including (D) 0 h, (E) 2 h, (F) 4 h, and (G) 6 h. 

 

 

Fig. 3.27: Real-time dielectric property characterization using the intelligent impedance 

system at 3 MHz detection frequency. (A-B) Impedance detection for polystyrene beads (3 

μm and 4.5 μm), in which 3 μm beads were employed as the reference in one channel, and 

(A) 3 μm beads or (B) the mixture of 3 μm and 4.5 μm beads were measured in another 

channel, respectively. (C-F) Antibiotic susceptibility testing of E. coli cells. One channel 

measured untreated E. coli cells as a reference, and another channel measured treated E. 

coli cells with different treatment durations, including (C) 0 h, (D) 2 h, (E) 4 h, and (F) 6 h. 
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Fig. 3.28: User interface for real-time statistical analysis with the scattering distribution of 

dielectric properties. Users can determine which impedance pulses belong to target samples 

via the control panel. For example, the 500kHz in-phase impedance signal is employed to 

distinguish the reference and target particles (Channel: 1). The downside impedance pulses 

are induced by reference particles (ref: -1), and the upside impedance pulses corresponds to 

the target targets (test: 1). The threshold for the impedance detection is 0.035V (Threshold 

(reference): 0.035, and Threshold (test): 0.035). When the impedance pulses are above the 

threshold, the magnitude and phase of impedance pulses are extracted and shown in 

scattering plot. 

 

As shown in Fig. 3.26A-Fig. 3.26B, polystyrene beads were employed to show the capability 

of the intelligence impedance system for the real-time detection and analysis (also see Fig. 3.28). 

When 3 μm beads were measured in both channels, the target data cluster (red) was covered by 

reference data cluster (black) (see Fig. 3.26A). Thus, the dielectric properties of the same 

particles are not impacted by the separate measurement in two channels. When injecting the 

mixture of 3 μm and 4.5 μm beads into the target channel, another data cluster appeared outside 

the reference data cluster. This is because the impedance magnitude increases with the diameter 

of the polystyrene beads [149]. In the scatter plot (see Fig. 3.26B), the data cluster for 3 μm beads 

in target channel is still mixed up with the reference data cluster. The dielectric properties of 4.5 

μm beads are different from those of 3 μm beads, resulting in a bunch of outliers uncovered by 
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the reference data cluster. When there are target particles with different dielectric properties from 

reference particles, the data of target particles are shown as outliers lying outside the reference 

cluster in the scatter plot of the intelligent impedance system. 

E. coli cell is a gram-negative and rod-shaped bacterium, which is used as a model for 

antibiotic susceptibility testing in this work. Under 6 h treatment with 2 µg/ml of Mecillinam, 

susceptible E. coli cells suffered from cell division inhibition and morphological changes. For E. 

coli cells, the beta-lactam antibiotics (e.g., Mecillinam) can inhibit penicillin-binding proteins 

(PBPs) anchored in the cytoplasmic membrane [142], [143]. Specifically, the blocking of PBP-1 

leads to rapid bacteria lysis [144], and the blocking of PBP-2 or PBP-3 results in the changes in 

morphological shape of E. coli [145], as well as the inability to septate after doubling of cell 

volume during cell multiplication [146]. As a result, resistant E. coli cells remain rod-shaped, 

while susceptible E. coli cells are spherical and increase in size (see Fig. 3.26C).  

During 6 hours of treatment, the dielectric properties of drug-treated E. coli cells were 

measured as target particles every 2 hours, while untreated E. coli cells were measured in another 

channel as the reference (Fig. 3.26D-Fig. 3.26G). When there was no antibiotic treatment, the 

target data cluster was almost covered by the reference data cluster (see Fig. 3.26D). After 2 h 

treatment, some E. coli cells increased in size, as their impedance magnitudes increased (Fig. 

3.26E). After 4 h treatment, there was an increase in the proportion of the target cluster that 

cannot be covered by the reference data cluster. At last, 6-hour treatment resulted in a clear 

change in the distribution of target data, and a large number of target cells were located outside 

the reference cluster (see Fig. 3.26G). It is obvious that the proportion of susceptible cells 

increased with the increase in antibiotic treatment duration, and some E. coli cells continued to 

grow in size. Additionally, E. coli cells were not all susceptible to antibiotics. I am able to 
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distinguish susceptible cells from resistant ones, if their dielectric properties lie outside of the 

reference cluster. 

 

3.3.2.4. Machine-learning-based workflow 

In order to enable real-time recognition of the status of E. coli cells, a machine learning model 

is integrated into the intelligent impedance system. Here, the one-class support vector machine 

(SVM) was used as the classifier, which was trained on the dataset measured from the reference 

channel. During training processing, one-class SVM maps the reference dataset into a high 

dimensional feature space via the gaussian kernel function, and then determines the margin of the 

feature space. After training, one-class SVM [150]–[152] has the capability of recognizing 

outliers that lie outside the margin of the feature space. In other words, the trained one-class SVM 

is able to recognize unknown particles that are different from reference particles.  

 

 

Fig. 3.29: User interface for the online training and prediction of the machine learning 

algorithm. The one-class SVM model was employed in this work. Users can train the model 

with reference targets by clicking the “Train” button at any time. The trained model can be 

loaded into the program by clicking the “Load” button. Clicking the “Predict” button 

means starting the real-time recognition of individual particles. The trained SVM model 
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can score individual samples. If the score is less than zero, the particle belongs to outliers 

which has much different from the reference particles. Otherwise, particles belong to inliers 

which has similar dielectric properties with reference particles. 

 

The one-class SVM is established via MATLAB script, and the user interface is shown in Fig. 

3.29. Once clicking the training bottom, LabView software transfers the reference dataset to the 

MABLAB node, and trains the one-class SVM algorithm. After that, the trained one-class SVM 

can be loaded to find out outliers from target particles. The workflow of the intelligent 

recognition is shown in Fig. 3.30A, and the system scores individual particles based on their 

dielectric properties at two frequencies. As the one-class SVM is trained on the dielectric 

properties of untreated E. coli cells, it has the ability to recognize susceptible cells and score them 

less than zero. The processing time for individual particle recognition based on their dielectric 

properties is 0.791 ± 0.078 ms, and the online training time takes up 25.3 ± 5.6 ms (using a PC 

with an Intel Core i5-9300H, @ 2.40 GHz CPU and 32 GB RAM) 

Fig. 3.30B-Fig. 3.30C illustrate real-time recognition of polystyrene beads. In this case, 3 μm 

polystyrene beads were measured in one channel as the reference, and the obtained reference 

dataset was used for online training of the one-class SVM. When the same 3 μm polystyrene 

beads were measured in another channel (see Fig. 3.30B), most scores were greater than zeros, 

indicating that most particles have similar dielectric properties to reference particles. In contrast, 

when measuring the mixture of 3 and4.5 μm polystyrene beads, the scores of numerous particles 

were less than zeros, which means that outliers were detected in the target channel.  

Fig. 3.30D-Fig. 3.30E show the real-time recognition of resistant and susceptible E. coli cells 

after 0 h and 6 h antibiotic treatment. Untreated E. coli cells were employed as the reference for 

the cells with antibiotic treatment. The one-class SVM was trained with the dielectric properties 
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of untreated E. coli cells that were rod-shaped. When E. coli cells with 0 h treatment were 

detected in the microchannel, most cells were similar in morphology to the reference and resulted 

in a positive score (see Fig. 3.30D). In comparison, some E. coli cells exhibited morphology 

changes after 6 h treatment, which were marked out by the system with a negative score (see Fig. 

3.30E).  

 

Fig. 3.30: Real-time single particle recognition using the intelligent impedance system. (A) 

Workflow of the real-time intelligent recognition of single particles. (B-C) Real-time 

intelligent recognition of polystyrene beads. When 3 µm polystyrene beads were measured 

as the reference in one channel, another channel was used to measure (B) 3 µm polystyrene 

beads and (C) the mixture of 3 µm and 4.5 µm, respectively. (C-D) Real-time intelligent 

recognition E. coli cells. When untreated E. coli cells were measured as the reference in one 

channel, another channel was employed for measuring E. coli cells with 0 h and 6 h 

antibiotic treatment. All scores were normalized to facilitate inter-comparisons between 

beads and E. coli cells. 
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3.3.2.5. Susceptible proportion estimation 

The proportion of susceptible cells can be estimated through counting the number of E. coli 

cells that induce negative scores after the antibiotic treatment. In the intelligent impedance 

system, I integrated this function to statistically analyze the proportion of susceptible E. coli cells 

in all the cells measured. The user interface for estimating this proportion is shown in Fig. 3.31. 

 

 

Fig. 3.31: User interface for analyzing the proportion of outliers. Users can analyze the 

distribution of recognized outliers and also their proportion in the total target particles, by 

clicking the “Analysis” button. 

 

Fig. 3.32A-Fig. 3.32B illustrate the estimation of the proportion of outliers in total target 

particles. The outliers that are recognized by the system are marked as green. When detecting 

polystyrene beads, 3 μm polystyrene beads were employed as the reference, and their dielectric 

properties were used to train the one-class SVM in experiments. If there were only 3 μm 

polystyrene beads in the other channel, only 2 % of all the detected beads were mistakenly 

recognized as outliers (see Fig. 3.32A). By contrast, the proportion of outliers increased to 74% 



90 

 

after mixing 3 μm and 4.5 μm beads. Most data lying outside the reference data cluster can be 

recognized as outliers (see Fig. 3.32B).  

 

 

Fig. 3.32: Online estimation of the proportion of outliers in all measured target particles. 

The dielectric properties of single particles measured when the frequency is 500 kHz are 

shown. Reference particles are marked as black; inliers and outliers identified by the 

system are marked as red and green, respectively. (A-B) Online estimation results for 

polystyrene beads. 3 μm beads are measured in one channel as the reference, another 

channel is used to measure (A) 3 μm beads or (B) the mixture of 3 μm and 4.5 μm beads. (C-

D) Online estimation results for E. coli cells.  Untreated E. coli cells are measured in one 

channel as the reference, while the other channel is employed to measure E. coli cells 

treated by antibiotic for different durations: (C) 0 h, (D) 2 h, (E) 4 h and (F) 6 h.  

 

Fig. 3.32C shows that 9.2% of 0-hour treated E. coli cells were mistakenly recognized as 

outliers, when benchmarking against untreated E. coli cells measured in the other channel as the 

reference. This proportion (9.2%) was greater than that of polystyrene beads (2%). This is 

because the morphology of E. coli cells is more heterogeneous than that of polystyrene beads. In 

treated cells, E. coli cells with morphology that differ greatly from the most cells may be 
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recognized as outliers. After two-hour treatment, the proportion of outliers increased from 9.2% 

to 15.8%, and there was a clear cluster of outliers appeared in the scatter plot (see Fig. 3.32D). 

After four-hour treatment, 21.9% of target cells were found to have morphology change and 

recognized as outliers (see Fig. 3.32E). A longer treatment leads to an increase in the proportion 

of susceptible cells. After six-hour treatment, 30.7% of treated E. coli cells were found to have 

different dielectric properties from untreated cells (see Fig. 3.32F).  

 

3.3.2.6. Discussion 

In this section, I proposed an intelligent impedance system based on the parallel impedance 

cytometry, which enables the separate measurement of reference and target particles in different 

channels at the same time. This design allows the acquisition of impedance signals of reference 

and target particles as upside and downside pulses in the same time series, respectively. Through 

measuring polystyrene beads and E. coli cells, my system has demonstrated its capability of 

distinguishing the impedance pulses of reference and target particles by their orientation in real 

time, as well as characterizing the dielectric properties of single particle. All extracted data about 

the dielectric properties of reference and target particles are statistically shown on the user 

interface of system in real time. This feature enables operators to directly estimate the difference 

between the reference and target particles without post-processing.  

Additionally, I integrated one-class SVM into the system for real-time recognition of single 

particles. The one-class SVM is trained by the dielectric properties of reference particles. If there 

are any particles with different dielectric properties from the reference particles, they would be 

recognized as outliers with negative scores. This function has been successfully verified to 

distinguish 4.5 μm beads from 3 μm beads, and to distinguish susceptible E. coli cells from 
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resistant ones. In the future, the real-time recognition function can be integrated with sorting 

systems for more diverse applications [153], [154], for example, isolation of susceptible E. coli 

cells from heterogeneous populations for downstream analysis. Besides, I focused on the 

development of the intelligent impedance system in this work, and the one-class SVM was used 

due to its high-efficient training (25.3 ±5.6 ms) and prediction (0.791 ± 0.078 ms) process. The 

performance of the system could be further improved by employing more suitable machine 

learning algorithms. 

To statistically analyze how many E. coli cells are sensitive to the antibiotics, I provided a 

user interface to show the proportion and distribution of susceptible cells in all measured E. coli 

cells. The experimental results successfully tracked the changes in the dielectric properties of 

susceptible E. coli cells. Compared to untreated E. coli cells, susceptible E. coli cells turns to be 

sphere-shaped with increased volume under the antibiotic treatment. As a result, most detected 

outliers have greater impedance magnitudes, indicating that they have larger volumes than 

reference cells. In addition to impedance magnitudes and phases, it has been [95] reported that the 

impedance opacity is sensitive to the changes in drug-treated bacterial cells. Therefore, I think 

that the recognition accuracy of the system could be improved by using more sensitive dielectric 

properties, such as tilt index [44], [124], pulse duration [45], [155], and impedance opacity [100], 

[156]. 

Overall, the intelligent impedance system demonstrated rapid antibiotic susceptibility testing 

of bacterial single cells. This system can perform digital signal processing and dielectric 

characterization automatically, which circumvents the need for post-processing and provide 

immediate data interpretation for operators. The integrated intelligent system enables the high-

throughput recognition of the status of single cells in real time. The simplicity and automaticity of 
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the system suggests that it is user-friendly for operators without any impedance background. I 

foresee that this method can pave the way toward next generation of intelligent impedance 

systems of rapid assays in biological clinical and environmental applications. 
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4. FPGA-based cell sorting control system 

4.1. Femtosecond laser-based sorting techniques 

4.1.1. Laser-induced cavitation 

When a femtosecond laser pulse with enough energy is focused into liquid, a laser-induced 

plasma will generate and expand to form a cavitation bubble, as shown in Fig. 4.1. If the 

cavitation bubble propagates near an interface boundary, an asymmetrical collapse will occur, 

which generally leads to a directional single microjet. 

 

Fig. 4.1: Femtosecond laser-induced cavitation bubble and shock waves 

 

Laser-induced cavitation is an optodynamic process where the optical energy of a high-

intensity laser pulse is converted into the mechanical energy of dynamic phenomena, i.e., the 

expansion of a plasma, the propagation of a shock wave and the growth of a cavitation bubble. 

For such a process a laser pulse in the nanosecond range, focused into distilled water, is usually 

used to achieve highly localized ionization of liquid media, leading to plasma formation [157]–

[159]. Rapid energy deposition during the optical breakdown causes rapid temperature and 

pressure increases within the plasma, thereby initiating its explosive expansion [160]. As a result 
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of the optical breakdown is followed by the expansion of the shock wave and the growth of the 

cavitation bubble. When a cavitation bubble expands to its maximum volume, it is nearly empty.  

As a consequence, it starts to collapse due to the pressure of the surrounding liquid. However, 

after this collapse due to the pressure of the surrounding liquid. However, after this collapse, the 

bubble rebounds and the process repeat itself in the form of bubble oscillation. It is known that 

such a collapse in an infinite liquid is spherical and can be roughly described by the Rayleigh-

Plesset model [161], [162].  

 

4.1.2. Laser-induced microjet 

A cavitation bubble developed near a boundary result in an asymmetric collapse [163]. Under 

suitable conditions, the deformation and collapse of the cavitation bubble near an interface result 

in the generation of liquid jet; the direction of this liquid jet during the collapse phase is 

determined by the physical properties of the boundary [164]. If the interface is rigid boundary, the 

jet is directed toward the wall, an oscillating bubble migrates toward the surface and the 

oscillation time are prolonged [165]–[167]. By contrast, in the case of a bubble collapse near a 

free surface, the jet is directed away from the free surface, the bubble migrates aways from the 

boundary during the collapse phases, the oscillation times are shortened [165], [167], [168].  

In practical cell sorting processes, it is necessary to direct the microjet to target samples for 

the trajectory manipulation. It has to be mentioned that in the situation of immersed liquid the 

asymmetric collapse of cavitation bubbles near the solid sample boundary will lead to a microjet 

perpendicular to the sample. As shown in Fig. 4.2, my past work has shown the enhancing effect 

of the pocket structures on the fs laser-induced impulsive force [71]. Through the pocket 
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structure, the impulsive force generated by single fs pulse enhanced and directed to the nearby 

particles.  

 

 

Fig. 4.2: Schematic of directed microjet to single particle by the micro-pocket [71] 

 

4.2. Advantages of femto-second laser-based cell sorting 

Sorting particles and cells from heterogeneous suspensions is an essential step in the 

processing and purification of complex mixtures for subsequent analysis and diagnosis [25]–[27]. 

Especially in many therapeutic and diagnostic practices, sorting process is widely used as the first 

step for drug screening[28], stem cell investigations[29], tissue and organ regeneration[30], and 

cancer diagnostics and therapy[31]–[33]. In order to isolate key cells one by one, precise sorting 

methods employ an external force (acoustic, electric, optical, or jet force) to manipulate the 

streamline of cells with certain biomarkers. 

To date, there are numerous precise sorting methods and applications [27], many of which are 

based on acoustophoresis [66], [169], dielectrophoresis [170], [171], micro-electro-mechanical 

system (MEMS) [34], [172] and optical methods [173], [174]. For example, the traveling surface 
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acoustic waves (TSAW) [55] has shown to realize volume-based cell sorting. However, standard 

acoustic microfluidic devices suffered from high voltage requirement (e.g., > 200 Vpp) and 

excess heat [52], [56]. Due to poor energy conversion, a large portion of the electrical energy 

used in acoustofluidic sorters is lost as heat, which weakens the biocompatibility of 

acoustofluidic sorters. Alternative is to use dielectrophoresis (DEP) methods and to realize cell 

sorting based on their intrinsic dielectric properties. A non-uniform electric field is employed to 

displace flowing objects into different balance positions [175]. The side effects [176] of DEP on 

biophysical properties and viability of cells limit its direct application to cell sorting, and the 

DEP-based sorting are typically performed with the droplet techniques [177], [178]. Additionally, 

magnetophoresis (MAP) has shown to realize a high-throughput cell sorting (83 kHz [68]), but 

labeling cells with magnetic beads or removing labels are laborious and difficult. 

The femtosecond (fs) laser-assisted method [51] offers several advantages over other cell 

manipulation techniques, like the highest throughput, up to 100 kilohertz (kHz), which is far 

exceeding others, such as dielectrophoresis (DEP) (90 Hz [65]), traveling surface acoustic waves 

(TSAW) (4 kHz [66]), piezoelectric transducer (PZT) (23 kHz [67]). Besides, fs-laser-assisted 

binary sorting has reached a 100% success rate at a high throughput (100 kHz) for polystyrene 

beads, and a 63% success rate at an 83.3 kHz throughput for cells in previous work [51]. In this 

work, a jet flow is generated by the fs pulse irradiation and acts as an impulsive force on objects, 

i.e., the fs pulse irradiation generates shock and stress pressure waves, resulting in the jet flow. 

Recent research has demonstrated that the sorting process does not affect cell viability since no 

heat is generated during sorting process [69]. No physical heating makes it more biocompatible 

than other methods that use acoustofluidic [52], [56] or thermal-based [70] microdevice sorting 

techniques. Additionally, the strength of the impulsive force is determined by the pulse number, 
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pulse energy, and pulse intervals of the fs-laser system [69], allowing for customized streamlining 

manipulation in a high-throughput system. 

 

 

Fig. 4.3: Schematic of the fs-laser-assisted multi-selective system. Micro-objects are 

subjected to the impulsive force generated by the fs laser and separated into distinct outlet 

ports. The impulsive force is determined by the number of fs pulses. (A) Fluorescence 

detection and cell sorting experimental setup. (B) Operating concept of the fs-laser-assisted 

multi-selective system. (C) Schematic of the number control of the fs pulses based on 

different fluorescent intensities. 

 

A fs-laser-assisted triple-selective system is presented in this work with the capacity to 

efficiently manipulate the streamline of individual cells/beads with varying fluorescence 

intensities into three different exit ports (see Fig. 4.3). A pocket structure was put on the channel 

wall next the fluorescence detection region, in order to ensure that all impulsive forces travel 

unidirectionally and focus at the sorting region [71]. In addition, the strength and duration of the 

impulsive force were evaluated as a function of the number of fs pulses by analyzing the 

streamline profile of the polystyrene beads. The experiments were performed on beads and cells 

of different sizes and fluorescence intensities, respectively. The results confirm the feasibility of 
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using a fs laser for high-throughput triple-selective sorting, a first step toward constructing a 

high-throughput multi-selective system  

 

4.3. FPGA-based control system and cell sorting 

A fs-laser-assisted multi-selective system is presented in this section with the capacity to 

efficiently manipulate the streamline of individual cells/beads with varying fluorescence 

intensities into three different exit ports. A pocket structure (see Fig. 4.3) was put on the channel 

wall next the fluorescence detection region, in order to ensure that all impulsive forces travel 

unidirectionally and focus at the sorting region [71].  

To realize such a multi-selective cell sorting system, The intensity discriminator is 

constructed on a FPGA board (Zynq UltraScale+ MPSoc XCZU9EG, Xilinx, USA) and is 

controlled by lab-developed scripts. Through switching between six states, the intensity 

discriminator (see Fig. 4.4A) determines the number of fs pulses based on the fluorescence 

intensity. Each state has a distinct action that can only be executed while the system is in that 

state. Depending on the trigger conditions, each state can continuously perform its own action or 

transition to the next state. The initial state is “S1: Detection”, which indicates that the detection 

system has been initialized and waits for a fluorescent object to be detected by the detection laser. 

When the fluorescent intensity exceeds the threshold 1 (2.5 V), the state S2 is initialized, 

generating a laser trigger with a width of 2 μs. If the maximum fluorescence intensity in state S3 

exceeds threshold 2 (4 V), the second pulse is also generated in state S3. All induced laser 

triggers are arranged in the state S4. At the end of the rising edge of the fluorescence signal (see 

Fig. 4.4B), and the discrimination system sends the trigger signal to fs-laser system in state S5. 

Notably, the time delay of the first trigger was set to 10 μs in the single fs pulse case, and to 2 μs 
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in the dual-pulse case, while the pulse interval was set to 6 μs. Following laser irradiation, the 

system switches to "S6: Stop Activity" to clear all activities and await the arrival of next 

fluorescence object.  

 

 

Fig. 4.4: Demonstrations of the cell sorting by the pulse control (A) Schematic of the 

intensity discrimination; (B) Oscilloscope illustration of the fluorescence signal and laser 

trigger signal in the case of (i) single pulse and (ii) dual pulses; (C) Experimental results on 

PC12 cells in the case of (i) single pulse and (ii) dual pulses, the scale bar represents 40 μm 

 

Two thresholds of 2.5 V and 4 V were determined in this section (see Fig. 4.4), and the 

sorting steps of the multi-selective system were demonstrated using PC 12 cells an example. To 

begin, the fluorescence detector transferred the fluorescence intensity of PC 12 cells into voltage 
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signals, through a PMT. When the fluorescence voltage of the target cell was greater than 2.5 V 

(see Fig. 4.4B), a single fs pulse was activated, and the PC 12 was pushed into the channel 2 (see 

Fig. 4.4C). By contrast, when the fluorescence voltage exceeded 4 V (see Fig. 4.4B), the PC 2 

cell was deflected to the channel 3 by double fs pulses (see Fig. 4.4C). Additionally, the 

microfluidic chip also owns a waste channel (channel 1) for the collection of cells/beads with 

little or no fluorescence. 

 

4.4. Summary 

At current stages, the FPGA-based cell sorting system is employed in the fluorescence-

triggered cell system. It has the capacity of determining the fs laser pulses through the 

fluorescence strength of target samples. Consequently, samples with varying fluorescence 

strength would be leaded to different outputs under the fs laser-induced acoustic force.  

Notably, the FPGA-based cell sorting system (Chapter 4) is still under the development. This 

chapter only introduced the design and development of the control system for the fs laser. The 

future work is to integrate the impedance cytometry (Chapter 3) with the cell sorting system 

(Chapter 4), so that the cell sorting process can be triggered by the impedance signals, stead of 

the fluorescence signals. Therefore, the final purpose is to construct a FPGA-based single cell 

detection and sorting system, which can recognize and isolate the target cell based on their 

dielectric properties. 
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⚫ The position and role of this Chapter 4 is unclear to me. After reading thesis, I understand that fs-

laser system is something like a competitor to impedance-based system. But after presentation, my 

understanding changes to that impedance-based and fs-laser systems co-work. Please clearly 

explain the relationship of impedance and fs-laser systems.  

Repones: 

Thanks for your comments. The revised thesis provides more information about the 

relationship between the chapter 3 and chapter 4 at the end of the subsection 4.4: Summary. 

The aim of the chapter 3 is to detect single cells, so that to distinguish these specific ones 

from others with our developed detection system. After that, chapter 4 shows a method to 

isolate these special cells from others via our developed sorting system. However, to date, the 

work did not come to an end, and the future work is to integrate the cell detection system 

(chapter 3) with the sorting system (chapter 4), so that to employ the impedance signals to 

control the cell sorting.  

 

⚫ Relating to above comment, if impedance and fs-laser is in competition, what is a conclusion of 

chapter 3 and 4? Do you want to conclude that impedance-based one is better than fs-laser based 

one? If so, please comment it clearly, and table for comparison will be informative.  

Response: 

Thanks for your comments. The Chapter 3 and chapter 4 are not in competition. Currently, 

I did not merge both systems together successfully, and therefore, I introduced they separately 

in different chapters.  
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5. General conclusion  

This dissertation focused on the development of single cell detection and sorting system. I 

successfully developed a Field Programmable Gate Arrays (FPGA)-based impedance detection 

system. the FPGA-based impedance cytometry helps us to analyze the shape of single cells in a 

high throughput manner (>1000 cells/s). Besides, I extended the application of impedance 

detection into the intracellular analysis, so that to monitor the intracellular components 

distribution, and also to track the changes in single cell weight.  

Unlike real-time visual measurements, impedance detection does not indicate the electrical 

diameter or opacity of single objects immediately, but needs post-calibration. My work presents a 

redesigned differential impedance cytometry system enabling real-time calibration of the 

impedance signal, called parallel impedance cytometry. Parallel dual microchannels allow 

simultaneous detection of both reference objects and suspension targets in independent channels. 

A unique electrode layout allows display of impedance pulses independent of channel in a single 

time series, which is confirmed in simulations and experiments. The impedance waveform can be 

directly used to assess the electrical properties of single objects without the need for long-term 

statistical analysis afterwards. Experiments on polystyrene beads confirm the nano-sensitivity of 

the system. In addition, antimicrobial susceptibility testing on E. coli indicates that my system 

can track the volume change and proportion of sensitive bacteria. The findings indicate that the 

novel impedance cytometry provides a new pathway for accurate morphology tracking and real-

time volume analysis for submicron to micron-scale objects. 

For further simplification of the post-process of the data, my dissertation provided an 

intelligent impedance system based on the parallel impedance cytometry. The parallel impedance 

cytometry enables the separate measurement of reference and target particles in different 
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channels at the same time. Impedance signals of reference and target particles are indicated in the 

same time series as upside and downside pulses. The intelligent impedance system is able to do 

on-line training with the dielectric properties of reference particles at any time during 

experiments. Besides, the trained intelligent system enables the real-time recognition of outliers 

in the target particles which benchmark against the reference particles. Due to the system's 

simplicity and automaticity, it is easy to use for operators who have no background in impedance. 

I foresee that this method can pave the way toward next generation of intelligent impedance 

systems of rapid assays in biological clinical and environmental applications. 

Additionally, for the femtosecond laser-based research, I developed a control system based on 

a FPGA board (ALINX, AXU9EG), aimed at the control of the femtosecond laser pulses. 

Through the developed system, I can determine the number of femtosecond laser pulses based on 

the amplitude of trigger system. This system can be integrated with several types of detection 

system for the single cell manipulation in the microchannel, like the forementioned impedance 

detection system or the fluorescence detection system. With the capability of controlling the 

femtosecond laser pulses, the force acting on the single cells is also controllable for us, which 

enabled us to direct different cells to different outputs based on their certain properties.  

In my initial plan, I proposed to use femtosecond laser to induce acoustic forces for single cell 

characterization. For this plan, I have realized the label-free impedance detection system and also 

developed a system for controlling the femtosecond laser pulses. In future, I hope to integrate 

both together, and then I can trigger the femtosecond laser pulses to induce the acoustic waves 

when individual cells pass through the detection area. Therefore, by far, I think that I have 

completed most of the initial plan.  
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