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Abstract 

The work described in this thesis focuses on the development of CMOS image sensors for 

two bioimaging applications; in vivo imaging of the mouse brain and electrical stimulation of 

retinal cells. After an introduction to the background on imaging devices in Chapter 1, I present 

the approach of using CMOS technology to achieve my research objective. In Chapter 2, the 

fundamental questions related to this approach in comparison with other available technologies 

are discussed. Here, the advantages of using CMOS technology are presented. Next, the CMOS 

device characteristic, especially the photosensor is described in detail. Implementation of the 

CMOS photosensor for image sensing with relevance to on-chip imaging configuration is 

presented. In Chapter 3, the initial work leading to the demonstration of on-chip fluorescence 

image is described. The use of pulse width modulation photosensing was explored for 

fluorescence measurements. A novel packaging method was developed to enable on-chip 

fluorescence imaging. Following the work in Chapter 3, a fully packaged CMOS image sensor 

was used to demonstrate in vitro and in vivo imaging of the mouse brain. This work is described 

in Chapter 4. The obtained results represent for the first time a report on imaging of the intact 

mouse brain using a CMOS image sensor. Here, fluorescence imaging deep inside the mouse 

brain was demonstrated and quantitative measurement of the fluorescence signal for functional 

study of the brain was obtained. Chapter 5 explores the use of the CMOS sensor to generate 

sufficient stimulus current for use as a retinal prosthesis device. In this work, I also investigated 

the change in performance of the CMOS device due to bending to the curvature of the eye. 

Fundamental issues related to charge mobility of semiconductor devices is investigated. Finally 

Chapter 6 concludes this thesis and gives a brief outlook for future work.
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1 Chapter 1Equation Chapter (Next) Section 1 

Introduction 

1.1 Background 

Imaging devices are being used in many areas, from medical research to space exploration 

as shown in Fig. 1.1. In the medical and scientific research, imaging devices are essential to 

advance the field in search of better diagnostic and monitoring tools or devices to help humanity. 

For example the research work in retinal prosthesis devices holds promise for those who lost 

their sights and enable the blind to regain some form of visual recovery [1]. On the other end of 

the spectrum, imaging devices for interplanetary exploration are giving us a glimpse of another 

world [2]. In between these fields, there are numerous examples where imaging devices are 

increasingly being utilized for scientific and industrial applications [3-5]. 

Traditionally, most imaging devices have been based on charge-coupled device (CCD) 

technology. This is a mature technology where, major technological difficulties have been 

solved and manufacturing issues remains the main concern for producing a product to meet the 

demanded specifications. However, as recent as a decade ago, there has been rapid development 

in complementary metal oxide semiconductor (CMOS) image sensors. Although, both 

technologies were developed between the early and late 1970s, initial CMOS image sensors 

suffered from unacceptable performance and were generally overlooked until the early 1990s. 

By that time, advances in CMOS design were yielding chips with smaller pixel sizes, reduced 

noise, more capable image processing algorithms, and larger imaging arrays[6-8]. 

The renewed interest in CMOS image sensors has caused this option to become more 

mainstream and hence more readily available and accessible to the masses. Since then, a lot 
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Fig. 1.1  Example of applications of imaging device. 

more work has gone into improving its performance to meet or even achieve better than the 

specified requirements. What we are witnessing now are the development of ultra high speed 

imaging devices, extremely wide dynamic image sensors, and multi functional system on-chip 

cameras based on CMOS technology [9-13]. With the availability of these high performance 

CMOS imaging devices, we are led to the question of looking for niche applications that will 

make the most out of what these imaging devices has to offer. 

While there are many applications that need high performance CMOS cameras, we believe 

the scientific and medical communities stand to benefit the most from these devices. Therefore, 

we have focused our work with respect to these fields. Two very important applications that 

have been identified are, in vitro and in vivo imaging, and retinal prosthesis. These applications 

will be used to showcase the benefit by implementing the use of CMOS image sensors. 

Consequently, we are exploring the many issues that need to be addressed before successful 
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implementation of CMOS imaging devices in these two areas can be achieved. Success in this 

work will serve to demonstrate the viability of the CMOS image sensor for incorporation into a 

new class of imaging device for further improvement in the medical and scientific imaging 

field. 

1.1.1 In vitro and In vivo Tissue Imaging 

Microscopes and their various derivates have been the traditional tools used by biologists 

and scientists to study cells, both living and dead, of animals and plants. However, the size of 

these instruments excludes their use in high-throughput, portable diagnostic and in vivo sensing 

applications. A new device that can image down to the cellular level of a live moving animal 

would be the ultimate imaging device. Efforts to develop miniaturized systems have resulted in 

a variety of designs and implementations [14-16]. Recently, CMOS-based devices have shown 

viability as a new class of emerging micro sensing devices [17-23]. Some of these devices are 

increasingly being explored to fill a niche application which involves fluorescence detection 

[24-26]. Although most of these work reported single pixel structures, one notable recent work 

involved the use of a CMOS image sensor for luminisecence detection and imaging [27]. We 

believe that important progress has been made so far to demonstrate the use of CMOS sensors 

for in vitro and in vivo imaging. The final step of applying a CMOS image sensor for these 

purposes will have a great impact on the development of a new and emerging device for in vitro 

and in vivo tissue imaging. 

1.1.2 Retinal Prosthesis 

It is estimated that 50 000 people in Japan and 1 500 000 people worldwide are blind 

because of photoreceptor deterioration due to retinitis pigmentosa (RP) [28]. Retinal 
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degenerative diseases such as RP and age-related macular degeneration (AMD) have caused 

tens of millions of people to suffer varying degrees of irreversible vision loss. Many possible 

treatments are being explored and the artificial retina implant chip has been reported as a 

potential solution for patients that are blinded by RP or AMD [1, 29]. Several implementations 

of the implant chip have been reported. One method involves decoupling the photosensor and 

the stimulus electrode [30-32]. Image data and power are transmitted wirelessly from an 

external unit to the retinal implant. The other method, which we have adopted and reported in 

this paper, is where the image sensor and stimulus electrode array are located on the same chip 

while power is supplied wirelessly [33-35]. Yet another approach involves only passive devices 

whereby no external power is required [36]. Also, it has been shown that spike trains, and not a 

constant amplitude stimulation, either electrically or optically, is the preferred method for 

eliciting response from the retinal cells [37]. Based on this fact, we are developing the subretinal 

implant chip using the pulse frequency modulation (PFM) photosensor circuit [33]. With the 

PFM photosensor, we can implement photosensitivity adaptation similar to the mammalian 

retina [38]. This was demonstrated in our previous work [39]. Image processing based on the 

output pulse of the PFM circuit has been shown [40]. Our aim is to develop a new functional 

device that captures the image that falls onto the retina and deliver the necessary spatial and 

temporal electrical stimulus to the retina cells. To this end, we are developing a CMOS sensor 

chip for use as a subretinal implant device. 

 

1.2 Aim and Methodology  

The aim of this work is to explore the use CMOS image sensors for in vitro and in vivo 

imaging, as well as capability for electrical stimulation of tissue. In the course of our work, 
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Fig. 1.2  Overview of approach to develop imaging devices for medical and scientific research.
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we have identified several areas that are needed in the development the CMOS image sensor as 

shown in the diagram in Fig. 1.2. Generally, development work lies on building the hardware 

and programming and interfacing the software. Furthermore, the work covered in this 

investigation necessitates a multidisciplinary approach due to the scope of the applications 

involved. By combining various disciplines in physics, chemistry and biology we have achieved 

this goal. For example, an understanding of the physics underlying device characterization; 

widespread use of electronics in device layout and design, a strong grasps of the mechanics 

involved in actual implementation, and the chemistry and biology involved all played their roles. 

Fig. 1.3 shows the involvement of the sciences required during the course of this work. Each 

field is specified and its location with reference to each chapter is given. 

 

1.3 Thesis Outline 

tection is described. In 

particular static and dynamic fluorescence detection is demonstrated. A special packaging 

This thesis is organized into six chapters. Each chapter starts with a short summary 

detailing its contents. The entire thesis contains details of my work leading to the development 

of CMOS image sensors that are capable of on-chip fluorescence imaging and generation of 

electrical stimulus current. 

In Chapter 2, various advantages by utilizing the CMOS imaging technology for 

biomedical imaging are described. Many strategies concerning the use of CMOS image sensors 

are investigated. The pulse modulation photosensing scheme is explained. Fundamental issues 

involving device characteristics and applications for bioimaging are raised and answered. These 

include device-tissue interaction and light transport in biological tissue. 

In Chapter 3, the use of a CMOS photosensor for fluorescence de
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technique is developed to enable an optical configuration for on-chip fluorescence imaging 

using the CMOS image sensor. The packaging process is described in detail this chapter. 

Fluorescence imaging results obtained using the fully packaged sensor chip are presented. The 

image sensor sensitivity and on-chip imaging resolution are also investigated. 

In Chapter 4, the work leading to in vitro and in vivo imaging is described. Here, the 

packaged CMOS image sensor is used for fluorescence imaging of a mouse brain. Both in vitro 

imaging of the mouse brain slice and in vivo imaging of the intact mouse brain are 

demonstrated. Also, a special brain tissue phantom is developed to verify in situ fluorescence 

imaging for verification of in vivo imaging, and as a platform to test model fluorescence 

reactions. The results in this chapter represent the first reported instance of in vivo imaging and 

quantitative fluorometric measurements inside the live and intact mouse brain. 

Chapter 5 expands upon the imaging capability of the CMOS sensor by demonstrating 

electrical stimulus capability. This shows the potential use of the CMOS sensor apart from the  

normal imaging purposes. I have successfully demonstrated biphasic pulse generation above the 

threshold levels of the human retina at 500 µA. Also, due to the application of the image sensor 

as a retinal prosthesis inside the human eye, the effect of mechanical strain on the CMOS 

devices is studied. 

Finally, Chapter 6 concludes this thesis by reviewing the results obtained and discussing 

the impact of this work to the scientific community. Suggestions for potential future work are 

carefully raised and elaborated. 

 

 7



References 

2002. 

[2] J. F. Bell III, e

[1] E. Zrenner, “Will retinal implants restore vision?” Science, vol. 295, pp. 1022-1025, Feb. 

t al., “Pancam multispectral imaging results from the opportunity rover at 

eed imaging device,” U.S. Patent 6 972 795, Dec. 2005. 

[5] . J. Tearney, M. E. Brezinski, B. E. Bouma, S. A. Boppart, C. Pitris, J. F. Southern, J. G. 
Fujimoto, “In vivo endoscopic optical biopsy with optical coherence tomography,” Science, 
vol. 276, pp. 2037-2039, Jun. 1997. 

[6] J. R. Janesick, “Lux transfer: CMOS versus CCD,” in Proceedings of SPIE, Sensors and 
Camera Systems for Scientific, Industrial, and Digital Photography Applications III, M. M. 
Blouke, J. Canosa, N. Sampat, ed.s, Apr. 2002, vol. 4669, pp. 232-249. 

[7] T. Lulé, S. Benthien, H. Keller, F. Mütze, P. Rieve, K. Seibel, M. Sommer, M. Böhm, 
“Sensitivity of CMOS based imagers perspectives,” IEEE Trans. Electron Devices, vol. 47, 
pp. 2110-2122, Nov. 2000. 

[8] H. -S. Wong, “Technology and device scaling considerations for CMOS imagers,” IEEE 
Trans. Electron Devices, vol. 43, pp. 2131-2142, Dec. 1996. 

[9] E. Culurciello, R. Etienne-Cummings, K. A. Boahen, “A biomorphic digital image sensor,” 
IEEE J.Solid-State Circuits, vol. 38, pp. 281-294, Feb. 2003. 

[10] D. Stoppa, A. Simoni, L. Gonzo, M. Gottardi, G.-F. Dalla Betta, “Novel CMOS image 
sensor with a 132-dB dynamic range,” IEEE J. Solid-State Circuits, vol. 37, pp. 1846-1852, 
Dec. 2002. 

[11] P. -F. Rüedi, P. Heim, F. Kaess, E. Grenet, F. Heitger, P. -Y. Burgi, S. Gyger, P. Nussbaum, 
“A 128 × 128 Pixel 120-dB Dynamic-Range Vision-Sensor Chip for Image Contrast and 
Orientation Extraction,” IEEE J. Solid-State Circuits, vol. 38, pp. 2325-2333, Dec. 2003. 

[12] A. Mioni. (Mar. 1997). Vision Chips or Seeing Silicon. (3rd rev.) [Online]. Available: 
http://aaron.eleceng.adelaide.edu.au. 

meridiani planum,” Science, vol. 306, pp. 1703-1709, Dec. 2004. 

[3] L. Melton, “The big picture,” Nature, vol. 437, pp. 775-779, Sep. 2005. 

[4] T. Etoh, H. Mutoh, “High-sp

G

 8



[13] Y. Oike, “Smart Im
Capture,” PhD disse

age Sensors and Associative Engines for Three Dimensional Image 
rtation, The University of Tokyo, Dec. 2004. 

[14] F. Helmchen, M. S. Fee, D. W. Tank, W. Denk, “A miniature head-mounted neurotechnique 

 

000, Jul. 2005. 

  camera for 
ol. 78 

[17]
ystem,” Nature, vol. 414 , pp.293-296, Nov. 2001. 

 (CvMOS) transistors,” Sens. 

[21] fused sensor for photo- 

[22]
l 0.6-µm CMOS process,” IEEE Sens. J., vol. 4, pp. 706-712, Dec. 2004.. 

nd signal processing for very low-level chemical 

two-photon microscope: high resolution brain imaging in freely moving animals,” Neuron, 
vol. 31, pp. 903-12, Sep. 2001. 

[15] J. -M. Jang, H. -J. Shin, S. -W. Hwang, E. -G. Yang, D. -S. Yoon, T. -S, Kim, J. -Y. Kang, 
“Miniaturized fluorescence detection system to remove background noise of the incident 
light using micro mirror and lens,” Sens. Actuators B, vol. 108, pp. 993-1

[16] D. M. Rector, G. R. Poe, P. Redgrave, R. M. Harper, “A miniature CCD video
high-sensitivity light measurements in freely behaving animals,” J. Neurosci. Meth., v
pp. 85-91, Dec. 1997. 

 C. Hagleitner, A. Hierlemann, D. Lange, A. Kummer, N. Kerness, O. Brand, H. Baltes, 
“Smart single-chip gas sensor micros

[18] D. -S. Kim, Y. -T. Jeong, H. -J. Park, J. -K. Shin, P. Choi, J. -H. Lee, G. Lim, “An FET-type 
charge sensor for highly sensitive detection of DNA sequence,” Biosens. Bioelectron., vol. 
20, pp. 69-74, Jul. 2004. 

[19] P. Swanson, R. Gelbart, E. Atlas, L. Yang, T. Grogan, W. F. Butler, D. E. Ackley, E. 
Sheldon, “A fully multiplexed CMOS biochip for DNA analysis,” Sens. Actuators B, vol. 
64, pp. 22-30, Jun. 2000. 

[20] N. Y. Shen, Z. Liu, B. C. Jacquot, B. A. Minch, E. C. Kan, “Integration of chemical sensing 
and electrowetting actuation on chemoreceptive neuron MOS
Actuators B, vol. 102, pp. 35-43, Sep. 2004. 

 K. Sawada, T. Ohshina, T. Hizawa, H. Takao, M. Ishida, “A novel 
and ion-sensing,” Sens. Actuators B, vol. 106, pp. 614-618, May 2005. 

 P. A. Hammond, D. Ali, D. R. S. Cumming, “Design of a single-chip pH sensor using a 
conventiona

[23] T. Tokuda, A. Yamamoto, K. Kagawa, M. Nunoshita, J. Ohta, “A CMOS image sensor with 
optical and potential dual imaging function for on-chip bioscientific applications,” Sens. 
Actuators A, vol. 125, pp. 273-280, Jan. 2006. 

[24] E. K. Bolton, G. S. Sayler, D. E. Nivens, J. M. Rochelle, S. Ripp, M. L. Simpson, 
“Integrated CMOS photodetectors a

 9



sensing with the bioluminescent bioreporter integrated circuit,” Sens. Actuators B, vol. 85, 
pp. 179-185, Jun. 2002. 

[25] R. A. Yotter, M. R. Warren, D. M. Wilson, “Optimized CMOS photodetector structures for 
the detection of green luminescent probes in biological application,” Sens. Actuators B, vol. 
103, pp. 43-49, Sep. 2004. 

[26] U. Lu, B. C. -P. Hu, Y. -C Shih, C. -Y. Wu, Y. -S. Yang, “The design of a novel 
complementary metal oxide semiconductor detection system for biochemical 
luminescence,” Biosens. Bioelectron., vol. 19, pp. 1185-1191, May 2004. 

[27] K. Salama, H. Eltoukhy, A. Hassibi, A. E. Gamal, “Modeling and simulation of integrated 
bioluminescence detection platforms,” Biosens. Bioelectron., vol. 19, pp. 1377-1386, Jun. 
2004. 

[28] J. R. Heckenlively, “The diagnosis and classification of retinitis pigmentosa,” in Retinitis 
Pigmentosa, J. R. Heckenlively, ed. Philadelphia: JB Lippincott Co., 1988, pp. 21-23. 

[29] E. Margalit, M. Maia, J. D. Weiland, R. J. Greenberg, G. Y. Fujii, G. Torres, D. V. 
Piyathaisere, T. M. O’Hearn, W. Liu, G. Lazzi, G. Dagnelie, D. A. Scribner, E. de Juan Jr, M. 
S. Humayun, “Retinal prosthesis for the blind,” Surv. Opthalmol., vol. 47, pp. 335-356, Jul. 

[30]
l stimulation of the human retina,” Vision Res., vol. 39, pp. 

[31]
s for a retina implant system,” IEEE Trans. 

[32] . McGucken, M. S. 

2002. 

 M. S. Humayun, E. de Juan Jr., J. D. Weiland, G. Dagnelie, S. Katona, R. Greenberg, S. 
Suzuki, “Pattern electrica
2569-2576, Jul. 1999. 

 M. Schwarz, R. Hauschild, B. J. Hosticka, J. Huppertz, T. Kneip, S. Kolnsberg, L. Ewe, H. 
K. Trieu, “Single-chip CMOS image sensor
Circuits Syst. II, vol. 46, pp. 870-877, Jul. 1999. 

 W. Liu, K. Vichienchom, M. Clements, S. C. DeMarco, C. Hughes, E
Humayun, E. de Juan, J. D. Weiland, R. Greenberg, “A neuro-stimulus chip with telemetry 
unit for retinal prosthetic device,” IEEE J. Solid-State Circuits, vol. 35, pp. 1487-1497, Oct. 
2000. 

[33] J. Ohta, N. Yoshida, K Kagawa, M. Nunoshita, “Proposal of application of pulsed vision 
chip for retinal prosthesis,” Jpn. J. Appl. Phys., vol. 41, pp. 2322-2325, Apr. 2002. 

[34] A. Dollberg, H. G. Graf, B. Höfflinger, W. Nisch, J. D. Schulze Spuentrup, K. Schumacher, 
E. Zrenner, “A fully testable retinal implant,” in Proc. BioMED, Jun. 2003, pp. 255-260. 

 10



[35]
iode array of oscillating pixels for retinal stimulation,” Sens. 

[36]
silicon chip microphotodiode arrays into the cat subretinal 

[37]
. 

[39] K. Isakari, T. Furumiya, A. Uehara, T. Tkuda, J. Ohta, M. Nunoshita, “Pixel 

16-828, Jul. 2004. 

D. Ziegler, P. Linderholm, M. Mazza, S. Ferazzutti, D. Bertrand, A.M. Ionescu, Ph. Renaud, 
“An active microphotod
Actuators A, vol. 110, pp. 11-17, 2004. 

 A. Y. Chow, M. T. Pardue, V. Y. Chow, G. A. Peyman, C. Liang, J. I. Perlman, N. S. 
Peachey, “Implantation of 
space,” IEEE Trans. Neural Syst. Rehab. Eng., vol. 9, pp. 86-95, Mar. 2001. 

 A. Stett, W. Barth, S. Weiss, H. Haemmerle, E. Zrenner, “Electrical multisite stimulation of 
the isolated chicken retina,” Vision Res., vol. 40, pp. 1785-1795, Jun. 2000

[38] B. Sakmann, O.D. Creutzfeldt, “Scotopic and mesopic light adaptation in cat’s retina,” 
Pfugers Arch., vol. 313, pp. 168-185, 1969. 

K. Kagawa, 
design of a pulsed CMOS image sensor for retinal prosthesis with digital photosensitivity 
control,” Electron. Lett., vol. 39, pp. 419-421, Mar. 2003. 

[40] K. Kagawa, K. Yasuoka, D. C. Ng, T. Furumiya, T. Tokuda, J. Ohta, M. Nunoshita, 
“Pulse-domain digital image processing for vision chips applicable to low-voltage 
operation in deep-submicron technologies,” IEEE J. Select. Topics Quantum Electron., vol. 
10, pp. 8

 11



 



2 Chapter 2  

CMOS Imaging Technology for Biological 

Applications 

In this chapter, the use of CMOS image sensors is discussed especially with relevance to 

bioimaging applications. A comparison with other imaging technologies is made. The advantage 

of using CMOS image sensors is then described. Next the CMOS characteristic, in particular the 

photocurrent generation is described in detail. Various read-out methods like the active pixel 

sensor and pulse modulation methods are then discussed. Because a CMOS device is used in an 

environment where there is interaction between the device and the measured object, device 

effectiveness needs to be addressed. In this work, light transport inside biological tissue is 

discussed in relation to the on-chip imaging configuration. 

 

Keywords: CMOS, active pixel sensor, pulse modulation, device-tissue, photo-electrical, light 

transport 

Equation Chapter (Next) Section 1 
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2.1 Introduction 

Photosensors are the most important element of imaging devices as described in the 

ious chapter. Incident phoprev tons onto the photosensor are converted into electrons by the 

photosensors. Hence, by using a photosensor and measuring the number of electrons generated, 

nd scanners and more demanding higher end 

cialized process, a back illuminated CCD can reach an extremely high quantum 

Another type of photodetector is the photomultiplier tube (PMT). This device has 

extremely high photosensitivity reaching the limit of single photon detection. However, because 

of its size and power requirements, the use of PMTs are reserved for the most specialized cases 

like astronomy, where performance and cost are major concerns. Furthermore, due to the 

construction of the device which includes a vacuum tube, implementation of a compact arrayed 

device remains a technological hurdle. 

In comparison to CCD or PMT, the CMOS photosensor is a relatively new technology. 

a quantitative number related to the incident photons can be known or sensed. Table 2.1 lists 

three popular photosensor technologies and compares their performances. 

Among these photosensors, the CCD-type is a mature technology that has been developed 

and perfected over the years. In the original version of this device, electrons converted from the 

incident photons are transferred or read out by shifting the charges in a serial manner down the 

entire area of the CCD. To date, many different versions of CCDs exist in the form of intensified 

charge coupled device (iCCD), electron multiplying charge coupled device (EMCCD), or frame 

transfer charge coupled device (ft-CCD). These devices are used in lower end applications in 

consumer goods such as digital cameras a

applications in scientific tools found in spectrophotometers and fluorescence microscopes. 

Through spe

efficiency up to 90% [3]. 
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Although fundamentally, both CCD and CMOS photosensor utilize the photo-generated 

electrons, a slight difference in operation exists. For the CMOS photosensor, the electrons 

discharge out of the photodiode capacitor which is then sensed by measuring the voltage across 

the capacitor. A consequence of this is a relatively high noise in the output signal. Also, because, 

the CMOS photosensor is fabricated using the same process as other semiconductor devices, it 

is often not optimized for photosensitivity. For example, a standard CMOS line for mitigating 

CMOS latchup can lead to low red response. Similarly, the process for creating dense, 

short-gate length CMOS logic chips cause high dark current and low green response. These 

factors combine which results in lower performance for CMOS image sensors. However, 

because the CMOS photosensor is integrated with the readout circuitry, a single chip that 

includes photon sensing, signal amplification, processing and readout is possible. Also, 

improvements from many fronts are being proposed and developed to give extra leverage to the 

CMOS image sensors. These include the use availability of specialized p-i-n photodiodes [4], 

special processing circuits [5], and low voltage operation [6]. 

In terms of image quality and sensitivity, the CMOS image sensor has not reached the 

Table 2.1  Comparison between three currently available photosensing technologies. 

Photosensor
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levels offered by other mature competing technologies. For any application, there will be a 

trade-off and a need to balance between capabilities and advantages offered. But because 

CMOS technology has been shown to be capable of many exciting possibilities, it is especially 

suited for the application that we are focusing on as described in Chapter 1. These advantages 

will be as will be explored in §2.2 below. 

 

2.2 Advantages of CMOS Imaging Technology 

CMOS technology is capable of producing a system-on-chip device whereby the signal 

perature, pH, ions, and 

electric

conditioning and processing, memory core and communication module can be implemented 

onto a single device. This has been the driving force for the development of better performance 

computation chip. Coupled with the capability of photon detection, rapid development of 

CMOS image sensors has taken place in the last two decades. Recently, it has been found that 

the sensing capability of CMOS-based devices goes beyond light sensing. Recent development 

of CMOS-based devices have shown that the benefit of using CMOS technology extends 

beyond those functions. It has been reported that the CMOS device is capable of measuring pH, 

ion, electrical potential, temperature, and other parameters [7-11]. Because an array of these 

detectors can be built, high resolution imaging in these parameters can be performed. This is the 

main strength of the CMOS sensor compared to other technologies. When various detector 

pixels are combined onto a single chip, a truly integrated single-chip can be realized [12, 13]. 

The advantages of CMOS imaging technology can be summarized as follow; 

• high spatial and temporal resolution optical imaging 

• potential for multi-parameter sensing which includes gas, tem

al potential on a single device [7-11] 
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• multi-site electrical stimulation capability [14, 15], 

• wireless operation which benefits observation of freely-moving animals [16, 17]. 

These advantages can be utilized to fabricate CMOS based devices that have multi 

functions on a single chip. In this work, these advantages are explored to realize a CMOS 

device that is capable of on-chip imaging. Here, on-chip imaging refers to the use of a single 

device for imaging, without any optics. In other words, the sample is in contact with the 

imaging device. In this configuration, imaging can be extended to other parameters like 

electrical potential and electrical stimulus. When this configuration is used, experiments are no 

long

2.3 CMOS Photodiode 

2.3.1 Photodiode Characteristic 

can be found 

sically, near the p-n junction the silicon 

er limited to space constraints of the microscope or limited to use in the laboratory. 

 

The main element in the CMOS imaging device that converts incident photons to electrical 

signal (phtotocurrent) is the photodiode. The photodiode consists of a semiconductor p-n 

junction. There are a number of different p-n junctions available in standard the CMOS 

technology. In this work, I have studied two photodiode structures; the n-well/p-sub and 

p-diff/n-well structure. These structures are available in all standard CMOS technologies, from 

the first generation process, down to the most advanced sub-micron technology. These 

photodiodes are shown in Fig. 2.1. 

The detailed operation of the photocurrent generation of the photodiode (PD) 

in standard textbooks on semiconductor devices [18]. Ba

becomes depleted of electrical charges. This is known as the depletion region as shown in 
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Fig. 2.2  Generation of carrier at the depletion region is swept by the field potential and 
contribute to the photocurrent. Beyond the depletion region, the photogenerated carriers do not 
to contribute to the photocurrent. 
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Fig. 2.1  Diagrammatic sectional profile of (A) n-well/p-sub, and (B) p-diff/n-well photodiode. 
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Fig. 2.2. The depth of the depletion region can be varied by applying a reverse bias voltage 

across the junction. When the depletion region reaches the back of the diode the photodiode is 

said to be fully depleted. This region is important to PD performance since most of the 

sensitivity to radiation originates there. Also, the capacitance of the p-n junction depends on the 

depth of this variable region. Increasing the bias voltage increases the depth of this region and 

lowers the junction capacitance until the fully depleted condition is achieved. This capacitance 

is also a function of the resistivity of silicon used and active area size. 

When a photon of incident light is irradiated onto the active area, an electron-hole pair is 

generated. The electrons and holes are separated electrons passing to the n region and holes to 

the p region. This results in a photocurrent generated by light. This current is further divided 

into generation recombination limited current and diffusion limited current due to the different 

mechanism whereby the current is generated [19]. The migration of electrons and holes to their 

respective regions is called the photovoltaic effect. When no bias voltage is applied, the silicon 

photodiodes operate as a current generator. The photodiode has two terminal electrodes, a 

cathode and an anode, and it has a low forward resistance (anode positive) and high reverse 

resistance (anode negative). Normal biased operation of most photodiodes calls for negative 

biasing the active area of the device which is the anode or positive biasing the device backside 

which is the cathode. In the photovoltaic and zero bias modes, the generated current or voltage 

is in the diode forward direction. Hence the generated polarity is opposite to that required for 

the biased mode. 

The relationship between the photodiode junction capacitance, Cj, bias voltage, Vb and 

dopant concentrations Na, Nd are defined as follow. The junction capacitance, 

 
( )

,
2

Si a d

a dj b
j

q N N
N NV

C ε
φ
⋅ ⋅

++
=  (2.1) 
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Fig. 2.3  Junction capacitance, C and dopant concentration, N for p-diff/n-well and n-well/p-sub 
PD. The bias voltage, Vb is applied to the cathode terminal as shown in the quarter cross 
sectional view of the photodiode. The photodiode width, W and length, L is defined as shown. 
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 (2.2) 

ittivity of Silicon, εSi = 1.04 × 10-12 F/cm, and silicon intrinsic 

10 -3

where, electron charge, q = 1.6 × 10-19 C, thermal voltage Vther = 26 mV at 300 K, Boltzman 

constant, k = 1.3 × 10-23 J/K, perm

carrier, ni = 1.5 × 10  cm  at 300 K. Here, the dopant concentrations, Na and Nd refer to the n- 

and p-type dopant concentrations, respectively as shown in Fig. 2.3. These relationships enable 

us to calculate the dopant concentrations from the process parameters [20]. Furthermore, the 

capacitance, CPD and leakage (dark) current, ID for the photodiodes can be calculated using the 

following expressions. 

 ( ) ( )2 ,

1 1
a s

a s
PD m m

b b

j j

C CC W L W L

φ φ

= ⋅ + +

+ +⎜ ⎟ ⎜ ⎟⎜ ⎟ ⎜ ⎟
⎝ ⎠ ⎝ ⎠

 (2.3) 
V V⎛ ⎞ ⎛ ⎞

 ( ) ( )2 .I J W L J W L= ⋅ + ⋅ +  (2.4) 

For a photodiode with width, W and length, L equals to 50 µm, the capacitance and leakage 

D s a
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currents for the p-diff/n-well and n-well/p-sub photodiode were calculated*. 

The p-diff/n-well and n-well/p-sub CMOS photodiodes were fabricated and responsivity 

measurements were measured. Fig. 2.4 shows the responsivity spectra of these photodiodes. The 

measurement was made across the wavelength ranging from UV (400 nm) to visible region (700 

nm). From the result it can be seen that the responsivity of the n-well/p-sub photodiode is 

comparatively higher for most of the measured wavelength range. Because I am interested in 

applying the photodiodes to the fluorescence detection as well as the visible light detection, the 

n-well/p-sub photodiode was selected for all subsequent sensor designs. In this evaluation work, 

2.3.2 Responsivity 

                                                      
* Due to the non-disclosure agreement (NDA) signed with the foundry, the process parameters and related 
results cannot be shown here. 

Fig. 2.4  Responsivity spectra of n-well/-psub and p-diff/n-well photodiodes. 
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Fig. 2.5  (A) Photodiode connected to voltage source Vrst via a switch. (B) Rate of change of 
hotodiode voltage VPD after the switch disconnects depending 
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although the 0.6 µm CMOS technology was used, a similar trend can be extrapolated for the 

0.35 µm deeper sub-micron technology as confirmed by simulation. 

2.3.3 Readout Methods 

The PD output can be measured in two ways; time-based and reference voltage-based 

readout method as shown in Fig. 2.5 (B). For the former, the VPD is measured at a specified time 

interval. This method has the flexibility of utilizing a constant clock for the readout signal. The 

drawback here is the need for accurately measuring the photodiode voltage using a form of an 

analog-to-digital (A/D) converter. Hence the accuracy and resolution of the reading is dependent 

on the A/D used. One way to implement this readout method is by using a three transistor active 

pixel sensor (APS) circuit as shown in Fig. 2.6 (A). To conserve space and reduce fixed pattern 

noise, the A/D converter is often located on the column amplifier (not shown). Fig. 2.6 (B) 

shows how the APS circuit can be implemented into a 2D array. 

The other measurement method is by constantly comparing the VPD to the reference voltage, 

ce 

of the A/D converter which takes up a lot of space. A comparator circuit on the other hand can 

As mentioned earlier, photosensing for the CMOS PD is achieved by measuring the 

photodiode voltage across its terminals as the photogenerated currents discharge its capacitance. 

In order to use the PD as a photosensor, a switch is needed to charge up the photodiode 

capacitance which connects it to a source voltage and then disconnect as shown in Fig. 2.5 (A). 

After the switch is turned OFF, photogenerated current will discharge the photodiode 

capacitance. A constant light intensity, Φ will be converted to a steady photocurrent, iL at a 

certain efficiency called the quantum efficiency, η. 

Vref. Once VPD falls below Vref, a pulse is produced. The advantage of this method is the absen

be implemented using a differential amplifier which is less complicated and much smaller. Also, 
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Fig. 2.6  (A) Three-transistor APS circuit. (B) Image sensor circuit based on three transistor 
APS circuit. 
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the output resolution is independent of the type of A/D converter used. This has the advantage 

of increasing the measured dynamic range. Hence low light intensity detection will benefit from 

this method. However, the drawback of this method is an increase in time needed to detect the 

output pulse when a low light intensity is present. When implemented onto a 2D image sensing 

array, the readout speed of a single frame can be severely affected when using this method for 

low light intensity detection. Fig. 2.7 shows the general circuit whereby this method can be 

implemented. Because the output is in pulses, with duration or length of the pulse being 

modulated by the incident light, this method is often referred to as the pulse modulation sensing. 

This photosensing circuit can be further operated in two different modes; the pulse width 

modulation (PWM), and the pulse frequency modulation (PFM) modes. The difference in these 

methods are; for PWM, the reset signal is controlled by an external signal such that the reset 

interval is constant, much like for the APS case, whereas for the PFM mode, the reset signal is 

controlled by the photosensor output which is feedback. A delay unit is also used in the PFM 

Fig. 2.7  General schematic of the pulse modulation circuit. 
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Fig. 2.8  Typical output from pulse width modulation and pulse frequency modulation circuit. 
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mode. The delay unit generates the same output as its input but shifted by a small amount of 

time. Its purpose here is to provide a constant output pulse width to ensure that the feedback 

signal is properly feedback to control the reset switch. The typical outputs from the PWM and 

PFM signal are shown in Fig. 2.8. When given an input light with variable intensities, higher 

light intensity will result in shorter output pulse widths for the PWM mode and higher pulse 

count in the PFM mode. The actual implementation and characteristics of the PWM and PFM 

circuits will be further described in Chapter 3 and Chapter 5. 

 

2.4 On-chip imaging 

As described earlier, the CMOS chip is capable of multiple of parameter sensing. In order 

to take advantage of these sensing capabilities, the sensor chip needs to be in contact with the 

object to be measured. Because the separation between the sensor surface and the object is 
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negligible, I call this on-chip imaging. In this imaging configuration, the subject usually takes 

the form of a liquid, or solid. The sensing parameters encountered in this work are mainly in the 

light domain. Hence, the proper analysis of light paths through different media will be 

discussed; When light is incident onto matter, it is scattered, reflected, and absorbed as shown in 

Fig. 2.9. In this work, I focus on light propagation through a highly absorbing medium such as a 

liquid and a highly scattering and reflective solid medium such as biological tissue. Although a 

proper analysis would require the treatment using electromagnetic radiation and its interactions 

with matter, here I focus on the macro model whereby actual measurable quantities and their 

relationships are studied. 

I have studied the light propagation mechanism through liquids for the development of 

on-chip fluorescence imaging. This will help in measurement of the concentration of 

2.4.1 Light Propagation in Liquid 

Fig. 2.9  Interaction of incident light with matter. The incident light is reflected, scattered and 
absorbed. 
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Fig. 2.10  Propagation of light through absorbing media such as liquid 
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fluorophore present. The main mechanism for light attenuation through a solution or molecular 

disperse media is mainly by absorption as shown in Fig. 2.10. The basis for light absorption can 

be explained by the fact that the incident photon frequency matches the frequency associated 

with the molecule’s energy transition. The closer the wavelength frequencies match each other, 

the higher will be the absorption or energy transfer. In the macro model, the transmitted light 

intensity I and incident light intensity I0 can be related using the Lambert-Beer law, which states 

that the absorbance, 

 ,A b cε= ⋅ ⋅  (2.5) 

where ε is the molar absorption coefficient with units (M-1cm-1), c is the molar concentration of 

absorbing species (in M), and b is the sample thickness (in cm). Also, it can be shown that the 

transmittance T which is defined by the ratio I/I0, is related to absorbance by the following 

equation. 

 10 .AT −=  (2.6) 

Here, I would like to note that silicon is opaque under visible light as all the incidents 

photon energy is absorbed and converted to electron-hole pairs as described in §2.3.1. 
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2.4.2 Light Transport in Biological Tissue 

When the medium consists of particles with size that is comparable to wavelengths of the 

incident light, scattering cannot be ignored. UV and visible light transport in biological tissues is 

an example of this case. Biological tissues are highly scattering and absorbing. The light 

transport in biological tissues plays an important role for many instruments in biological studies. 

By measuring and analyzing light scattering, information about the cells or tissues that 

underwent physiological changes can be obtained. This is because the change in cell physiology 

is reflected in its size or refractive index. In this work, an understanding of light propagation 

through tissue gives a basis whereby the propagation of excitation and fluorescence light in the 

 quantified and estimated. 

Although many theories exist to predict the transmission of light (fluence rates) in tissue, 

he penetration depth of light into tissues is the effective attenuation 

 decay of fluence rate (total light irradiance incident 

from all angles) in tissue regions far from light sources and boundaries, and is defined as, 

 

brain can be

the accuracy of these models depends on the optical properties from measurement. The optical 

parameters which are most reported for biological tissue are; total attenuation coefficient, 

effective attenuation coefficient, effective penetration depth, absorption and scattering 

coefficient, and scattering anisotropic factor. These parameters can be obtained by using 

different measurement techniques and different models to explain the measured data [21]. 

2.4.3 Optical Property of the Brain 

The biological tissue used in the scope of my work is the mammalian brain. One optical 

property used to quantify t

coefficient. This coefficient is the rate of

eff0

1

,bI e µ

I
− ⋅=  (2.7) 
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where I0 and I1 are the intensity of the incident and attenuated light, and b is the distance 

traveled. The coefficient can also be calculated as follows, 

 ( )2 3 1eff a a sg ,µ µ µ µ= ⎡ + − ⎤⎣ ⎦  (2.8) 

where the absorption coefficient, µa (cm-1), scattering coefficient, µs (cm-1), and anisotropy 

coefficient, g can be found by independent measurements of diffuse reflection, total 

transmission, and unscattered transmission of the tissue. It is a well known fact that photon 

penetration through the tissue is dependent on the wavelength of the light. This is directly 

observed when measurement is done to quantify the effective attenuation coefficient. Fig. 2.11 

shows the relationship between µeff and wavelength λ based on measurement data of the cat 

 

brain in vivo [22]. When the coefficient values for wavelengths of 365 and 470 nm 

corresponding to the excitation and emission peak wavelength of AMC (see §3.3.2 for 

description on AMC) were calculated by interpolation and extrapolation from a linear fitting 

curve, the values are found to be µeff1 = 51.8 cm-1 and µeff2 = 38.3 cm-1. 

wavelength 
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Fig. 2.11  Effective attenuation coefficient from in vivo cat brain measurement. 
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2.4.4 Estimation of Fluorophore Detection Inside Brain Tissue 

Using the discussion above, I attempt to estimate the amount of detectable AMC 

fluorophore inside the brain. As a first approximation, the Beer-Lambert law is used. Excitation 

light is provided from the tip of a 500 µm diameter PMMA fiber. 

From the photosensitivity measurement in Chapter 3 (Fig. 3.15), the minimum detectable 

light at λ = 470 nm is Iλem1 = 10-7 W/cm2. If the distance of AMC from the image sensor is d2 = 

0.01 cm, and the effective attenuation coefficient is µeff2 = 38.335 cm-1, then the minimum 

required emission, Iλem0 can be calculated from the following the relationship 

 eff2 20 ,bemI e µλ

1emIλ
− ⋅=  (2.9) 

which is found to be 1.467 × 10-7 W/cm2. 

λex1

 

A rough estimate for the volume of AMC used is about 0.01 µl. Assuming the AMC taking 

the cubic shape, the side length, b is then equal 0.1 cm. From AMC sensitivity measurement (§

3.4.3) the minimum detectable AMC is c = 10 µM. From [23], the molar extinction coefficient 

of AMC is ε = 25500 cm-1M-1. Hence, the excitation intensity that reaches the AMC, I  can be 

calculated from the following equation,  

0

1
10 .b cemI ελ

exIλ
− ⋅ ⋅=  (2.10) 

 W/cm2. 

Finally if the fiber is placed a distance of, d  = 0.1 cm from the AMC, the minimum 

excitation intensity needed can be found from the equation 

 

This value is found to be about 1.556 × 10-7

1

 eff1 11

0
.

ex
e

Iλ
dexI µλ − ⋅ (2.11) 

Due to the shorter wavelength of the excitation 

effective attenuation coefficient µeff1 is expected to be higher and was found to be 51.78 cm-1. 

=  

light compared to the emission light, the 
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The excitation intensity, Iλex0 is then calculated to be 27.6 µW/cm2. The required excitation 

intensity should exceed this value for possible detection of AMC. The excitation light, P from 

the 500 µm PMMA fiber was found to be about 400 nW @ 380 nm. The intensity is calculated 

from the equation,  

 ,ex
PI
Aλ =  (2.12) 

where A is the cross sectional area of the fiber. From eq. (2.12) the intensity is found to be 203.7 

µW/cm2. Hence it can be concluded that the current setup of fiber and image sensor is capable 

of detecting 10 µM of AMC. 

 

Fig. 2.12  Schematic of light transmission inside brain for first or
detection. 
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2.5 Summary 

In this chapter, CMOS technology was compared to CCD and PMT. The advantages of 

building a CMOS based sensor were then described. This was followed by a discussion on the 

fundamental photocurrent generation mechanism of a CMOS photodiode. Based on the process 

para

. On-chip imaging 

onfiguration using the CMOS image sensor was th

rbid media was presented. Following this, the 

fluorop

meters furnished by the CMOS process vendor, the capacitance and leakage current of the 

photodiode was calculated. Next, various readout methods including the pulse modulation 

photosensing method for the photodiode were described. The pulse modulation method is 

applied in this work and will be further elaborated in the following chapters

c en described. For on-chip imaging, an 

analysis of light propagation in liquid and tu

hore detection limit inside the mammalian brain was calculated. This chapter laid down 

the fundamentals for the development and application of the CMOS image sensor in the 

subsequent chapters. 
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3 Chapter 3  

Fluorescence Detection and Imaging 

In this chapter the use of CMOS photosensor 
n-well/p-sub photodiode is
and phot a pulse modulation (PM) photosensing readout circuit. 

dete  

Measurement resolution of
and real-time measurement of I
implem s, we devised a CMOS image sensor. Two types of 

(A/D
com eloped a novel packaging method that 

transm y packaged device 

perfo
and y processes. 

Equation Chapter (Next) Section 1 

for fluorescence detection is evaluated. An 
 used due to its high sensitivity. The capability for low light intensity 

osensing was evaluated using 
By measuring the photosensor characteristic, it is found that the photosensor is capable of 

cting light intensity down to 1 nW/cm2 with a dynamic response range of 120 dB. An
accurate modeling equation is developed to study the photosensing characteristics. Using the 
photosensors, both the static and dynamic fluorescence measurements are demonsrrated. 

 1 nM of the fluorescent agent 7-Amino-4-methylcoumarin (AMC) 
ndo1/Ca2+ fluorophore complex are demonstrated. By 

enting an array of photosensor
read-out methods were studied and we found that by connecting a high speed analog-to-digital 

) converter to the analog current output of the photosensors (pixels) we are able to obtain 
paratively fast imaging frame rates. Finally, we dev

enabled on-chip fluorescence imaging. The excitation light used in fluorescence studies is 
attenuated using a color filter that has high selectivity for a number of fluorophore species. A 

ittance of -44 dB is achieved by multiple coating of the filter. The full
is about 350 µm thick. Using the packaged device, fluorophore sensitivity measurements were 

rmed. The CMOS technology used in this work are the standard 0.60 µm 3-metal 2-poly, 
0.35 µm 4-metal 2-pol

 
Keywords:  pulse modulation, CMOS image sensor, bioimaging, fluorescent 
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3.1

and Because of high specificity of this method, it is often used to detect 

the existence of a certain biomolecular species. Biofluorescene refers to fluorescence of 

biological origin. To date, a great number of fluorescence probes or fluorophores have been 

developed to target specific cellular ions, DNA, or proteins [1]. 

Fluorescence detection is possible due to the wavelength difference between the excitation 

and emitted fluorescence lights. By carefully filtering the two wavelengths, the emitted 

fluorescence signal can be detected and measured. Traditionally, fluorescence detection systems 

are based on an instrument which consists of a light source, excitation and emission filters and a 

photodetector. Spectrofluorometers and fluorescence microscopes are examples of these systems 

that are widely used for fluorescence detection and imaging. In this work, we focus on the 

development of a CMOS image device dedicated for biofluorescence applications. 

CMOS image sensors have recently attracted much attention from the biological science 

community. They offer both image sensing and fluorescence measurement capabilities. We are 

exploring the possibility of utilizing the CMOS image sensors for multi-parameter on-chip 

imaging. The proposed idea is to embed a host of CMOS-based sensors in a two-dimensional 

array, forming a truly integrated sensor chip as shown in Fig. 3.1. This chip, when thinned-down 

to about 150 µm and bonded onto a flexible substrate, will ensure conformance of the sensor to 

the physical contours of the biological sample for example the eye. The advantages of using a 

CMOS image sensor for fluorescence imaging are high spatial and temporal resolution imaging 

at high frame rates. Also, such CMOS image sensors have shown a comparable sensitivity to 

conventional CCD image sensors for fluorescence detection [2, 3]. Because of its inherent 

 Introduction 

The fluorescence technique is a highly specific and sensitive method for detecting chemical 

biomolecular events. 
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system-on-chip capability, a single chip is all that is required for sensing, signal processing and 

data interface, resulting in a highly integrated and compact device. This will have a wide appeal 

due to its small dimensions and hence will be available for a myriad of applications like brain 

imaging and micro-array fluorescence detection. 

In this chapter, low light intensity fluorescence is used as the application platform to 

demonstrate the CMOS photosensor detection capability. The targeted applications are static 

and dynamic measurements of fluorescent emission from biological cells. Studies such as high 

rning function of 

 flux transport in intracellular cells will greatly benefit from 

the development of this sensor chip. Furthermore, a CMOS imaging device is developed to 

enable simultaneous imaging and detection capability at near video frame rates. By developing a 

special packaging technique for the image sensor, on-chip fluorescence imaging is possible. 

These issues will be discussed in detail in this chapter. 

 

resolution neuropsin (a brain protease) imaging in the study of memory and lea

the brain and real-time calcium ion

Fig. 3.1  Schematic of proposed CMOS sensor chip implementation of a multi-parameter 
sensing pixel onto an array onto a flexible substrate. 
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3.2 CMOS Photosensor 

In Chapter 2, the CMOS photosensor ability to detect incident light was described. In this 

work, a CMOS photosensor was designed for sensing light from a fluorescent light source. This 

is useful in order to apply the CMOS image sensor in fluorescence techniques. In order to 

determine the light detection characteristic of the CMOS photosensor, measurement is 

performed by using a monochromatic light source and an actual fluorescence source. This will 

provide experimental values for sensitivity and minimum detection limit. Further, the 

photosensor applied in static and dynamic measurements to assess its capability in fluorescence 

detection. 

Detection of low intensity fluorescence with a wide dynamic measurement range is a 

requirement for most applications due to the minute amount of fluorophore present and the high 

excitation light intensity. Hence, a photosensor design that is able to address these issues is 

required. In order to design a CMOS photosensor for this purpose, we have studied and utilized 

the pulse modulation method. Following the discussion in Chapter 2, a photosensor with pulse 

modulation circuit was designed. The schematic of this circuit is shown in Fig. 3.2. It consists of 

a photodiode, a comparator, and a reset switch with feedback from the output. As described in 

Chapter 2, the n-well/p-sub CMOS photodiode is used due to its higher responsivity across a 

wider range of spectrum. In the circuit, the cathode terminal of the photodiode is connected to 

the comparator, implemented by a differential amplifier, across a source follower. The 

differential amplifier acts as an analog-to-digital converter. 

The operation of the photosensor can be described as follows. At the negative edge of the 

reset signal, Rstin, the photocurrent will discharge and the photodiode voltage VPD will reduce. 

3.2.1 Pulse Modulation Photosensing 
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Fig. 3.2  Schematic of pulse modulation photosensing circuit. 
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When VPD falls below the reference voltage Vref, the output voltage, VO goes low. On reset, the 

output returns high and the photodiode voltage is reset to the value V1 which takes on the value 

of Vrst–Vth, where Vth is the threshold voltage of the reset transistor, Mr. This operation is shown 

in Fig. 3.3 (A). By

 

 measuring the time between reset and output high, the photodiode discharge 

time, td can be determined. Additionally, the slope of the discharge curve is related to the 

intensity of the incident light Φ. A shorter discharge time td1 corresponds to a higher light 

intensity Φ1 as shown in Fig. 3.3 (B). This relationship can be used to measure the light intensity.

The relationship between photocurrent iL and discharge time or the pulse width between reset, td 

can be expressed by 

 
( )1 ,PD ref

d
L

t
iγ

=  (3.1) 

where C

C V V−

factor γ. The photocurrent iL is related to 

the incident light intensity as follows 

PD is the photodiode capacitance, and V1 is the maximum source follower voltage at 

reset. The denominator term, iL has a power correction 
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Fig. 
modulation photosensing depends on the intensity of input light. 

3.3  (A) Diagram of pulse modulation photosensing operation. (B) Output of pulse 
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 ,L Di R A Φ i= ⋅ ⋅ +  (3.2) 

where R is the photodiode responsivity, A is the photodiode area, and iD is the photodiode dark 

current. 

The pulse modulation circuit can be operated in two different modes, the pulse frequency 

modulation mode (PFM) [4-6] or the pulse width modulation mode (PWM) [7-9]. In the PFM 

mode, the reset signal, Rst is kept high and when VO become low, the photodiode is immediately 

reset resulting in very short output pulse width, tO and reset time, trst. Thus, the PFM mode is 

also referred to as self-reset photosensing. In order to operation in the PFM mode, a delay 

element, implemented either with an inverter chain or a flip-flop, is inserted between the 

ter 2. In PWM mode, the reset 

signal pulse Rst is controlled at a constant period. By controlling this period, the saturation of 

is digitized in pulses, output storage, data 

ansmission and signal processing will be much simplifie

3.2.2 Photosensitivity and Dark Current 

up (TEG) based on the pulse modulation circuit was 

amplifier output and the reset transistor, as described in Chap

the photodiode caused by extremely high incident light can be avoided, vice-versa, extremely 

long integration periods can be properly measured. It should be noted that the PFM mode is 

suitable in a bright environment, where the output pulse frequency can easily be captured using 

a pulse counter. On the other hand, the PWM mode is more suited for a dark environment, when 

faint light measurement is necessary. The long integration time caused by the slow photodiode 

discharge can be easily measured. When high intensity light is incident on to the pulse 

modulation sensor, high-frequency output pulses (low discharge time pulses) are generated. On 

the other hand, low-intensity light input will cause low-frequency output pulses (large discharge 

time between pulses). Due to the fact that the output 

tr d. 

A photosensor test-element-gro

 43



10-4 10-310-2 10-1 100 101 102 103 104 105 106 107

Pu
ls

e 
W

id
th

 t d (
m

s)

10-2

10-1

100

101

102

103

104

experiment
theory

( )1.027

4090

1 9.6 10
dt

Φ
=

+ ×

Light Intensity Φ (nW/cm2)

0

Dark current 
equivalent 
signal α

minimum 
detectable 
signal 1/β

Slope γ

6 decades (120dB)

10-4 10-310-2 10-1 100 101 102 103 104 105 106 107

Pu
ls

e 
W

id
th

 t d (
m

s)

10-2

10-1

100

101

102

103

104

experiment
theory

( )1.027

4090

1 9.6 10
dt

Φ
=

+ ×

Light Intensity Φ (nW/cm2)

0

Dark current 
equivalent 
signal α

minimum 
detectable 
signal 1/β

Slope γ

6 decades (120dB)

Fig. 3.4  Layout of pulse modulation photosensor. 

Table 3.1  Specifications of pulse modulation photosensor TEG. 
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Fig. 3.5  Photosensitivity measurement from pulse modulation photosensor at wavelength of 
670 nm. 



fa pecifications are listed in Table 3.1. In bricated. The TEG layout is shown in Fig. 3.4. Its s

th of 670 nm. The laser light was directed perpendicular to the photodiode. By 

decr

 
)

order to measure the sensitivity of the photosensor we used a semiconductor laser with a 

waveleng

easing the incident light intensity using neutral density filters (MAN-25-1, 10, 50 Sigma 

Koki, Japan) we are able to measure up to 6 orders of light intensity change. In order estimate 

the dark current, measurement in total darkness was also performed. 

Fig. 3.5 shows the result of light sensitivity measurement for the pulse modulation 

photosensor operated in PWM mode. From the result, it can be observed that the pulse 

modulation photosensor has an excellent linearity, with the dynamic range of 6 decades (120 

dB). Also, by inspection, the minimum measurable detection limit is found to be about 10 

nW/cm2. For each of the measurement point, multiple readings were taken in order to determine 

the output variations. Throughout the entire input light intensity range, the deviation from the 

measurement mean is less than ±0.2 %. This represents a resolution of 20 pW/cm2 for the 

minimum detectable intensity level. Hence, the minimum detectable deviation in intensity level 

is 20 pW/cm2. Using the conversion factor of 5.05 × 1015λ photon/cm2s (where λ is in nm), the 

minimum detectable change in photon level can be calculated using the following equation, 

 15
min 5.05 10 ,minP ∆Φ Aλ∆ = × × × ×  (3.3) 

where ∆Φmin is the minimum detectable intensity deviation, and A is the photodiode area. Its 

value is worked out to be about 1.6 × 103 photon/s.  

By inspection of eq. (3.1), a modeling equation of the following form can be used to fit the 

photosensitivity experimental data. 

(
.

1
dt

Φ γ

α
β+

=
⋅

 (3.4) 

When fitted to eq. (3.4), the constants α, β and correction factor, γ were replaced by the values 

4.09 s, 9.6×107 cm2/W, and 1.02, respectively to give a best fit for the experimental data. These 
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values can also be obtained by studying the physical implications for each constant. When the 

light intensity is zero, α, which corresponds to the y-axis intercept, is the dark current equivalent 

signal. The constant β is related to the minimum detectable light intensity level. In which case, 

its value will be related to the dark current value iD. By inspection of equations eq. (3.1), (3.2), 

and (3.4), 

 ( ) .
D

R A
i

β
×

=  (3.5) 

This constant represents the reciprocal of minimum detectable level (see Appendix). Finally, γ is 

the magnitude of the slope which is the detection sensitivity of the photosensor. 

In order to estimate the value of the constant α, the dark current iD value need to be known. 

This value can be determined by measurement of the pulse width output in absolute darkness. 

Under this condition, only the leakage current contributes to the discharge of the photodiode. 

wing equation, 

 

Alternatively, it can also be calculated from the follo

( )1

0

.PD ref
D

dis
Φ

C V V
i

t
=

−
=  (3.6) 

The experimental measurement condition are; Vrst = 5 V, Vth = 1 V, and Vref = 2 V. The 

photodiode capacitance CPD is calculated from the process data which was supplied by the 

CMOS foundry [10]. For a 50 × 50 µm2 n-well/p-sub diode, the total capacitance (side-wall and 

lateral) taken at the average bias voltage of 3.5 V is 145 fF. The dark current iD is then 

calculated by using eq. (3.6) which equals 70.8 fA. This iD value agrees well with the leakage 

current data supplied by the CMOS foundry for a nwell/psub diode of the same size (see §2.3.1). 

Hence, by rewriting eq. (3.6), the value of α can then be estimated as follows, 

 
( )0

1

.D
d Φ

PD ref

it
C V V

α
=

= =
−

 (3.7) 

By reusing the leakage current data as iD, α can then be calculated to be equal to 4.462 s. This 
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value can be taken as the theoretical limit for α. 

The constant β is calculated from eq. (3.5). The responsivity of the photodiode R at λ = 670 

nm has been measured to be about 0.19 A/W (see Chapter 2). Using this value, the constant β 

can be calculated to be 6.71 × 107 cm2/W. The calculated value matches closely the fitted value 

of 9.6 × 107 cm2/W and can be taken as the reciprocal of the theoretical minimum detection 

level Φmin. The slight discrepancy is due to the under estimation of the photodiode responsivity 

R for photodiodes of different sizes. In this photosensor TEG, the photodiode area is 50 × 50µm2  

as compared to the photodiode used to the responsivity measurement of 200 × 200µm2. In this 

case, the minimum detection level value Φmin which is the inverse of the constant β is then 

calculated to be equal to 10.4 nW/cm2. This value is exceptionally close to the value as 

The constant, γ in eq. (3.1) which initially seems counter intuitive as physically γ should 

3.2.3 Fluorescence Detection 

inspected from the graph in Fig. 3.15 which is 10 nW/cm2. 

always be 1, can be understood as the measurement sensitivity. This value is dependent on the 

system characteristics as well as the experiment conditions. For the ideal case, γ is equal to 1. In 

most cases, it lies very close to 1 for photosensor. As the measurement becomes more 

complicated, involving image sensors and non-linear light sources, the γ value will shift further 

away from 1. 

Static and dynamic measurements of fluorescence were performed using the pulse 

modulation photosensor. For static measurement (time invariant), the UV excitable fluorophore, 

7-Amino-4-methylcoumarin, AMC (3099-v Peptide Institute, Japan) was used. The excitation 

peak wavelength of AMC is 380 nm, and its emission peak wavelength is 460 nm. For dynamic 

measurements (time varying), the cell impermeant type Ca2+ indicator, Indo1 (I004-10 Dojindo 
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Lab., Japan) was used. The excitation peak wavelength of Indo1 is about 340 nm for calcium 

free and calcium saturated Indo1, and the emission peak wavelengths are 475 nm for calcium 

free and 401 for calcium saturated Indo1. The excitation source for both experiments is a HeCd 

laser (325 nm) beam with a cross-section diameter of about 2 mm. Fluorescence emission was 

easured using the photosensors positioned away from the direct

(i) Static Fluorescence Measurement 

. A washer with an inner diameter of 3.3 mm and height of 

.5 mm ensured that only a small volume of AMC

2 2

eriment, the minimum detectable AMC concentration of 1 nM was obtained. 

i) Dynamic Fluorescence Measurement 

For the dynamic fluorescence experiment changes in fluorescence intensity from Ca  free 

Indo1 to Ca  saturated Indo1 was measured. In the experiment 50 ml of CaCl2 at 10 mM was 

added to 500 µl of Indo1 at 10 µM inside a PMMA cuvette. The PMMA material is relatively 

unexcited by the UV irradiation light. A continuous measurement was performed to observe 

dynamic changes before and after formation of Indo1/Ca  complex. The experiment setup is 

m  excitation light path. 

The experimental setup for the static measurement of different concentrations of the AMC 

fluorophore is shown in Fig. 3.6 (A)

0  (about 6 µl) was used. Due to the 

high-intensity excitation light from the laser, the beam was directed away from the photosensor 

as shown in Fig. 3.6 (B). In the experiment, different concentrations and excitation light 

intensities were used. The concentration of AMC used ranged from 1 nM to 100 µM, while the 

excitation light intensity covered 6 nW/cm  to 2 mW/cm . Discharge time readings were taken 

for varying AMC concentrations and light intensities. Fig. 3.7 shows the relationship of the 

measured pulse width td against the fluorophore concentration and the excitation light intensity. 

From the exp

(i

2+

2+

2+
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Fig. 3.7  AMC sensitivity measurement at different excitation light intensities. 
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Fig. 3.9  A) Intensity and spectrum change from Ca2+ free Indo1 to Ca2+ saturated Indo1 as 
measured by using a calibrated Princeton multispectral analyzer. (B) Intensity change when 
Ca2+ injected into Indo1 as measured by the CMOS photosensor. 
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Fig. 3.8  (A) Photograph of transient fluorescence measurement of Indo1/Ca2+ complex 
experiment, and (B) diagrammatic representation of experimental setup. 
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shown in Fig. 3.8. The spectrum is shifted for Ca2+ free and Ca2+ saturated Indo1 as shown in 

Fig. 3.9 (A). The dynamic measurement shows that the continuous measurement using the pulse 

modulation mode is possible as shown in Fig. 3.9 (B). Here the fluorescent intensity changes 

due to the introduction of Ca2+ and subsequently a photobleaching effect can be clearly seen. 

This experiment shows that using the photosensor in pulse modulation mode, dynamic 

measurement in the sub-second order is possible. 

 

3.3 CMOS Image Sensor 

An example would be to observe and measure the growth of a cell. The distinction between 

photosensing and imaging can best be illustrated by comparing a spectrometer and a microscope. 

In this work, fluorescence imaging is required for studying a biological specimen both in vitro 

and in vivo. Hence, the CMOS image sensor is developed and tested for fluorescence imaging. 

The capability of the CMOS image sensor for this purpose is described in this section. 

3.3.1 Device Design 

In order to implement a 2D array of photosensors (image sensor), the photosensor is 

modified into an active pixel sensor (APS) circuit as shown in Fig. 3.10 (A). The pixel circuit 

consists of additional transistors that form the source follower input and the switch for the row 

current and also to the comparator and stored as 1-bit memory in a DFF before output as digital 

Depending on the applications involved, photosensing capability only may not be sufficient 

to meet all the requirements. The need for imaging capability is most apparent in studies 

involving interactions between fine structures which require information in the spatial domain. 

select signal. Each pixel output is connected to the column bus line which is output as analog 
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Fig. 3.10  (A) Schematic of active pixel sensor photosensing circuit with output connected to 
the column bus and column amplifier. Vrst, VDD, Vsf are the reset voltage, supply voltage and bias 
voltage of source follower respectively. (B) Block diagram of CMOS image sensor. 
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pulse. The column bus is connected to a column amplifier and the array output is read out 

sequentially using a column scanner in a serial fashion. This reduces the number of input-output 

pads. The block diagram of the image sensor is shown in Fig. 3.10 (B). The analog current 

output IA is connected to an off-chip amplifier while the pulse modulation sensing mode (as 

explained in §3.2.1) provides the digital output VD. As will be discussed later, by using the 

analog output, imaging with a faster frame rate can be achieved. This is useful for real-time 

imaging where visual feedback is important during in vivo imaging. Although the digital output 

offers wider dynamic range and lower light detection sensitivity, it suffers from a reduced frame 

rate. The timing chart for operating the image sensor with digital output is shown in Fig. 3.11. 

A 176 × 144 array image sensor chip was designed and fabricated using the standard 

CMOS process. Due to its high photon responsivity, the n-well/p-sub photodiode was utilized. 

.5 mm2. It is designed 

to be large enough to image the mouse hippocampus and yet small enough for invasive imaging 

of each brain hemisphere independently. A photomicrograph of the CMOS image sensor is 

shown in Fig. 3.12. In the design, only a single side of the chip has input-output pads. This helps 

reduce complexity in wire bonding during the packaging process and helps reduce the final 

packaged device size. This is an important factor for implementing on-chip in vivo  imaging. 

The specifications are shown in Table 3.2. Fig. 3.13 shows a schematic of the measurement 

setup of the image sensor and a PC. The analog output is connected to an off-chip interface 

circuit board. The analog electrical current output signal from the chip is converted to a voltage 

signal via a transimpedance amplifier before digitized into 12-bit data using an analog-to-digital 

(A/D) converter and read into the digital (input-output) I/O board (PCI-2772C Interface Corp., 

Japan) inside the PC. The control signals are supplied by a PC (Dimension 8400 Dell). Because 

the maximum operating voltage of the chip is limited to 3.3 V, a voltage shift circuit is needed to 

Each pixel has a size of 7.5 × 7.5 µm2. The dimension of the chip is 2 × 2
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Fig. 3.11  Timing chart of CMOS image sensor operation in pulse modulation mode for digital 
pulse output. All pulse high is 5 V and pulse low is 0 V except for Vref which is given by VrefH and 
VrefL respectively. 

ColSel 1 2 176

RowSel 1

• • •

PixRst

repeated 144 times in one frame

Vref

DFFClk
1

VrefH

VrefL

time t

ColSel 1 2 176

RowSel 1

• • •

PixRst

repeated 144 times in one frame

Vref

DFFClk
1

VrefH

VrefL

ColSel 1 2 176

RowSel 1

• • •

PixRst

repeated 144 times in one frame

Vref

DFFClk
1

VrefH

VrefL

time t

 54

Table 3.2  Specifications of CMOS image sensor. 

type

number

analog current, digital 1-b pulseOutput

nwell/psubPhotodiode

176 x 144 (QCIF)

2 mm x 2.2 mmChip size
3.3 VPower supply

0.35 µm Std. CMOS 4M2PTechnology

0.08 – 16.5 fpsFrame rate (with external A/D)

Size

size
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3 decade (60 dB)Dynamic range

16.2 µm2

7.5 x 7.5 µm2

modified 3-transistor APSPixel
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0.08 – 16.5 fpsFrame rate (with external A/D)
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size
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16.2 µm2
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Fig. 3.12  Photomicrograph of CMOS image sensor. 



5 V to 3.3 V
Voltage shift

 

convert the 5 V signals from the PC. The digital output from the chip is read off the chip 

directly. 

A customized program is developed to control the input output signals. Digitized data from 

the image sensor is stored, processed and displayed onto the screen. Image subtraction of a 

background image captured at the beginning and during the program operation enables minute 

changes to be tracked. Imaging dynamic range is increased by changing the integration time or 

frame rate during operation. This way, up to 4 decades of light intensity changed can be 

faithfully imaged. Also, auto-balancing of the image enables high contrast images to be 

displayed. This operation essentially stretches the grayscales to the maximum possible 255 so 

that small changes in the measured values can be seen with the naked eye. Also, real time data 

plotting enable quick monitoring of changes in the signal during the experiment. Fig. 3.14 

Fig. 3.13  Schematic of the device measurement setup and PC interface. 
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Fig. 3.14  Screen capture of program operation using the 176 x 144 pixel array image sensor. 
The position of five pixels can be set independently and is shown in Image 1 (Raw Image). 
Image 2 is the image captured at program initialization. Image 3 shows the inverted image 
where Image 2 is subtracted from Image 1. The image shows a hypodermic tube attached to the 
image sensor captured in air as shown in the microphotograph on the far right. 

1. Raw Image 2. Background Image 3. Inverted Image

250 µm

1. Raw Image 2. Background Image 3. Inverted Image

250 µm
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shows a typical output from the program operation. 

3.3.2 Light sensitivity 

The photosensitivity of the image sensor operating in the pulse modulation mode is 

measured by using the same procedure as described in §3.2.2. The measured result is shown in 

Fig. 3.15. A comparison with the photosensitivity of a single photodetector (Fig. 3.5) shows that 

the measurable dynamic range is reduced by 3 decades. This is due to the fact that each pixel on 

the image sensor array is scanned and its output was read out individually. In the digital output 

operation, a single frame consists of only 1-bit information. In order to display 255 gray levels, 

a minimum of 256 frames need to be captured. The combination of row scan and accumulation 

of the frames amounts to an increase in required imaging time of about 3 orders of magnitude. 

This can be unacceptable long for imaging purposes. As explained in Chapter 2, the output from 

the pixels on the array can be read out at a constant rate whereby the analog current output is 

used, or by comparing the photodiode voltage of each pixel as in the pulse modulation sensing 

mode. In the former, the output resolution will be determined by the performance of the A/D 



converter. This configuration can be used to improve the imaging frame rates. The disadvantage 

of this method is the requirement of additional off-chip circuitries. On the other hand, the 

advantage of using pulse modulation mode is single chip operation. However, the trade off for 

this method is the longer frame time. Nevertheless, it has been shown that a 64 × 64 image array 

operating in the pulse modulation mode can be useful for static fluorescence imaging in a 

previous work [11, 12]. In order to achieve a reasonable frame time, the image sensor operating 

with analog output is used this work. 

3.3.3 On-chip Imaging Resolution 

An investigation on the imaging resolution capability for on-chip imaging was performed. 

On-chip imaging configuration refers to the operation of image sensor with the sample in 

contact with the sensor without additional use of other optical elements as described in Chapter 

2. This is to determine the minimum resolvable pattern during in vivo imaging in the brain. In 

Fig. 
modulation. 

3.15  Photosensitivity measurement from image sensor at 470 nm operating in pulse width 
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Fig. 3.17  (A) Mask pattern images at various opaque gel thickness, and (B) plot of difference in 
image hole diameter to true diameter at different gel thickness. 
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Fig. 3.16  Experimental setup used to determine on-chip imaging resolution. 
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Fig. 3.18  Light from the two point light source is diffused and scattered in the phantom before it 
reaches the image sensor. The minimum resolvable pattern is given by Rayleigh’s criterion when 
r is reduced such that the images overlap as shown. At this point, r =∆d 
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the experiment, a brain tissue phantom (see §4.3 for details) was used. A 50 µm thick stainless 

steel mask consisting of holes 100 µm in diameter with 150 µm pitch was placed on top of the 

phantom medium of different thickness. Uniform 470 nm monochromatic light was irradiated 

from above. The experimental setup is shown in Fig. 3.16. The imaged pattern at different 

thickness is shown in Fig. 3.17 (A). The edge of the holes is determined from the binarized 

image obtained by the threshold operation at the mid-level of full 255 gray scales. The hole 

s across the hole. The hole diameter is 

calculated based on the pixel size of 7.5 µm. The difference between the imaged hole diameter 

and the true diameter (100 µm) at different gel thickness is plotted in Fig. 3.17 (B). From this 

plot, it is observed that about 28 % increase of the true size of a light source as irradiated from 

the mask holes is observed when the light is scattered and diffused through the 500 µm thick 

phantom medium. The minimum resolvable spatial resolution can be deduced from the 

experimental data based on the Rayleigh’s criterion as shown in Fig. 3.18. From the 

experimental result, it is shown that for a 500 µm thick slice, the minimum resolvable pattern is 

about 28 µm (an increase of 28% for a 100 µm hole pattern). This represents a four fold 

decrease in imaging resolution as the pixel size is 7.5 µm. However, even at this resolution, it is 

still sufficient for in vivo observing of neuronal assemblies such as the hippocampus which has 

diameter d is then measured by counting the pixel
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size in the mm order. 

 

3.4 Packaging for On-chip Fluorescence Imaging 

As described in §3.2.3, fluorescence detection using a photosensor was performed by 

limiting the amount of excitation light onto the photodiode while maximizing the amount of 

fluorescence emission onto the photodiode. The same method, however, cannot be applied for 

an array of photosensors. For fluorescence imaging, especially for the on-chip imaging 

configuration, we have adopted the use of a color filter that selectively filters out the excitation 

light that is directly incident onto the image sensor. This color filter is spin-coated onto the 

image sensor as described below. 

A bare image sensor chip as thin as 150 µm was used. The chip was bonded to a 100 µm 

thick flexible polyimide substrate. The substrate has pre-printed conductive wiring for 

interfacing between the chip and the measurement equipment. It has to be flexible and 

biocompatible for the surgical insertion of an embedded sensor device into the living body. The 

bonding pads on the chip were then wire-bonded to the polyimide substrate and the chip was 

then sealed in an optically transparent and water-proof epoxy resin film to protect it from the 

biological environment. Finally, a color filter is spin-coated onto the sensor device. The filter is 

intended to block off the excitation light allowing only the fluorescent emission to reach the 

image sensor. The thickness of the fully packaged device is about 350 µm while its width is 

about 2.7 mm as shown in Fig. 3.19. The entire device including the substrate is as light as 0.3 g 

making it suitable for embedding into small animals such as a mouse. 

3.4.1 Packaging Method 
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Fig. 3.19  (A) Fully packaged chip coated with blue filter. Inset shows zoomed up view of image 
sensor. (B) Diagram of the cross sectional thickness profile is shown at the bottom. 
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The packaged device was tested for more than 3 months and found to be functional without 

degradation in performance. This indicates that this packaging technique is suitable for chronic 

in vivo experiment. This is important when continuous recording in animals is required for an 

extended amount of time. Although the present device has not undergone extensive 

biocompatibility tests, acute experiments performed using devices developed with a similar 

packaging technique have shown successful operation in various biological environments 

[13-15]. As biocompatibility issues have not been fully studied, further work is needed in this 

area. 

3.4.2 Filter and Fluorophore Spectrum 

or filters are used for filtering the excitation light. A red filter which enables the Two col

light above 600 nm to pass, and a blue filter which allows the 460 nm light to pass through 

relatively unattenuated. These filters offer high selectivity for the fluorescence emission of 

wavelength λ [nm]

40 800

Fig. 3.20  (A) Comparison between red filter transmittance spectrum and DiA fluorescence 
spectrum. (B) Comparison between blue filter transmittance spectrum and AMC fluorescence 
spectrum. 
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 63

4-(4-(dihexadecylamino)styryl)-N- methylpyridinium iodide (DiA Molecular Probes, USA) and 

7-amino-4-methylcoumarin (AMC, 3099-v Peptide Institute, Japan) as shown in Fig. 3.20. 

Application of multiple coating of the filter results in a decrease of the transmittance of 

excitation light. Using this process, a minimum transmittance of -44 dB which is comparable to 

discrete filters used in fluorescence microscopes was achieved. Also, by defining the 

signal-to-background ratio (SNB) as the ratio of transmitted fluorescence light at 470 nm to 

transmitted excitation light at 365 nm, a graph showing its relationship to the filter thickness is 

plotted in Fig. 3.21. From this result, it is seen that the SNB increases with the thickness of the 

filter. 

Fig. 3.21  Transmittance of fluorescence and signal-to-background ratio measurement as a 
function of the filter coating thickness. 
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3.4.3 Fluorescence Detection Sensitivity 

Using the packaged device which is coated with blue resist, we measured its 

photosensitivity and fluorophore detection sensitivity. The photosensitivity of the image sensor 

is measured using a monochromatic light source of wavelength 470 nm. This wavelength is 

used as it represents the peak wavelength of the AMC fluorophore emission which is 

comparatively unattenuated by the filter. Fig. 3.22 (A) shows the characteristic sensitivity 

profile as the light intensity and the frame time of the image sensor are varied while Fig. 3.22 

(B) shows the same result when the signal level is plotted against light intensity at various frame 

times. It is observed that the sensitivity of the image sensor increases with frame time at the 

lower light intensity region. This implies that low light intensity resulting from low fluorescence 

can be measured with the higher sensitivity by increasing the frame time. In the experiment, the 

analog current output from the chip is used. The output is measured as the digitized photodiode 

es from the output of the A/D 

converter and are shown as signal level without units. 

Finally, the fluorescence sensitivity of the image sensor was measured. Due to the fact that 

the static measurement of the fluorophore is made, the image sensor was operated in pulse 

modulation mode. This enabled more rigorous quantification of the image sensor characteristic. 

For the fluorescence sensitivity measurement, a fluorescence reference standard AMC solution 

was used. Pure water was used to dilute the original (stock) 10 mM AMC solution forming 

via a microtube. The microtube reduces evaporation rate of the AMC solution compared to 

voltage. These voltages represent the 12-bit (0 to 4095) valu

AMC solution of various concentrations. These were introduced onto the surface of the device 

injection directly onto the sensor surface. This enabled stable readings to be taken for a 

prolonged measurement period. The excitation light was provided by a 500 µm PMMA light 

fiber with one end coupled to a 350 nm light bandpass-filtered light from an Hg lamp light 
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Fig. 3.22  (A) Photosensitivity of packaged image sensor with 470 nm illumination light for 
various frame times, and (B) an increase in frame time results in higher integration time thus 
enabling higher sensitivity measurement at the low light intensity region (legend in the graph 
refers to frame time in ms). 
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source. Fig. 3.23 (A) shows the device used in the experiment and Fig. 3.23 (B) shows the 

fluorescence sensitivity measurement result. From the result, capability of the image sensor for 

measuring AMC concentration down to 1 µM is confirmed. By using eq. (3.4), close fitting can 

be obtained as,  

 
( )2.473

6854.8 ,dt =  (3.8) 

where, t  is the output signal in ms, and C is the AMC concentration in µM. The fitting 

parameters α, β, and γ are 6854.8 ms, 0.0028 µM

1 0.0028C+

d

 

3.5 Discussion 

The CMOS photosensor sensitivity for light detection was shown experimentally in §3.2.2. 

A macro model was developed to explain the photosensitivity measurement. The argument 

presented has three important implications. First, eq. (3.1) represents an accurate macro model 

describing the CMOS photosensing characteristic. This is confirmed and verified by the 

experimental measurement data. Second, the proposed eq. (3.4) is a suitable fitting equation for 

eq. (3.1), and hence can be used as a measure for quantifying the various unknown parameters 

without performing experiments. As shown in eq. (3.4), the model is also appropriate for 

-1 and 2.473, respectively. Because the same 

fitting equation is used, this shows a direct correlation between the fluorescence emission and 

photogenerated current. The increase in the value of γ shows the reduced dynamic range of the 

image sensor compared to measurement using a single photosensor as expected. From this result, 

it can be concluded that, the measured output signal is directly proportional to the incident light 

intensity. And that the light intensity is related to the fluorescence signal in a linear fashion. 

Hence, an increase in signal from the actual measurement can be used as a measure of the 

amount of fluorophore. 
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Fig. 3.23  (A)  Experiment setup for fluorophore sensitivity measurement showing the imaging 
device with attached microtube and excitation light provided by the tip of a 500 mm PMMA light 
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fiber. Right images show (a) captured image with halogen lamp lighting, (b) captured image with 
fiber light illumination only. (B) AMC fluorescence sensitivity measurement using image sensor. 
The device was operated at a frame rate of 0.16 fps. 



analy

nsitivity and bandwidth of CMOS image sensors [16-22], further improvement can be 

expected. One way of increasing the frame rate is by implementing parallel and multiplexed 

signal read-out. Furthermore, by reducing the imaging region to a smaller region of interest also 

imag

 

3.6 Summary 

A CMOS photosensor was evaluated for the fluorescence detection capability. Using 

photosensing in the pulse modulation mode, a high temporal resolution with a wide dynamic 

range has been verified. It was found that the photosensor is capable of detecting light intensity 

of 1 nW/cm2 with a dynamic response of 120 dB. A macro model equation was developed for 

understanding the photosensing mechanism. When used to measure the fluorescence of AMC, it 

was found that the photosensor is able to detect a minimum AMC concentration of 1 nM. In 

zing the characteristics of the image sensor in fluorescence imaging. This is important 

when characterizing a new light source for light intensity linearity. Finally, by employing this 

understanding of the CMOS photosensor, optimization for highest sensitivity can be achieved 

without exhaustive iterative design and testing. Hence, future work in CMOS image sensor will 

benefit greatly from this study. 

The image sensor architecture that is developed can be improved in terms of the device 

sensitivity and the imaging frame rate. Given that many schemes have been reported to increase 

the se

ing frame rates can be improved [23, 24]. Sensitivity can be increased by increasing the 

fill-factor of the pixel using deeper sub-micron fabrication technology. Also, work leading to 

optimized photosensing architecture for weak-light sensing has been reported [25-27]. 

order to implement high spatial resolution imaging, a 2D array of photosensors is designed and 

fabricated. Currently the pixel size is 7.5 µm, and thus the image sensor is expected to provide a 
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theoretical spatial resolution of similar dimensions. Further investigation shows that on-chip 

imaging of inside a turbid medium reduces the imaging spatial resolution. It was found that light 

scattering in the phantom medium does not reduce the image resolution considerably if the 

imaging depth is kept below 500 µm. When implemented on such a CMOS image sensor, it is 

realized that the pulse modulation photosensing mode operates at a comparably low frame rate. 

By utilizing the analog current output and implementing off-chip A/D conversion, an order of 

magnitude improvement in the imaging frame rate was achieved. Also, by developing a novel 

packaging technique for the image sensor, an on-chip fluorescence imaging device was 

developed. The device was evaluated for fluorescence sensing and measurement. The fully 

packaged imaging device is used to demonstrate in vitro and in vivo imaging of the mouse brain 

as will be described in the next chapter. The main objective of this work is to show that by a 

CMOS image sensor can be applied to fluorescent imaging, and this work has led to the 

le of on-chip fluorescence imaging. This has paved the development of a device that is capab

way for further development in the image sensor design. Potential applications for the imaging 

device include integration with other systems like microfluidic devices for rapid chemical 

analysis. 
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4 Chapter 4 

In vitro and In vivo Fluorescence Imaging 

In this chapter, I describe the application of a packaged CMOS image sensor for in vitro and in 
vivo imaging. The 176×144-pixels (QCIF) CMOS image sensor fabricated and described in the 
previous chapter is used for this purpose. I demonstrated in vitro on-chip fluorescence imaging 
of a 400 µm thick mouse brain slice detailing the hippocampus. A morphological study using the 
image sensor compares favorably to the image captured by conventional microscopes. In order 
to study in vivo imaging, I also developed a brain phantom media. The medium has mechanical 
rigidity and optical property similar to the mouse brain. Feasibility of imaging the released 
fluorophore inside the phantom medium was demonstrated. It is shown that light scattering in 
the phantom medium does not reduce the image resolution considerably, if the depth is kept 
below 500 µm. Also, in situ fluorophore measurement shows that detection through the turbid 
medium up to 1 mm thickness is possible. Finally I have successfully demonstrated imaging 
deep into the hippocampal region of the mouse brain where quantitative fluorometric 
measurements was made. Although the device is designed specially for in vivo imaging of the 
mouse hippocampus to study its neuronal activity, a wide-range of applications are foreseen in 
the biomedical and pharmaceutical fields. 
 
Keywords:  CMOS image sensor, fluorescence, imaging, in vitro, in vivo, fluorometric, brain 

Equation Chapter (Next) Section 1 
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4.1 Introduction 

al and non-sacrificial methods. In vitro and in vivo imaging 

repre

e subject 

to be perfectly still during imaging. Compared to those methods, non-sacrificial but invasive 

methods enable chronic measurement of the living animal where injury the subject is minimized 

during observation. These methods include the use of electrodes and optical fibers. I focus our 

work

Bioimaging forms a subset of biosensing methods which are applied for studies in the 

biological world [1, 2]. As shown in the chart in Fig. 4.1, methods for biological imaging can be 

further classified into sacrifici

sents the opposite ends of the spectrum for these methods. Tissue slice is found where 

sacrificial methods are employed. From the tissue extracts, chemical composition can be further 

determined by using Fourier Transform Infrared Spectroscopy (FTIR), or Mass Spectrometry 

(MS). On the opposite end of the spectrum, non-sacrificial methods like functional magnetic 

resonance imaging (fMRI), positron emission tomography (PET), and optical tomography (OT) 

are widely used in the medical field for their diagnostic capability in studying the living body. 

These tools are the preferred method for imaging animals and are non-invasive and cause almost 

no injury the subject being studied. However, these tools are expensive and require th

 in this area. Our approach is to use a CMOS image sensor for imaging. 

Of the all living tissues, the brain must be the most studied due to our fascination with its 

functions and complexity since antiquity [3]. Efforts to unravel the secrets of the brain have led 

to the development of many imaging methods. Table 4.1 lists some of the existing brain imaging 

methods. Of these methods, the combination of in vitro and in vivo imaging with fluorescence 

methods has brought about great advances in this area. Currently, the tools available for 

fluorescence study are still limited to fluorescence microscopes. Many researchers have resorted 

to sacrificing an animal in order to study changes deep inside the structural layers of the brain. 
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These methods involve staining live animal brains and extracting the brain for further study 

under the microscope. The limitation of this method is obvious, as data collected using these in 

vitro studies represent discontinuous stages whereby correlation between animal behaviors and 

functional activities that occur in the brain proves to be difficult and time consuming. Recently 

efforts to miniaturize these conventional microscopes have led to development of devices small 

enough to image the brain of small animals [5, 6]. However, due to the limitation of photon 

penetration depth into biological tissues, these devices cannot image deep inside the brain. 

Optical tomography has shown promise in imaging live animals but is limited to imaging of 

shallow depths below the surface and requires immobilization of the animal [7, 8]. Recently, 

light fiber for recording of intracellular calcium changes in deep brain structures had been 

reported [9, 10]. However, this method lacked 2D imaging capability in the spatial domain. The 

use of a bundled fiber for imaging is not an option as this will lead to severe damage and injury 

to the subject during invasive imaging of small animal brain. 

Realizing that development of an alternative method for in vitro and in vivo real-time 

Fig. 4.1  Application using CMOS image sensor compared to current in vitro and in vivo 
imaging techniques 
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Table 4.1  Comparison among existing brain imaging techniques [4]. 
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In this chapter, work leading to the development and verification of a CMOS imaging 

for f

verif , much work was done to verify the 

suita . Successful verification 

brain

measured fluorescence in real time inside the intact mouse brain. This was accomplished by 

usin ddition to the 

injec

 

4.2 Experiment

bio-molecular interactions. This work focuses on the application of a CMOS image sensor for 

fluor  the CMOS image sensor for 

in vi

sensor for in vivo imaging. Apart from that, in vitro imaging using the device is also 

dem

device for in vivo imaging of the brain is presented. This includes a choice of the reaction model 

luorescence detection in the brain, and development of a brain phantom for in vivo imaging 

ication and in vitro brain slice imaging. Initially

capability of the imaging device in the in vivo environment. This was performed by using a 

ble enzyme assay inside a specially prepared brain tissue phantom

of this motivated me towards actual in vitro and in vivo imaging experiments involving the 

 of the mouse. As described in this chapter, I have successfully imaged and quantitatively 

g the reaction model involving the serine protease fluorogenic substrate. In a

packaged device in Chapter 3, the imaging device was modified to include a microtube for 

tion of substrate in the brain. 

al Methods 

As explained in Chapter 3, fluorescence imaging is a high specificity method for studying 

escence imaging. The final aim is to demonstrate viability of

in vivo fluorescence imaging. In order to achieve this aim, experimental work progresses from 

vo verification using a brain tissue phantom which leads to the use of the CMOS image 

onstrated. 
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4.2.

excitable fluo

a lip

staining of

wav

enable the lights to penetrate deeper ). 

water soluble fluorophore substrate 4-methylcoumarin-7-amide (MCA) derivative. When used 

to prepare peptidase substrates, the amide has shorter wavelength absorption and emission 

spectra compared to the hydrolyzed amine (AMC) product [11]. This forms the basis for 

fluorometric studies using AMC derived substrates. The amine product when excited at 365 nm 

emits fluorescence with a maximum wavelength of about 470 nm. Two different reaction 

models were used to verify in vitro and in vivo imaging of the mouse brain.  

4.2.2 AMC-derived substrate for functional study of serine protease 

It has been established that serine protease plays a role in synaptic plasticity in the brain. 

And that brain plasticity is the basis for the brain memory and learning functions. The major 

intrinsic circuitry of the hippocampus consists of an excitory trisynaptic cascade of the dentate, 

CA3 and CA1 subregions. The expression of serine protease in the brain follows the mechanism 

as shown in Fig. 4.3. The most studied serine protease is the tissue-type plasminogen activator 

(tPA) [12]. In the normal brain serine protease is expressed naturally following certain neuronal 

1 Fluorophore used in Brain Imaging 

In imaging of the brain, a number of fluorophore species are used. In particular, the UV 

rophore, 7-amino-4-methylcoumarin (AMC) and the longer wavelength excitable 

fluorophore, 4-(4-(dihexadecylamino)styryl)-N-methylpyridinium iodide (DiA) are used. DiA is 

ophilic fluorescent dye which diffuses laterally within the plasma membrane, resulting in 

 the entire neuronal cell. Here, it is used as a generic staining dye to discern the brain 

structure, especially the hippocampus. Its peak excitation (absorbance) and emission 

elengths are 456 nm and 590 nm, respectively. These comparatively longer wavelengths 

 inside the brain (see Chapter 2

AMC is a versatile molecule which is used in combination with other molecules to form a 
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Fig. 4.3  Diagram of hippocampus structure (right hemisphere) showing its intrinsic trisynaptic 
connections. Fibers from the enthorhinal cortex (Ento) project through perforant path (pp) to the 
dentate gyrus (DG); granule cells from the DG project to the CA3 region, which in turn projects to 
the CA1 region; pyramidal cells from the CA1 region then project to the subiculum (SB), which 
then projects back to the entorthinal cortex. At the CA3 to CA1 cell synapse, the following 
molecular events is believed to take place; first, KA ligands to KA receptor ion channel which 
then opens to let Na+ into the cell. This depolarizes the cell which then opens the voltage-gated 
Ca2+ channel (or NMDA receptor). This causes postsynaptic excitation which then leads to 
activation of serine protease via Ca2+ signalling mechanism. 
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stimulations. However, this can also be induced artificially using kainic acid (KA). It has been 

shown that tPA expression induced in such a way causes epileptic seizures in normal mouse [13]. 

Ano

4.2.3 QGSK-MCA: The 1st Reaction Model 

tic plasticity in the 

hipp

ther form of serine protease, neuropsin (NP, also known as Kallikrein-8, Brain Serine 

Protease-1, or neurotrypsin, etc) is believed to play a role in plasticity of the brain [14, 15]. 

While tPA can be found in the entire brain, NP is relatively localized in the hippocampus only. 

Two types of reaction models are used to study these serine proteases. One involves the use of a 

synthetic fluorogenic substrate with a QGSK oligopeptide and the 4-methylcoumarin-7-amide 

(MCA) fluorogenic derivative. This substrate identified as QGSK-MCA is used as a substitute 

material to simulate NP activity in vitro. Because QGSK-MCA can be used as a surrogate 

material to study NP activity in vitro, this reaction model is a convenient tool when used for in 

vivo fluorescence imaging verification. The other reaction model uses the 

Boc-Val-Pro-Arg-4-methylcoumarin-7-amide (VPR-MCA) and Pyr-Gly-Arg-4-methylcou-

marin-7-amide (PGR-MCA). These substrates are used to detect the presence of tPA and NP in 

vivo. 

The serine protease, neuropsin is believed to play a major role in synap

ocampus. Neuropsin is secreted into the extracellular space in an inactivate precursor form 

and is activated by the processing of a 4-amino acid peptide (QGSK) after its release. NP is 

believed to be activated by an unidentified NP activator (NPA) after theta-burst stimulation in 

the hippocampus. In this study, a synthetic fluorogenic substrate, QGSK-MCA is used to 

simulate neuropsin. Detection of this substrate is performed by treatment with a peptidase, lysyl 

endopeptidase (lys-C) which cleaves the peptidal bond, hence releasing the fluorometrically 

detectable aromatic amine, AMC as shown in Fig. 4.4. In a separate experiment, it was found 
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Fig. 4.4  Cleaving of synthetic substrate, QGSK-MCA by lysyl endopeptidase releases AMC 
which can be detected fluorometrically. 
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that this substrate has similar response to NP in its activated state whereby it was specifically 

combination with lys-C to serve as a convenient enzyme assay whereby imaging and 

e course of 

cleaved by lys-C in vivo. Due to its highly fluorescence product, this substrate is used in 

quantitative measurement can be made. A specially prepared brain tissue phantom medium that 

can be used as an in vitro surrogate for in vivo brain tissues is developed as the platform for 

verifying fluorescence from the released AMC can be detected using the CMOS image sensor. 

4.2.4 VPR-MCA and PGR-MCA: The 2nd Reaction Model 

VPR-MCA and PGR-MCA are highly sensitive detectors for the serine protease tPA and 

activated NP, respectively. Once the proteases are expressed cellularly as described in Fig. 3, 

they can be detected immediately using these fluorogenic substrates. The substrates are 

hydrolyzed by the presence of the specific serine protease, whereby the AMC amine is 

released.as shown in Fig. Fig. 4.5.  Fluorometric detection of AMC can then be used as a 

measure of the presence of the serine protease. It has been known that the expression of the 

serine protease can be induced artificially using KA. However, current methods employed to 

study the effect of KA induced serine protease activity does not allow the exact tim
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Fig. 4.5  The presence of tPA and NP causes the PGR-MCA and VPR-MCA substrates to 
release the AMC molecule which can be detected fluorometrically. 
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the events to be ascertain. Hence, development of a method to verify these events in real time 

would be greatly beneficial. Here, detection of serine protease in vivo is used as a model 

reaction to validate and verify the capability of the CMOS imaging device for generating useful 

4.3 Brain Tissue Phantom 

results with regards to the function study of the brain. This study will be used as a platform to 

enable other work where molecular signaling pathways including brain plasticity can be 

independently verified. 

 

In order to simulate the imaging condition inside the brain, a brain tissue phantom medium 
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is developed. In this work, the phantom medium is used with the first reaction model as 

desc

4.3.1 Development of Brain Tissue Phantom and Comparison with Brain Tissue 

 was decapitated under urethane anesthesia and the brain was 

quickly removed and immersed in ice-cold artificial cerebrospinal fluid (ACSF) containing the 

following (in mM): 127 NaCl, 1.6 KCl, 1.24 KH2PO4, 1.3 MgSO4, 2.4 CaCl2, 26 NaHCO3, and 

10 glucose. It was then cut into coronal slices of 400 µm thickness with the linearslicer. The 

slice

igh power in the UV wavelength region. The wavelength was scanned from 350 

nm to 700 nm. The beam size was kept much smaller than the sample area to prevent side 

ribed in §4.2.3 to simulate in vivo imaging conditions inside the mouse brain. 

The phantom medium prepared from agarose gel (Agarose S Nippon Gene, Japan) and 

skim milk (Snow Brand Milk Products, Japan) was used. A bulk gel block with a 1% agarose 

gel content was prepared by dissolving the gel in Tris buffer solution (pH7.5 100 mM). The 

content of skim milk in the gel was varied from 1% to 20%. In preparing the gel, vigorous 

shaking is required to ensure that the colloidal mixture of milk in the gel is uniform. The 

hardened gel block was then sliced into 400 µm thick slices by using a linearslicer (DSK-Pro7 

Dosaka, Japan). 

For comparison, brain samples from adult male ddY mice (SLC Co., Hamamatsu, Japan; 9 

weeks old) were used. The animal

s are fixed in 4 % paraformaldehyde in 0.1 M phosphate-buffered saline (PBS), and then 

washed with 0.1 M PBS. The slices of interest from the caudal diencephalon region were 

selected. From these slices, the transmittance of the gel and the brain slices was measured. A 

total of five brain slices were measured and their values averaged. 

A collimated beam from a monochromator (M10-T Jasco, Japan) using a mercury lamp 

light source (VB-L10 Keyence, Japan) was directed onto the slice. The lamp was used due to 

the relatively h
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Fig. 4.6  (A) Transmittance spectrum of 400 µm thick phantom medium for various skim milk 
content. (B) Transmittance at 365 and 460 nm for 400 µm thick gel with various skim milk 
content. Comparison with brain transmittance at the same wavelengths shows that a skim milk 
content of 6.4 ± 0.2% enables a closest fit. 
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(boundary) effects but large enough to avoid microstructures in the tissue. The beam emerging 

from the opposite side of the slice was collected by a photodetector (S2281 Hamamatsu, Japan) 

and the photocurrent measured using a picoammeter (6514 Keithley Instruments, USA). The 

ratio between the photocurrent corresponding to the incident light and the emitted light was 

calculated for the entire scanned wavelength to obtain the transmittance spectrum. The 

transmittance spectrum for the gel and brain slices are shown in Fig. 4.6 (A). The readings 

within the measurement range shows that the transmittance of the phantom media varies in 

accordance to that of the brain slice as the wavelength increases. This verifies that the phantom 

medium can be used as a substitute for the brain in the subsequent experiments. When the 

transmittance values were plotted for different skim milk content as a parameter of the two 

wavelengths 365 and 460 nm corresponding to the maximum absorbance and emission 

wavelength of AMC respectively, a milk content of 6.4% with offset of about ± 0.2% is found to 

give the same transmittance value as that of the brain as shown in Fig. 4.6 (B). 

4.3.2 Verification for In vivo Imaging 

The purpose of performing in situ AMC imaging is to ascertain if the released AMC from 

the QGSK-MCA substrate can be detected by the image sensor. This will verify feasibility for in 

vivo biofluorescence imaging. Initial experiments which determine the dependence of the gel 

thickness were performed. This will give an indication for the optimal distance between the 

temperature. 

fluorescence source and the imaging device. Next, the lys-C concentration was varied to 

determine the minimum detectable level for a given experimental condition. Finally, using the 

information obtained, verification of in vivo imaging was performed using a mock-up system to 

mimic the imaging condition inside the brain. All the experiments were performed at room 
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Light propagation in biological tissues plays an important role in optical imaging. Due to 

the fact that a shorter light wavelength is more strongly diffused and scattered in the turbid 

medium, the optical fiber was positioned relatively far (1.5 mm) from the surface of the imaging 

device. In this position, the excitation light from the fiber was diffused and illuminated the 

entire image sensor surface. As the fluorescence emission light falls in the longer wavelength 

region, it is less likely to be scattered and therefore the fluorescence image will likely remain 

sharp. However, it was shown that superposition of fluorescence images results in image 

blurring. This problem is less pronounced for thin slices with thickness of less than 500 µm. For 

imaging in a bulk material, the problem may require a more complicated solution. One way to 

address this issue is by using a scanning light source and performing image reconstruction 

similar to the method employed in optical diffusion tomography. This way, a 3-D volume 

fluorescence image can be acquired [8]. The scanning light source can be realized using a 

bundled fiber and a fiber switch system to relay light or by mechanical scanning as 

demonstrated elsewhere [5]. In the current setup, by limiting the distance between the single 

fluorescence light source and the imaging device, imaging in the bulk material was 

demonstrated and quantitative data obtained. 

i) Gel Thickness Dependence 

In this experiment, two variables were studied; clear gel (agarose without milk content), 

and opaque gel (phantom medium) thickness. The first experiment involving clear gels served 

as visual verification of the fluorescence emission for the subsequent experiments using the 

opaque brain phantom. Because fluorescence light could be visually identified using a separate 

sensor and also by the naked eye. It was confirmed that the enzyme assay produced the desired 

fluorescence signal from the AMC. This served as the basis that can be 
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Fig. 4.8  Comparison between images captured by CCD and CMOS image sensor during in 
situ AMC detection. Images show gradual increase in spot size as the lysyl endopeptidase 
diffuse into the gel and reacts with the QGSK-MCA substrate to release AMC. Images for clear 
gel of thickness 1 mm are shown. Time (in s) after spotting of lys-C is shown on bottom left of 
each image. 
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Fig. 4.7  (A) In situ detection of AMC fluorescence using gel of different thicknesses. (B) Image 
of glass capillary positioned close to the imaging device used in the experiment. The capillary tip 
diameter is about 10 µm. 
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used as a comparison for the subsequent experiments. In this experiment, 1% clear agarose gel 

with 0.1 mM QGSK-MCA was prepared. Because high temperature will denature the enzyme 

substrate, the pre-hardened agarose gel was left to stabilize at 45oC before addition of the 

QGSK-MCA solution. The phantom media of different thickness was placed under the clear gel. 

The stacked gel with a size of about 1 cm2 was then placed onto the imaging device. The 

uniform excitation light from a 120 W mercury lamp filtered at 365 nm was illuminated onto the 

gel slice. The experimental setup is shown in Fig. 4.7. A glass capillary was used to spot a 

droplet of 1 mg/ml lys-C (Wako Pure Chemical Industries, Japan) onto the gel surface 

positioned directly on the center of the image sensor array. The capillary was positioned using a 

tri-axial micropositioner capable of 0.01 mm resolution. 

In this experiment, the thickness of clear gel d1 was varied from 300 to 2000 µm. The AMC 

fluorescence signal was measured and recorded after spotting of lys-C onto the gel surface. 

spot was due to the fluorescence of the released AMC. The signal from the image sensor was 

ing after a maximum value as shown in Fig. 4.9 (B).  

 the next experiment, the thickness of the phantom medium d2 was varied from 0 to 1000 

µm, while keeping d  at 1000 µm. Because the phantom medium does not contain QGSK-MCA, 

this experiment gave an independent measurement for the thickness variable only. The spotting 

expe

Immediately after spotting of lys-C, a bright spot on the gel surface was observed. This bright 

recorded at 5 different positions within the center of the array and the values were averaged. The 

frame time was set at 0.17 s. The fluorescence spot size was observed to grow with time. This 

was captured by the image sensor device as well as a CCD camera (VB-7010 Keyence, Japan) 

as shown in Fig. 4.8. The signal for different gel thickness as time progress is shown in Fig. 4.9 

(A). When the signal at 200 s is plotted, the plot shows an increasing signal as the thickness 

increased before decreas

In

1

riment was then repeated, and imaging was performed at a frame time of 1.62 s. Fig. 4.9 

 88



 

Fig. 4.9  (A) Signal from image sensor as a function of time for different clear agarose gel 
thickness d1, and (B) signal level for various gel thickness 200 s after lysyl endopeptidase 
spotting. (C) Measured signal for different phantom medium thickness d2, and (D) signal level for 
various phantom thickness 200 s after lysyl endopeptidase spotting. 
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(C) shows the measured result as time progressed. When the signal at 200 s is plotted, the 

resulting plot shows a monotonous decrease in signal level as the thickness of the phantom 

medium increases (Fig. 4.9 (D)) with the maximum signal level at zero thickness. 

ii) Lysyl Endopeptidase Concentration Dependence 

Another experiment was performed to determine the minimum lys-C concentration for 

AMC fluorescence detection. In this experiment, a 1000 µm thick clear gel was used. Two 

different frame times were used to image the experiment; a faster 0.1714 s frame time and a 

slower 1.615 s. The increase in AMC fluorescence signal was captured over time and the signal 

level at 200 s is plotted in Fig. 4.10. It is observed that the detection sensitivity for the slower 

frame time is higher as indicated by the steeper slope. This confirms that the image sensor 

sensitivity can be tuned by changing the frame time. From the result, it can be concluded that a 

lys-C minimum concentration of 0.01 mg/ml can be detected. 

 

Fig. 4.10  Graph showing lys-C concentration dependence. A decrease in integration time from 
0.1714 s to 1.615 s results in increase in sensor sensitivity thus enabling lower intensity 
fluorescence to be detected. 

lys-C concentration [mg/ml]
0.001 0.01 0.1 1 10

S
ig

na
l L

ev
el

, ∆
S

0

500

1000

1500

2000

0.1714 s 
1.615 s 

Frame time



iii) In vivo Imaging Verification 

 

In order to confirm that the sensor can be used for in vivo imaging, an experiment to 

simulate the imaging condition inside the brain was performed as shown in Fig. 4.11. In the 

experiment, a bulk phantom medium was prepared with 0.1 mM of QGSK-MCA in 6.4 % skim 

milk gel. A 500 µm diameter PMMA optical fiber was inserted into the phantom medium. The 

fiber edge was tapered at 30o to the fiber axis and polished to avoid damage to the sample 

, the tip of the fiber was brought to about 1.5 

mm 

 to the sensor as shown in Fig. 4.9 (D). However, there existed a minimum 

during insertion. Using a tri-axial micropositioner

from the edge of the image sensor. The filtered monochromatic light from the mercury lamp 

was coupled into the fiber. The measured output light power was about 20 µW at 365 nm. When 

the fiber was in position (at time t = -24 s, and distance 1.5 mm from the image sensor), the 

diffused light from the fiber light source could be clearly seen. The image was captured and 

background cancel operation was performed once. By doing so, subsequent changes in the 

captured image can be clearly distinguished. Next, another micropositioner was used to position 

the glass capillary such that the tip is about 150 µm from the device surface. This distance was 

determined from the fact that higher output signal was obtained by bringing the fluorescence 

source closer

Fig. 4.11  In situ AMC fluorescence imaging experiment in bulk phantom medium 
demonstrating in vivo imaging. 

image sensor

optical fiber
glass capillary

150 µm
1.5 mm

phantom 
medium

bulk 

2.5 mm

30o

image sensor

optical fiber
glass capillary

150 µm
1.5 mm

phantom 
medium

bulk 

2.5 mm

30o

 91



– 24 s - 12 s 0 s

5 s 100 s 200 s

400 s 600 s 1000 s

(A)

– 24 s - 12 s 0 s

5 s 100 s 200 s

400 s 600 s 1000 s

– 24 s - 12 s 0 s

5 s 100 s 200 s

400 s 600 s 1000 s

(A)

time t [s]

Si
gn

al
a

 92

Fig. 4.12  (A) Consecutive images from in situ AMC fluorescence imaging experiment. Image at 

Measurement time starts when image has stabilized with continuous background cancel and 
auto-balance operation, and (B) detected signal after lysyl endopeptidase injection inside the 
phantom medium. The signal shown is taken for the pixel with highest value. 

-24s shows light fiber in position and image at -12 s shows injection of lysl endopeptidase. 
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position before the capillary tip breaches the gel surface. It was found that a distance of 150 µm 

gave optimum and repeatable results. To prevent image artifact due to the initial contact of the 

capillary with the phantom medium which releases a small amount of lys-C onto the gel surface, 

a small air bubble was trapped at the tip of the capillary tube after dipping into lys-C. The 

concentration of lys-C used was 0.1 mg/ml. Once the lys-C was injected via a microsyringe (at 

time t = -12 s), the background cancel operation was repeated, and the image and data recording 

started. The change in the fluorescence signal was monitored and captured continuously as time 

progressed. Imaging was performed at a frame time of 0.17 s. The captured images are shown in 

Fig. 4.12 (A). The images show an increase in the recorded signal as the lys-C reacted with the 

substrate and AMC was released in the same manner as observed for the gel slice experiment 

device is possible. 

 

4.4 Animal Imaging Protocol 

Experiments involving animals were performed in accordance to the guidelines laid down 

by the Nara Institute of Science and Technology which is based on the procedures approved by 

the Institutional Ethical Committee for Experimental Animals. 

4.4.1 In vitro Imaging 

A lipophilic fluorescent dye, DiA, was used in this experiment. Once applied to cells, the 

dyes diffused laterally within the plasma membrane, resulting in staining of the entire neuronal 

cell. DiA crystals with a grain size of diameter < 0.5 mm were inserted into both the left and 

right hippocampal regions using a glass micropipette. After the procedure, the skull was capped 

(Fig. 4.12 (B)). This experiment vefified that in vivo fluorescence imaging using the imaging 
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Fig. 4.13  Experimental setup for in vitro brain slice imaging experiment. 
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and the animal was returned to its cage and kept alive for 4 days prior to the imaging experiment. 

This was to allow sufficient time for transport of the dye into the neuronal membranes. The 

condition of the mouse was monitored for abnormal activities. After 4 days, the animal was 

decapitated under urethane anesthesia. The same procedure as described in §4.3.1 was used to 

slice the brain. The slice of interest from the caudal diencephalon region was selected for 

imaging. The prepared brain slice was then placed on the surface of the image sensor as shown 

in Fig. 4.13. Excitation light passing through a 488 nm filter from a mercury lamp was used to 

uniformly illuminate the sample. The image sensor was operated at 15 fps and lighting 

conditions were optimized. The slice was carefully positioned, allowing part of the CA1 and 

dentate gyrus (DG) areas of the hippocampus to fit within the image sensor array. The light 

captured by the image sensor originates from the fluorescence emitted from the slice. As a 

comparison, the image from the upside slice was captured using a CCD camera. 

4.4.2 In vivo Imaging 

Two separate in vivo imaging experiments were performed. The first experiment involves 
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Fig. 4.14  Photograph of apparatus for in vivo imaging experiment showing; (a) stereotaxic 
head holder, (b) image sensor device, (c) optical fiber, (d) teflon tube, (e) 5 axis micropositioner, 
(f) syringe pump. 
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Fig. 4.15  Diagram showing cross sectional view of mouse brain with fiber and image device in 
position (drawing not to scale). The device was inserted along the caudal diencephalon plane for 
imaging of the hippocampus. 
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imaging of the fluorescence dyed-brain 4 days after insertion of the DiA crystals. This 

experiment is used to verify capability of the imaging device for fluorescence imaging inside the 

brain. In the second experiment, I attempted fluorometric measurement of the physiological 

changes in the brain due to externally induced serine protease activity. This demonstration 

serves to prove the capability of the image sensor for in vivo functional studies of the brain. Fig. 

4.13 shows the experimental setup for in vivo imaging. 

For the first experiment, a packaged chip incorporating the red filter (see Chapter 3) was 

used. Four days after the staining procedure, the animal was anesthetized and positioned on the 

stereotaxic head-holder. The skull of mouse was exposed and cleaned, and a rectangular cranial 

window (3 mm × 2 mm) was bored on both the left and right sides of the skull. With the 

center of the chip positioned at 2.46 mm posterior and 2.0 mm lateral to bregma, it was then 

slowly inserted into the brain until the entire image sensor array reached the hippocampus as 

shown in Fig. 4.15. The exposed brain was externally illuminated with excitation light from a 
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120 W mercury lamp, filtered with a 470 nm filter. Due to the weak light conditions inside the 

brain, imaging frame rate was reduced to 5 fps to increase sensitivity. The captured images were 

constantly auto-balanced to stretch the contrast as the lighting condition varied appreciably 

during the experiment. After the experiment, the brain was removed into ice-cold 0.1 M 

phosphate-buffered saline (PBS) and coronally sliced to about 1 mm thickness. The region 

facing the image sensor was examined under a fluorescent microscope. 

For the second experiment, an additional syringe was required to inject a fluorogenic 

substrate close to the surface of the imaging array. A hypodermic needle (27G×3/4 Terumo, 

Tokyo) was used for this purpose. It was connected to a microsyringe (1001RN Hamilton, USA) 

via a Teflon tube. A syringe pump (CFV-2100 Nihon Kohden, Japan) was used to control the 

injection flowrate. Fig. 4.16 shows the fully fabricated device when used for the second in vivo 

imaging experiment. A mercury lamp (VB-L10 Keyence, Japan) was used as the light source. A 

bandpass filter (OP42311 Keyence, Japan) was used to selectively transmit monochromatic light 

at 367 nm with a 28 nm bandwidth, which was then coupled into a 500 µm diameter PMMA 

Fig. 4.16  Schematic showing cross sectional view of the device with electrical and fluidic 
connections. Inset shows top view of the hypodermic needle attached to the fully packaged 
CMOS image sensor. 
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Fig. 4.17  Cross sectional schematic showing position of fiber and image device in vivo 

of the hippocampus. 
(drawing not to scale). The device is inserted along the caudal diencephalon plane for imaging 

jacketed fiber (SK-20 Mitsubishi Rayon, Japan). The fiber was used to guide the excitation light 

into the mouse brain. It was found that the position of the fiber tip at a distance of about 1 mm 

from the sensor surface provides the optimum lighting condition. Due to scattering of light 

inside the brain, a fairly uniform illumination was obtained. The fiber tip was tapered at 30o 

from the fiber axis and polished for maximum delivery of light as well as to ease insertion into 

the brain. The measured output power was approximately 20 µW at a wavelength of 365 nm. In 

this experiment, the synthetic substrates VPR-MCA and PGR-MCA (3093-v and 3145-v 

respectively Peptide Institute, Japan) were used. A 1:1 mixture of 1 mM VPR-MCA and 1 mM 

PGR-MCA in 50 mM Tris buffer (pH 8.0) was prepared. This substrate solution was used to 

maximize the available fluorescence signal in the brain. The substrate was pumped at a rate of 

0.08 µl/min for one hour. KA was injected into intraperitoneally and transported by blood 

stream to the brain. Fifteen minutes after substrate pump started, 800 µl (20 mg/kg) of KA at 1 
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mg/ml concentration was injected. Serine protease activity was measured continuously for 5 

hours after the KA injection. At the end of the experiment, the brain was extracted, sliced and 

observed using a fluorescence microscope. During the initial stage where the imaging device 

was inserted into the brain, the image sensor was operated at a high frame rate of 10.8 fps. This 

enabled visual feedback at near video rate. Once the device was fully inserted into the 

hippocampal region, illumination was provided by excitation light from the fiber only. The 

frame rate was then dropped to a slower 3.85 fps to increase measurement sensitivity. Another 

experiment was performed as the control experiment where only the substrate is injected and 

changes in fluorescence signal measured. For detection of AMC fluorescence, the imaging 

device was coated with the blue filter. Fig. 4.17 shows the relative position of the fiber to the 

image sensor inside the mouse brain. 

 

4.5 Imaging and Measurement Results 

4.5.1 Morphological Study from In vitro Imaging 

Fig. 4.18 (A) shows the captured static images. From the image captured by the image 

sensor, the morphological features of the hippocampus can be observed. There is a bright spot in 

the center region caused by uneven thickness of the slice in that area resulting in high pixel 

values. A plot of the pixel values along the same section for the CCD image and the image 

captured by the CMOS image sensor is shown in Fig. 4.18 (B). From this plot, a clear 

correlation between the two images can be seen. The polymorphic layer (po) area which lies 

closest to the site of the embedded DiA crystal, thus most heavily stained, shows the highest 

pixel value. Next to it, a drop in the pixel value indicates the granule cell layer (sg). Further 

away, the molecular layer (mo) and stratum lacunosum moleculare (slm) show a corresponding 
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Fig. 4.18  (A) Brain slice image captured by CCD camera and image sensor (inset). (B) Pixel 
value plot of region of interest (dotted white line) showing correlation between the captured 
images. The different hippocampal morphologies can be clearly distinguished (stratum 
lacunosum moleculare, slm, molecular layer, mo, granule cell layer, sg, polymorphic layer, po).
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reduction in pixel values. The images taken by the CCD camera and the image sensor are not 

identical due to the fact that opposite sides of the slice are captured. For the image sensor, 

absence of focusing optics causes overlapping of fluorescence images onto the photosensing 

array. This inadvertently reduces the image quality. Furthermore, diffused and scattered 

fluorescence photons further away from the image sensor into the tissue contribute in a 

non-uniform manner to the background level which causes image degradation. The image 

quality, however, can be improved preparing a thinner specimen. 

4.5.2 

nt, although the 

ally and no artifacts from heartbeats were observed. This is one 

advantage of on-chip imaging as the sensor is in contact with the surface of the object resulting 

in no relative 

In vivo Structural Imaging 

In the first in vivo imaging experiment, the imaging device was slowly inserted into the 

dyed brain four days after insertion of the DiA-dye crystal. Fig. 4.19 shows successive images 

captured during the insertion of the CMOS image sensor into the brain. Initially, as the image 

sensor was inserted into the brain, the interface between the brain surface and air could clearly 

be seen. As the image sensor was inserted further, darker shades of the unstained region of the 

brain could be seen to move relative to the image sensor. When fully inserted, fluorescence 

emission from the stained region in the hippocampus was captured. The image of the 

hippocampus structure shows the darker molecular layer which is relatively unstained compared 

to the heavily stained CA1 region. A faint outline of the hippocampal fissure is also observed. 

At the end of the experiment, the brain was extracted and the slice facing the image sensor was 

observed under a microscope. It was confirmed that, injury to the brain during the imaging 

experiment was limited to the cortical area only. Also, throughout the experime

animal was breathing norm

motion. 
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Fig. 4.19  Successive real-time images during in vivo imaging experiment. (frame numbers are 
shown at bottom left corner). The top 3 images (frames: 130, 180, 230) show the start of 
experiment where the sensor chip start to penetrate the brain surface. The brain-air interface is 
clearly observed. The middle 3 images (frames: 1120, 1170, 1220) show insertion in progress. 
Movement through the cortex is verified by darker shades of unstained region of the brain. The 
bottom 3 images (frames: 1420, 1540, 1590) are the final images after the sensor chip has 
stopped at the hippocampus. 

 102



Although in vitro imaging of the brain slice easily showed the stained structure of the 

hippocampus, imaging inside the brain was somewhat more complicated. This is because 

fluorescence from the entire bulk stained region in front of the sensor is superimposed due to 

the external illumination light in which the entire brain area is bathed. As shown in Chapter 3, 

imaging inside the brain tissue phantom, light scattering does not reduce the image resolution 

considerably, if the imaging depth is kept below 500 µm. Hence by locating a light fiber close to 

the fluorescence source at about 1 mm, the diffuse excitation from the fiber can introduce 

uniform illumination and reduce image blurring. Moreover, once the region of interest is 

p externally. As the sensor was 

further inserted into the br

 all of the five locations. A

specified, the light falling onto a single pixel can be measured with great temporal resolution. 

This will enable the localized area to be further studied. 

4.5.3 In vivo Functional Imaging and Biofluorometric Measurement 

In the second experiment, imaging and measurement of the AMC fluorescence were 

performed in real time. The images captured during each event from the start as the imaging 

device was inserted into the brain, to the induction of serine protease by KA which was detected 

by the fluorogenic substrate are shown in Fig. 4.20 (A). Initially the brain-air interface can be 

discerned as illumination light was provided by a halogen lam

ain, the shadow of the needle can be seen. Once the device was fully 

inserted into the hippocampal region, illumination was provided by the excitation light from the 

fiber only. Five locations near the outlet of the needle were selected and plotted. I observed 

similar trend from  plot of the signal level from a single location is 

shown in Fig. 4.20 (B). As can be seen from the plot, an abrupt increase in the signal is observed 

at 1 hr 28 min after the KA injection. Subsequently, the recorded signal showed a sustained and 

gradual increase above the initial increase throughout the entire experimental recording period 
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Fig. 4.20  (A) Captured images as image sensor is inserted into the brain and imaging of 
released AMC from the fluorophore substrate. The dark area is the needle shadow. (a) insertion 

(c) pumping of substrate start, illumination from fiber light. (d) injection of kainic acid after 15 

fluorescence signal from the pixel with location shown with arrow at inset image. 

of sensor into brain and imaged under visible light. (b) Sensor fully inserted at the hippocampus. 
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Fig. 4.21  Image of brain slices after experiment. (A) slice in front of sensor, (B) slice behind 
sensor. Note that AMC fluorescence is localized at the hippocampus where the substrate is 
injected. 
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which lasted slightly longer than 5 hours. This result indicates that serine protease is activated 

positive AMC fluorescence which was localized at the hippocampus only where the substrate 

by the KA injection. Furthermore, the brain slice, at the end of the experiment, indicated 

was injected as shown in Fig. 4.21. This served as a visual confirmation for the serine protease 

activity recorded in vivo. The control experiment performed to verify signal stability during the 

substrate injection alone registered about half of the observed signal increase. Also, the control 

experiment performed to verify changes in the recorded signal during substrate injection alone 

registered only a slight increase in the signal which remained constant throughout the entire 

experiment. This can be accounted for by considering the emission from the substrate. From this 

result I was able to observe in real time, the time scale of KA induced serine protease activity as 

it progressed from its onset. 
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4.6 Discussion 

4.6.1 Brain Tissue Phantom 

The phantom medium developed enabled close resemblance to the brain tissue in terms of 

two properties; mechanical and optical. Although an exact replica of the brain is difficult, 

sufficient mechanical rigidity can be obtained by preparing the medium with the appropriate gel 

content. I tested several preparations and found that a 1% agarose gel when hardened, formed a 

semi-solid state that was ideal for our experiment. This was demonstrated by infusion and 

diffusion of lys-C in the experiment that will be described below. The same conclusion has been 

reported elsewhere [16]. Apart from ease of handling and storage, the preparation is very 

repeatable and can be made highly homogeneous. In the transmittance measurement, thin 

sample slices were used due to the relatively weak light from the monochromator. In order to 

increase the signal-to-noise ratio and compensate for the weaker light, a photodiode with a large 

viewing angle of about 0.01 sr was used. The disadvantage of this is, a proportionally large 

stimates the collected power by the 

value [17]. However, because 

the same optical setup was used to compare the brain and phantom slices, the reliability of the 

method is assured. The increase in transmittance as wavelength increases confirms the larger 

penetration depth of longer wavelengths in tissue as predicted and reported elsewhere [18-20]. 

In developing the brain phantom, many materials and scattering medium (including TiO2 etc) 

were tried and I found that that combination of skim milk in agarose gel to produce the most 

reliable and repeatable result. Because transmittance measurement over the spectrum of interest 

is measured for the phantom brain, and compared to the actual brain slice which contained 

traces of blood inside capillaries, I believe that result is sufficiently justified. Further work 

which includes blood inside the scattering medium would be conducted to generate a database 

amount scattered light was also collected. This overe

photodiode which results in a higher than expected transmittance 
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whereby a better brain phantom can be developed. 

4.6.2 In vivo Verification Experiment 

The in situ AMC detection experiments showed that lys-C diffused into the gel and reacted 

strongly with the QGSK-MCA substrate even without elevating the surrounding temperature. 

Also, the amount of fluorescence detected was directly proportional to the concentration of 

AMC released. During the experiment, both lateral and vertical diffusion of the lys-C into the 

gel were observed. The experiment involving QGSK-MCA in clear agarose gel shows that the 

reaction is highly dependent on gel thickness. As the thickness increased, the amount of 

QGSK-MCA substrate also increased. Thus a larger amount of AMC was released when treated 

with lys-C. In this stage, the signal is substrate limited. However, the fluorescence signal starts 

to fall after a maximum value. This can be explained by the fact that as the gel thickness 

approaches a certain maximum value, the effect of optical attenuation of the fluorescence signal 

reaching the image sensor can no longer be ignored. The signal starts to fall as the thickness is 

increased further. In this region, the signal is thickness limited. In the experiment involving the 

phantom medium, the signal is completely independent of the amount of substrate available. 

Here, the effect of signal attenuation due to light scattering and absorption plays the major role 

in determining the amount of fluorescence signal measured. As expected, as the fluorescence 

source is nearer to the image sensor, a stronger signal is recorded. Hence, in the experiment to 

verify in vivo fluorescence imaging, the point of release is placed as close as possible to the 

image sensor. In the present case, the tip of the glass capillary was positioned 150 µm from the 

image sensor. Although these experiments were performed to verify in vivo imaging conditions, 

the result which shows that there exists a maximum fluorescence signal in the clear gel is 

interesting enough to warrant further investigation. This would prove useful in work related to 
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assaying a high density array of chemicals related to pharmaceutical and biological research. 

4.6.3 In vivo Imaging Functional Imaging 

Throughout the entire in vivo functional imaging experiment, the background signal was 

recorded at six instances with intervals of about 30 minutes. It was found that fluctuation of the 

background signal was less than 1% of the initial signal. This confirms that there is minimum 

signal drift during the experiment and that the signal drift does not affect the measured result in 

any significant way. Also, physical movement of the light source inside the brain was measured 

to determine its effect on the measured signal. At 1 mm from the sensor, a 1 µm movement 

towards and away from the sensor resultant in a change in signal level of about 0.06 %. This is 

far less than the changes recorded during the in vivo imaging experiment, which confirms that 

the signal measured is not due to relative motion between the sensor and the light source. Also, 

throughout the experiment, although the animal was breathing normally, no rhythmic artifact 

from heartbeats was observed. This was verified from the measurement result in Fig. 4.21. This 

shows that, in principle the device can be used for monitoring a freely moving animal carrying 

such a device on its body. Also, the mouse body temperature was monitored closely throughout 

the entire experimental period which lasted about 6 hours. It is believed that a recording period 

that last for days is possible when the body temperature is maintained. 

The brain slices after the imaging experiment showed that there is no blood coagulation 

inside the brain. Also, superficial injury is observed to be limited to the cortical area only. This 

suggests that the invasive operation inflicts minimal injury to the brain. Although, the cellular 

layer directly in contact with the image sensor may have been insulted, beyond this layer, the 

neuronal cells remained unaffected. This is confirmed by the increase in fluorescence signal 

during in vivo imaging where the unaffected cells continue to function and respond normally. 
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The results of this experiment have several implications. First, I have demonstrated the 

capability of the imaging system for detecting brain activity in real time. I believe that this is the 

first report of simultaneous high resolution imaging and fluorometric measurement. Second, I 

have independently verified findings which reported the increase in tPA expression due to KA 

which was achieved by in vitro methods [21, 22]. It was reported that tPA activity gradually 

increases starting from 4 hours and up to 8 hours after KA injection into the brain. Our result not 

only confirms these reported results but is able to provide high temporal resolution data as well. 

Third, by using the same model reaction for detection of specific serine protease, the locus 

distribution and function of these protease species in the brain can be further studied. In the 

expe

that it is possible to detect serine protease activity in vivo using the 

riment, although a relatively high concentration of substrate and KA was used, I 

demonstrated that it is possible to detect serine protease activity in vivo using the imaging 

device. Being a prototype for demonstrating in vivo imaging, further improvement in device 

sensitivity can be expected. 

The result of this experiment has several implications. First, I have demonstrated the 

capability of the imaging system for detecting brain activity in real time. I believe that this is the 

first report of simultaneous high resolution imaging and fluorometric measurement. Second, I 

have independently verified findings which reported the increase in tPA expression due to KA 

which was achieved by in vitro methods [21, 22]. It was reported that amount of tPA activity 

gradually increases starting from 4 hours and up to 8 hours after KA injection into the brain. 

Our result not only confirms these reported results but is able to provide high temporal 

resolution data as well. Third, by using the same model reaction for detection of specific serine 

protease, the locus distribution and function of these protease species in the brain can be further 

studied. In the experiment, although a relatively high concentration of substrate and KA was 

used, I demonstrated 
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Fig. 4.22  Proposed schematic for implementing three dimensional fluorescence imaging.  
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imaging device. Being a prototype for demonstrating in vivo imaging, further improvement in 

device sensitivity can be expected. 

One aspect that requires some thought is regarding the extendibility of the device for use in 

three dimensional imaging. Although the current setup only enable two dimensional imaging, 

depth information can be obtained by employing a computation technique borrowed from 

tomography imaging. In order to achieve that, an arrayed illumination light source would be 

required. A schematic for implementing three dimensional fluorescence imaging is shown in Fig. 

4.22. Using this method, virtual sectioning of the fluorescence imaging can be performed. The 

images can then be combined to form a three dimensional image. 

Although invasive in nature, this imaging method offers advantages which make it 

attractive for many bioimaging applications. As mentioned in §4.1, it is capable of arbitrary 

imaging depth. This overcomes the photon penetration depth limitation found in conventional 

microscopic techniques. Also, the capability of continuous imaging in vivo represents a great 

improvement over existing in vitro techniques. When combined with fluorescence techniques, 
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high specificity and high resolution imaging is possible. This is in contrast to in vivo imaging 

techniques such as MRI and PET which has limitations in terms of resolution and specificity. 

Finally, the imaging device has potential for multimodal parameter imaging as described in 

Chapter 2. 

4.7 Summary 

Ultimately, this work is expected to lead to a promising new tool where imaging and 

measurement can be made using a device where power and data are transferred wirelessly as 

shown in Fig. 4.23. It will consist of a single system-on-chip device that implements multimodal 

parameter sensing with integrated light source and possibility of electrical stimulation. This will 

lend itself greatly by complementing existing methods for studying freely moving animals. In 

the future, when the device is operated wirelessly, chronic monitoring for periods lasting up to 

several days may not be impossible. Development of on-chip illumination may then be the 

limiting factor for the device design. 

 

I have demonstrated the capability of a CMOS imaging device for both in vitro and in vivo 

Fig. 4.23  Schematic of proposed of wireless multimodal CMOS imaging system for imaging of 
freely moving animal. Scope of this work is shown in the dotted line. 

CMOS imaging device packaged  
on flexible substrate

DOLL

wireless data and 
power transmission

Implantation

CMOS circuitCMOS circuit

multimodal parameter 
sensing and stimulation

photosensing
integrated optical 
light source

single pixel element of 
multisensor system-on-chip 

device

CMOS imaging device packaged  
on flexible substrate

DOLLDOLL

wireless data and 
power transmission

Implantation

CMOS circuitCMOS circuit

multimodal parameter 
sensing and stimulation

photosensing
integrated optical 
light source

CMOS circuitCMOS circuit

multimodal parameter 
sensing and stimulation

photosensing
integrated optical 
light source

single pixel element of 
multisensor system-on-chip 

device

 111



 112

imaging of the mouse brain. This device has the ability to perform on-chip imaging of brain 

slices and imaging inside the intact brain. In vitro morphological study shows that the image 

captured by the imaging device is comparable to images from conventional fluorescence 

microscopes. When extended to in vivo imaging, the device confirms that imaging inside the 

brain is possible. Furthermore, quantitative measurement of the fluorescence signals enables 

highly specific functional studies of the brain. 
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5 

Electrical Stimulation and Effect of 

electrical stimulus are integrated onto the same chip thus forming a 16 × 16 pixel imaging and 

degenerated retinal cells. Using the device, biphasic current stimulus pulses at above threshold 

not only for retinal stimulation but also for stimulation of other biological tissues like the brain. 

 be bent to the eyeball curvature. The effect of mechanical strain on 
simple semiconductor transistor devices and the more complicated pulse frequency 
mod

maximum frequency variation of the photosensor to bending is about +4 % when extrapolated 

 

Equation Chapter (Next) Section 1 

Chapter 5  

Mechanical Strain 

A dedicated CMOS sensor chip has been developed using standard CMOS technology in order 
to study its capability for electrical stimulation of biological tissues. Image sensing and 

stimulus electrode array. The imaging circuit is based on the pulse frequency modulation 
photosensing circuit. An immediate application for the device is electrical stimulation of the 

levels of the human retina (500 µA) at varying frame rates (4 Hz to 8 kHz) is demonstrated. The 
generation of electrical current stimulation with flexible and programmable waveform is useful 

Furthermore, in order to implement the image sensor as a retinal prosthesis inside the human 
eye, the sensor chip needs to

ulation-based photosensor were studied. Based on the results of this study, we explained the 
behavior of the photosensor under compressive and tensile bending. It is found that the 

to the curvature of the human eye. Due to the generality of this study, the same conclusion can 
be extended to other larger scale integrated circuits subjected to mechanical strain. 

Keywords: CMOS, photosensor, image sensor, pulse frequency modulation, subretinal 
implant, retinal prosthesis, bending effect, strain 
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5.1 Introduction 

In the previous chapters, the CMOS image sensor is used in combination with fluorescence 

detection method to study biological cells. In this chapter, another important modality which is 

electrical stimulation capability of the CMOS chip is studied. As described in Chapter 2, one 

attractive feature of the CMOS chip is the capability of generating electrical stimulus and 

electrical potential recording on a 2D high spatial resolution array. This is useful for a variety of 

biological applications. For scientific research, such a device would be useful for interfacing 

with neuronal cells which form a direct coupling with the electrodes [1-3]. From the medical 

 

d CMOS image sensor is developed to address the issue of 

gene

nsitivity adaptation very much 

like 

perspective, a device capable of electrical stimulus current exceeding the threshold of the retinal

cells can potentially be used as a retinal prosthesis [4-6]. Fig. 5.1 shows the proposed CMOS 

sensor chip. In this work, a dedicate

rating stimulus current suitable for use as a retinal prosthesis. Coupled to the fluorescence 

imaging capability as described in earlier chapters, this work is expected to lead to a device to 

study the live intact brain in vivo. 

Our aim is to develop a device that captures the image that falls onto the retina and deliver 

the necessary spatial and temporal electrical stimulus to the retina cells as shown in Fig. 5.2. 

The system proposed for developing the retinal implant chip is based on the PFM photosensor 

circuit [7]. With the PFM photosensor, we can implement photose

that of the mammalian retina [8]. This has been demonstrated in our previous work [9]. Due 

to the digital nature of the PFM output pulse, pulse image processing has also been shown [10]. 

A dedicated CMOS chip which is capable of photosensing and electrical stimulus has been 

developed. With this chip, we have demonstrated digital pulse output images that are suitable 

for retinal cell stimulation. Electrical stimulation of the retinal cells is generated via a 
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Fig. 5.2  The retinal implant chip is surgically implanted in the space occupied by the 
dysfunctional photoreceptor cells. It is powered wirelessly via a RF power and data to and from 
the chip is transitted wirelessly. In the implanted state, the chip would need to be compliant to 
the curvature of the eyeball. 

RF power and
data transceiver

implant chip

Coil

dysfu
ctional

n
norm

al

subretinal 
space

Photoreceptor
cells

thinned CMOS
implant chip on

flexible substrate

RF power and
data transceiver

implant chip

Coil

dysfu
ctional

n
norm

al

subretinal 
space

Photoreceptor
cells

thinned CMOS
implant chip on

flexible substrate

dysfu
ctional

n
norm

al

subretinal 
space

Photoreceptor
cells

thinned CMOS
implant chip on

flexible substrate

Fig. 5.1  Diagrammatic representation of the proposed CMOS sensor chip for neuroelectronic 
interfacing. 



programmable waveform generator that controls the stimulus current in a linear and exponential 

fashion. 

A lot of research has focused on designing a retinal implant chip [11-13]. Many schemes 

were proposed and some chips have been implanted into various test subjects to assess their 

acute and chronic characteristics. Not much work, however, has gone into observing the effect 

of bending on the performance changes of these chips. In the implanted state, the chip must be 

bent to follow the curvature of the retina. This is to reduce injury to the eye as well as ensure a 

close and uniform contact with the cells for stimulation. By studying the semiconductor devices, 

we explain the behavior of these devices under bending. The main objective of this study is to 

determine the effect of bending on the characteristics of the CMOS circuit. The goal of bending 

is to reach the human retina curvature of about 0.08 mm-1. By understanding this effect we hope 

to be able to design a retinal implant circuit to minimize the effect of bending. The basic MOS 

transistor was used in this work. Furthermore, the PFM photosensor was used as the case study 

in this work. We have experimentally determined the dependence of the PFM-based photosensor 

circuit on strain. We found that the PFM characteristic is dependent on the direction of bending. 

We have verified that a thinned-down microelectronic chip, when bent to the curvature of the 

human eye, shows negligible change in circuit characteristics. 

 

5.2 Pulse Frequency Modulation CMOS Photosensor 

In this work, the pulse frequency modulation photosensing (PFM) circuit is used 

extensively. Two versions of the PFM are utilized. One is suitable for implementation as a 

digital circuit, while the other permits operation with different source voltages. The former is 

used in the subretinal implant chip while the latter is used for studying LSI circuits under 

 120



mechanical strain. As described in Chapter 2, the PFM circuit produces output pulses with 

ency that is proportional to thfrequ e intensity of incident light onto the photodiode [14, 15]. 

sign pletes 

studied; the digital and the analog PFM circuit. 

frequ

implant. It produces output pulses with frequency directly related to the intensity of incident 

light

phot

signal-to-noise ratio. We hope to be able to use this chip as a subretinal implant prosthesis in as 

well

Generally, the circuit consists of photodiode with a reset switch that is controlled by feedback 

al from the output. A comparator and a delay unit downstream of the photodiode com

the simple circuit as shown in Fig. 5.3. Two different implementation of the PFM circuit is 

The complementary metal oxide semiconductor (CMOS) photosensor, operating in pulse 

ency modulation (PFM) mode, has several advantages over other methods as a retinal 

. Its dynamic range is relatively large, which is highly effective in the replacement of 

oreceptors. In addition, it can operate at a very low voltage without decreasing the 

 as other bioimaging applications in the future. 

 

Fig. 5.3  Schematic of a general PFM photosensor circuit. 
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5.2.

implem M circuit to be 

time iode. The reset signal controls the reset switch, Mr, which is an 

limit

er to determine the output frequency fout, we model the photodiode as a simple 

charged to DD ThI ThI

reset

circuit such as the PFM ge 

DD

the p odiode VPD starts to fall. The moment VPD reaches the 

its outp

cycl ig. 5.5. Using the 

 

1 Digital PFM circuit 

The digital PFM circuit is shown in Fig. 5.4. In this circuit, the comparator was 

ented using an inverter, Inv. The D flip-flop forces the output of the PF

synchronized to the input clock, PCLK, and also delays the feedback signal, rendering enough 

 for resetting the photod

n-channel MOSFET. The dynamic range of the PFM can be very large, with output frequency 

ed only by the switching speed of the reset transistor and the D flip-flop. 

In ord

current source and a capacitor connected in parallel. The photodiode is initially reset and 

 the maximum value of V -V , where V  is the threshold voltage of the reset 

transistor. Due to the capacitive load of the photodiode and inverter which are connected to the 

 transistor, the maximum value of the photodiode voltage VPD for a dynamically operated 

or an active pixel sensor circuit never really reaches the source volta

V . Instead, it peaks at a value which is lower. This can be verified by considering a NMOS 

transistor operating in the saturation region with its source terminal connected to a capacitor. As 

hotocurrent iL, discharges the phot

inverter threshold voltage VThI, the inverter changes state. This is captured by the D flip-flop and 

ut switches high. The output signal is fed back to the reset transistor which resets the 

photodiode, which in turn causes the D flip-flop to go low on the next input clock. And the 

e repeats. A typical output of the PFM photosensor circuit is shown in F

simple capacitor model for the photodiode, 

.PD L

PD

dV i
dt C

= −  (5.1) 

ming a linear voltage drop of VAssu PD, a valid assumption for short periods, we have 
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Fig. 5.4  Circuit of digital PFM photosensor implementation using inverter and D flip-flop. 
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( )

,1
DD ThR ThI L

PD

clk

V V V i
C

f
τ

− −
=

−
 (5.2) 

which is simplified to give 

 ,
1

out

clk

Ff F
f

=
+

 (5.3) 

where the output frequency 

 1 ,outf
τ

=  (5.4) 

and 

 
( )

1 ,L

PD DD ThR ThI

iF
C V V V

=
− −

 (5.5) 

Following a similar argument as discussed in Chapter 3, the photocurrent can be related to 

the incident illumination by the following equation, 

 ,LiL
A q

γ

η
=

⋅ ⋅
 (5.6) 

where the photocurrent is related to the illumination light L, with the power correction factor 1/γ. 

Here, A is the effective photodiode area, while q is the electron charge and η the quantum 

efficiency. Substituting (5.6) into (5.2) gives 

 ,outf Lγα= ⋅  (5.7) 

where the constant, 

 ( )
( )

1 .
PD DD ThR ThI

A q
C V V V

η
α

⋅ ⋅
=

− −
 (5.8) 

The pulse output pulses from the PFM circuit are almost comparable to the electrical signal 

used for eliciting neural response from the human retina [Margalit02, Ziegler04]. Due to its 

digital-like output pulse, only simple signal processing is required to produce biphasic current 

stimulation and image processing. The PFM circuit is simple and effective, making it the logical 

choice for implementation in a retinal implant chip. 



5.2.2 Analog PFM circui

A schematic of the analog PFM photosensor is shown in Fig. 5.6 (A). 

placed by a Schmidt trigger inverter, 

t 

Here, the comparator 

is re and two inverters are used as the delay element. As 

will be shown later, the output from this PFM circuit is more dependent on the voltage sources. 

The same basic operation as described for the digital PFM circuit can be used to explain the 

operation of this analog circuit. However, compared to the macro level model involved in the 

digital PFM circuit, here, device level modeling is needed to describe the relationship of the 

PFM output to the various device parameters such as voltage source and carrier mobility. 

Furthermore, time dependency of the device characteristics need also be considered. For 

example, the reset transistor, Mr alternates between two operating states as shown in Fig. 5.6 

(B). The photodiode is constantly being charged when the reset transistor, Mr, is in the on state 

and discharged when Mr is in the off state. 

We start by considering Kirchoff’s current law at C. Assuming current flow into the 

Schmitt trigger inverter, STInv is zero, 

 0,R PDi i+ =  (5.9) 

where iR is the drain current of the reset transistor Mr, and iPD the photodiode current. This 

equation is valid for all time dependent (dynamic) and time independent conditions (static). 

e

cuit. Following the current-voltage characteristics of an 

n-channel MOS transistor, the drain current is given by, 

 

Further, the r set transistor is assumed to be always operating in the linear region due to the 

dynamic characteristic of the cir

( ) ( ) 2/ 2r N ox GS ThR DS DSi C W L V V V Vµ ,⎡ ⎤= − −⎣ ⎦  (5.10) 

where, µN is the mobility of Mr, Cox the gate oxide capacitance of Mr, W/L the width-to-length 

ratio of Mr, and VThI is the threshold voltage of Mr. Further, we note that 
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Fig. 5.6  (A) Analog circuit of PFM photosensor implemented using a Schmitt trigger inverter, 
STInv, and two inverters, Inv1 and Inv2. VDD1, VDD2, and VDD3 are the supply input voltages while 
VOUT is the output voltage. (B) Diagramatic representation of reset transistor current ir and 
photodiode current iPD. 
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 0 ,GS outV V U= −  (5.11) 

and, 

 1 0 ,DS DDV V U= −  (5.12) 

where, U0 is the voltage at point C. The photocurrent iPD can be described by using a 

combination of current terms as shown in Fig. 6. It takes the following form 

 ( )( )0 01 ,therU V
PD S L PD

dUi I e i C
dt

−= − − −  (5.13) 

where IS is the saturation current of the photodiode, Vther the thermal voltage, iL the photo 

generated current, and CPD the photodiode capacitance. For the static case, iPD can be 

approximated as iL due to the larger magnitude of this term compared to other terms. However, 

this is not always true for the dynamic case. 

Vmax, Vlimit, and Vmin, can be seen on the graph. The maximum voltage Vmax, is theoretical 

maximum value of U0. It is obtained by substituting eq. (5.10) and eq. (5.13) into eq. (5.9) and 

by equating dU0/dt=0. This condition is equivalent to the case where the system has been 

sufficiently stabilized after a long time. However, for the PFM circuit that is constantly in 

operation, U0 never reaches this theoretical maximum value. Instead, it is limited to Vlimit. Vlimit 

can be approximated by considering that the drain current in eq. (5.10) to zero on reset. By 

solving this equation, we obtain, 

 

A typical output of the analog PFM circuit is shown in Fig. 5.7 (A). Three distinct voltages, 

0,DSV =  (5.14) 

and  

 ( ) 0.
2
DS

GS ThR
VV V− − =  (5.15) 

By substituting eq. (5.11), and (5.12) into these eq. (5.14) and (5.15), we obtain 

  (5.16) 
( )

1
limit 0

3 1
max ,

2
DD

DD ThR DD

V
V U

V V V
⎧⎪= = ⎨ − −⎪⎩
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Fig. 5.7  (A) Output of analog PFM showing pulse width τ. (B) The input-output functions of 
STInv, Inv1 and Inv2 are given by f1, f2, and f3, respectively. VTSL, VT1, VT2 are the threshold 
voltages of STInv, Inv1 and Inv2, respectively.
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where Vlimit takes the maximum value of U0. Next, Vmin can be obtained by considering the 

voltage propagation along the circuit as shown in Fig. 5.7 (B). The voltage equivalent to Vmin is 

when Mr is just turned on by Vout,. This can be found by solving through the Schmitt trigger 

inverter and the inverter input-output functions, f1, f2 and f3, respectively. In this case, 

 ( )1 1 1
min 0 1 2 3 3 .DDV U f f f V− − −= =  (5.17) 

( )1
min 1 2DDV f V−=By approximation, it can be shown that  where VDD2 is the input voltage as 

shown in Fig. 5.6 (A).  

diode to a simple 

capacitor model. In this model, the current drop across the capacitor is linear as a function of 

time which yields,  

Finally the PFM output can be found by approximating the photo

 ( )max 0 ,
L

t V U
i

= −  (5.18) 

where V

PDC

PFM 

 

max is the initial voltage across the capacitor. At t = τ, U0 = Vmin, and the frequency of the 

( )limit min
,L

out
PD

if
C V V

=
−

 (5.19) 

where Vmax is substituted to the practical value of Vlimit. 

From eq. (5.19), it can be seen that the output frequency depends on input source voltages 

as well as the device characteristics such threshold voltage. At the limit when Vmin approaches 

Vmax, the frequency approaches infinity and the output becomes flat as the output pulses merge 

together. On the other hand, by keeping the input voltages constant, the change in frequency is 

due to Vmin which is determined by threshold voltages of the Schmidt trigger inverter which in 

transistors as will be shown later. 

 

turn is a function of the hole to electron mobility ratio of its 
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5.3 CMOS Sensor Chip 

The proposed system architecture for the powering and controlling the CMOS sensor chip 

is shown in Fig. 5.8. The power receiver generates two voltage levels; a low 3 V and a high 5 V. 

The lower regulated voltage is used to run the circuitry, including powering the embedded 

processor. In order to drive sufficient current through the high impedance electrode-cell 

interface it is necessary to operate the chip in active mode [7, 16, 17]. The higher voltage is used 

for this purpose. We implemented a dual voltage supply because, as the chip is scaled down to 

deeper sub-micron technology, the stimulus voltage can be fixed, independent of the circuitry 

voltage. This architecture will greatly ease future development in miniaturizing the chip. The 

embedded microprocessor generates the clock (CLK), reset (RST), and communication signals 

(RW, EXEC, SCLK, SDA) to the serial communication unit in the retinal implant chip. These 

units are implemented by using external devices. 

The actual chip itself consists of the image sensing and stimulus block, and the control 

The current generator produces the necessary stimulus current to drive the stimulus 

electrodes located inside the pixel array. The register bank unit stores the various system 

memories for clock generation and stimulus waveform parameters. The sequencer unit generates 

timing clock signals. The serial communication unit clock (SCLK) running at 500 kHz enables 

data to be written or read to 10-bit address and data buffers. 

A simplified schematic of the pixel circuit is shown in Fig. 5.9. It consists of the digital 

PFM photosensing circuit, a 3-bit stimulus amplitude memory, and a 100 × 100 µm  stimulus 

electrode. The stimulus amplitude level for each pixel is set independently using the DATA 

signal and latched to the 3-bit memory at the rising edge of the CLKWDATA signal. An 

electrode activation switch in the form of a CMOS transmission gate is connected to the 

stimulus electrode. The p-n junction area of the NMOS and PMOS at 94.5 µm  and 189 µm , 

block. 

2

2 2
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Fig. 5.9  Simplified schematic of the pixel showing the pulse frequency modulation photosensor 
circuit. 
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Fig. 5.8  Schematic of the proposed system
to power the chip and for electrical stimulation. Th
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 chip to set the various stimulus with the sub-retinal implant waveform parameters. 
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respectively provided adequate ESD protection. This was confirmed during testing of the device 

as no failure due to ESD was encountered during testing. 

5.3.1 Stimulus Current Generation Circuit 

It has been shown that retinal cells respond differently when stimulated with either a 

negative or positive pulse first [4, 6]. Also asymmetrical pulse (different phase amplitudes) has 

been reportedly used for retinal stimulation [18]. In order to cover the wide range of stimulation 

waveform requirements, we designed a programmable waveform generator. Seven parameters 

are used to define the stimulus waveform as shown in Fig. 5.10. The pulse width TPOS, TIMD, 

TNEG, and TPLS are 4-bit parameters each. The clock for generation of the pulse widths is 

STIMCLK. A frame is completed by scanning the column pixels using the x-decoder signal 

which also controls the tristate buffer output to stimlvl[2:0]. Using a 2 MHz base clock, a 

typical operation scenario would be 1 ms pulse width resolution for the stimulus pulse running 

at about 100 Hz. 

In order to reduce the necessary circuit area but still maintain a wide stimulus range with 

fine tuning resolution, we implemented a 3-bit linear and exponential D/A. The schematic for 

the current generator array is shown in Fig. 5.11. The current generator is designed using a 

series of current mirror circuit with varying transistor sizes. The stimulus current amplitude 

level is first read from a pre-assigned 3-bit memory in each pixel. This is then used to set the 

exponential amplifier driving current. The global 3-bit positive and negative phase current, 

IOPOS[2:0] and IONEG[2:0], are used to tune the stimulus current to reach the desired value. 

The required current for stimulation, IREF is generated from the current generator unit. This 

current is passed through the linear D/A converter as shown in Fig. 5.12 (A), where the 3-bit 

IOPOS[2:0] and IONEG[2:0] signal generates a reference voltage, VREFPOS and VREFNEG 
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Fig. 5.10  The stimulus current waveform is fully determined using seven parameters: one to 
control the positive or negative phase order; four to control the pulse widths (TPOS, TIMD, 
TNEG, and TPLS); and two for the positive and negative amplitudes. Each row, consisting of 16 
pixels, are output simultaneously as each column X is accessed sequentially. 
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Fig. 5.11  Schematic of the stimulus current generator array block. 
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Fig. 5.12  Schematic of the (A) linear D/A, and (B) exponential D/A. Numerator and 
denominator values refer to the width and length (in µm) of the transistor gates respectively. 
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respectively. The linear D/A converter is implemented using a current source with three 

different transistor sizes. The reference voltage is then passed to the exponential D/A converter 

as shown in Fig. 5.12 (B) where the 3-bit STIMLVL[2:0] signal, through a 3-bit decoder, 

controls the stimulus current in an exponential fashion. The stimulus current is powered by the 

igher voltage source, VDD5V. The final stimulus current can be desch ribed using the following 

equation 

 2 4,STIMLVL
STIM REF

IOI I
20

= × × ×  (5.20) 

where IO is IOPOS when ISTIM is in the positive phase and IONEG when ISTIM is in the 

negative phase. This term represent the linearly increasing current. In order to reduce power 

consumption, current is generated only when pulses are required. This is controlled by the 

ENEXPDA signal, which enables the 3-bit exponential D/A. 

5.3.2 Control Block 

It is necessary to generate the control signals and clocks, described above, to operate the 

CMOS sensor chip. This is implemented as an off-chip solution. Eventually we will include it as 

part of the chip. The register bank, sequencer, and serial communication unit in the control 

Table 5.1  Clock signals generated in control block 

Registers 

Input Clockn/aCLK

generator clockSTIMCLK

PFM photosensor clockTPFM1 
TPFM2

from CLKn/aBASECLK

DescriptionUsedFrequencyClock

PCLK

180O phase shifted 

Stimulus current TSTIM

Input Clockn/aCLK

generator clockSTIMCLK

PFM photosensor clockTPFM1 
TPFM2

from CLKn/aBASECLK

DescriptionUsedFrequencyClock

PCLK

180O phase shifted 

Registers 

Stimulus current TSTIM

2BASECLK CLKf f=

1 2 12
1 1

PCLK BASECLKTPFM f
TPFM

×
+

f = ×

3
1 1
2 2STIMCLK BASECLKTSTIMf f= × ×

2CLKf MHz=

2BASECLK CLKf f=

1 2 12
1 1

PCLK BASECLKTPFM f
TPFM

×
+

f = ×

3
1 1
2 2STIMCLK BASECLKTSTIMf f= × ×

2CLKf MHz=
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Fig. 5.13  (A) Photomicrograph of the fabricated retinal implant chip. (B) The enlarged view of 
the pixel. 



Table 5.2  Specifications of subretinal implant chip. 

size

count

n-well/p-substratePhotodiode

0.6 µm CMOS (2-poly 3-metal)Technology

3-bit exponential, 3-bit linear (biphasic)Amplitude resolution

m

500 kHzSerial communication speed

240 µm x 240 µm

16 x 16Pixel

4 to 8,000 HzFrame rate

2 MHzBase clock

3 V (logic), 5 V (stimulus)Voltage source

block were designed using behavioral modeling, written in Verilog HDL. Registers are needed 

for setting the clock frequencies, and pulse parameters. The various clock signals are generated 

from

nd the enlar

 typical output of the digital PFM photosensor circuit is shown in Fig. 5.14. An input 

signal of 1 MHz with a 50% duty cycle is used as the input clock, PCLK. A halogen lamp, with 

light intensities of up to 45000 lux, is used as the light source. Light intensity is measured using 

an illuminance meter (IM-5 Topcon, Japan). Pulse frequency is measured using a pulse counter 

3131A Agilent, USA). The frequency of the output pulses shows a

 the base clock as shown in Table 5.1. 

 

5.4 Sensor Characteristic 

The chip has been fabricated using standard 0.6 µm CMOS process. The microphotograph 

of the chip a ged view of the pixel are shown in Fig. 5.13. The chip specification is 

listed in Table 5.2. 

5.4.1 Photosensitivity 

A

(5  linearly increasing function 

100 µm x 100 µElectrode size

size

count

n-well/p-substratePhotodiode

0.6 µm CMOS (2-poly 3-metal)Technology

3-bit exponential, 3-bit linear (biphasic)Amplitude resolution

m

500 kHzSerial communication speed

240 µm x 240 µm

16 x 16Pixel

4 to 8,000 HzFrame rate

2 MHzBase clock

3 V (logic), 5 V (stimulus)Voltage source

100 µm x 100 µElectrode size
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Fig. 5.14  Output of the PFM photosensor circuit. 
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over a light input intensity of about 4 decades (80 dB). We found that experimental values 

closely match the values as fitted by using eq. (5.7). The fitting parameters used here are α = 

20.4 Hz/lux and γ = 0.80. 

5.4.2 Image Sensing 

The test setup used for measurement of the chip is shown in Fig. 5.14. In the experiment, 

the control block is implemented in FPGA (Altera Corp. CycloneTM EPIC12Q240C8 on

HuMANDATA Ltd. CSP-024D board) for fast debugging and code finalization. This generates 

the necessary control and timing signals for the stimulus array chip. The output stimulus output 

current is measured under a probe station. In order to visualize the output image from the chip, 

we measured the output pulses using a digital input board (Interface PCI-2772C). Fig. 5.16

shows a typical output of the pixel array. A backlit object illuminates the chip and the output

pulses are measured. The region with high light intensity shows a corresponding high frequency 
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Fig. 5.16  Output of a backlit object visualized from the output pulse measurement. 
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Su
Implant 

Chip

b-retinal 

PC

Backlit object

Focus lens

FPGA
Board

frequency 
measurement

image
visualization measurement

stimulus current 

Serial 
commu-
nication

Control 
and 

Timing
signals

Output 
pulse

LED 
display 
panel

Pulse 
counter Prober

Su
Implant 

Chip

b-retinal 

PC

Backlit object

Focus lens

FPGA
Board

frequency 
measurement

image
visualization measurement

stimulus current 

Serial 
commu-
nication

Control 
and 

Timing
signals

Output 
pulse

LED 
display 
panel

LED 
display 
panel

Pulse 
counter
Pulse 

counter ProberProber



pulse output while the region with low light intensity shows low frequency output. From the 

output we can clearly discern the image of a hand, which is used as the backlit object. Although 

the optimal number of electrodes has yet to be established, it is argued that some 500 to 1000 

pixels are needed to restore useful vision [6]. Due to the size of the stimulus electrodes, the 

number of pixels is limited by the size of the chip. We demonstrated that 16 × 16 pixels can 

sufficiently resolve basic shapes such as that of the hand. 

By using a current-voltage converter with 1000 V/A gain, we measured the stimulus 

current for both the zero load and loaded cases. In order to simulate the stimulus electrode 

driving a stimulus current through the retina cells, we used a cell filled with saline solution 

(0.155 M NaCl at pH 6.4) and measured the current injected through the saline with a reference 

electrode placed around the stimulus electrode. The impedance of the cell at 1 kHz is about 80 

kΩ. We have measured the exponential current increase by changing the 3-bit STIMLVL 

parameter. The result is shown in Fig. 5.17 (A). The reference voltage is set to 2.5 V. At current 

values below 500 µA, the difference between the positive and negative phase output is less than 

5% for the loaded case, which is fairly reasonable. Overall, the current source circuit could 

maintain a drive current for both the loaded and zero load cases, with a maximum difference of 

about 8%. The stimulus current saturates at about 500 µA (for both the positive and negative 

phase currents) corresponding to the maximum output voltage swing of 5 V, which is the supply 

voltage rail. Fig. 5.17 (B) shows the linear biphasic current output. Combined, the linear and 

exponential incremental current values give a total of 64 current levels. 

The stimulus current is measured by probing the stimulus electrode of the pixel. A typical 

output is shown in Fig. 5.18. There is some noise riding on the output current, but generally the 

5.4.3 Stimulus Current Generation 
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Fig. 5.17  (A) Exponential biphasic current amplifier output, and (B) Linear biphasic current 
amplifier output. 

(B)

IONEG[2:0]  IOPOS[2:0]
000 001 010 011 100 101 110 111

S
tim

ul
us

 c
ur

re
nt

 I S
TI

M
 (µ

A)

0

10

20

30

40

50 ISTIM_NEG in saline 
ISTIM_NEG noload 
ISTIM_POS in saline 
ISTIM_POS noload 

(B)

IONEG[2:0]  IOPOS[2:0]
000 001 010 011 100 101 110 111

S
tim

ul
us

 c
ur

re
nt

 I S
TI

M
 (µ

A)

0

10

20

30

40

50 ISTIM_NEG in saline 
ISTIM_NEG noload 
ISTIM_POS in saline 
ISTIM_POS noload 

(A)

STIMLVL[2:0]
000 001 010 011 100 101 110 111

S
tim

ul
us

 c
ur

re
nt

 I S
TI

M
 (µ

A)

0

200

400

600

800

1000

1200
ISTIM_NEG in saline 
ISTIM_NEG noload 
ISTIM_POS in saline 
ISTIM_POS noload 

(A)

STIMLVL[2:0]
000 001 010 011 100 101 110 111

S
tim

ul
us

 c
ur

re
nt

 I S
TI

M
 (µ

A)

0

200

400

600

800

1000

1200
ISTIM_NEG in saline 
ISTIM_NEG noload 
ISTIM_POS in saline 
ISTIM_POS noload 



Fig. 5.18  Typical stimulus current output as measured on an oscilloscope. Ch1 and Ch2 are 
the ENPOS and ENNEG signal, respectively. Ch 3 is the ENEXPDA, while Ch4 is the generated 
output current. The stimulus parameters are: IOPOS = IONEG = 5, TPOS = 1, TNEG = 3, TIMD 
= 0 
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output follows the set parameters fairly well. The output stimulus current waveform is fully 

re-configurable during operation by changing the register values of each of its parameters. 

positive and negative phase current 

respectively. Due to mismatch in transistor characteristics, the phase currents may not be equal. 

This mismatch, however, can easily be corrected by changing the various parameters in eq. 

(5.20

There is a small discrepancy between the positive and negative phase pulse output currents. 

P- and n-channel MOSFETs are used for driving the 

) to reach the desired output current level. In our experiment, we have substituted the 

subretinal space with a saline cell. The electrical resistance of the subretinal space is about 50 

kΩ for an area of 0.01 mm2 [19]. Therefore, usage of the saline cell in our experiment can be 

justified. Generally it is accepted that a stimulus threshold current of 100 µA, corresponding to a 

charge injection of 0.1 nC at a 0.1 ms interval, will illicit neuronal response from the retinal 

ganglion cells [4]. In the subretinal space, lower threshold current has been reported [20]. From 

the experimental results, we have achieved a higher than 500 µA stimulus current output. We 
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have applied the chip in in vitro verification with a detached frog retina whereby, stimulus 

currents below 100 µA was confirmed to be able to evoke retinal response [21]. By using a 

special packaging technique which included fabrication of a stacked Pt/Au electrode on top of 

the s

5.5 Effect of Mechanical Strain 

5.5.1 Changes in Circuit Performance Due to Mechanical Strain 

The basis of the effect of mechanical strain on MOSFET devices is the changes in 

p-channel metal oxide semiconductor (PMOS) and n-channel metal oxide semiconductor 

(NMOS) mobilities under compression and tension. This can be explained by considering the 

change in the piezoresistance of the inversion layer. This has been verified experimentally by 

the extensive work carried out by numerous researchers [23-25]. This work is extended to 

include the dependence of PFM frequency output on strain. We explain this dependency by 

observing the surface inversion layer mobility of both the NMOS- and PMOS-based devices 

such as the Schmitt trigger inverter and CMOS inverters. For the case of a more complicated 

timulus electrode [22], the device was tested for stimulation inside the sclera of a rabbit for 

two weeks with no significant degradation in performance. The special electrode arrangement 

offered sufficient protection from electrode dissolution due to charge imbalances. Because the 

stimulus current is raster scanned one pixel at a time, the maximum power consumption of the 

device due to stimulus current alone is about 2 mW. 

In the future, we intend to reduce the size of the chip by using 0.35 µm CMOS process. 

Keeping the stimulus electrode area equal, we foresee a reduction of more than 50% for the 

pixel area. Also, the control block will be implemented on chip. The estimated size of the chip 

when fabricated using the new process is about 3 mm × 3 mm, subtending a visual field of 12○. 
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circuit like the analog PFM,  

The current flowing in the NMOS transistor channel given in eq. (5.10). A more complete 

description would involve the channel length modulation coeeficient λ to give 

 ( ) ( ) [ ]2/ 2d N ox GS ThR DS DS DSi C W L V V V V Vµ λ⎡ ⎤= − −⎣ ⎦ 1 .+  (5.21) 

Changes in the current flow can be due to any number of parameters in the equation. The 

general case would involve all the parameters as shown in the following equation. 

 
( )
( )

( )
( )

2 1
.

2 1
GS Th DS GSdn N ox DS

dn N ox DS GS Th DS GS

V V V Vi C VW L
i C W L V V V V V

λµ
µ λ

∆ − − ∆ −∆ ∆ ∆ ∆∆ ∆⎛ ⎞= + + − + + +⎜ ⎟ − − −⎝ ⎠
 (5.22) 

Terms containing constants which includes the second term and all the terms containing voltage 

are equal to zero, which leaves, 

 .dn N

dn N

i W L
i W L

µ
µ

∆ ∆ ∆ ∆⎛ ⎞= +

Hence, changes in current can be said to be due to changes in carrier mobility or changes due to 

gate geometry. By definition, conductivity, σ is the reciprocal of resistivity, ρ. And conductivity 

is directly proportional to mobility. The change in mobility is related to strain in the following 

manner. 

 

−⎜ ⎟
⎝ ⎠

 (5.23) 

Yµ ρ ε
µ ρ
∆ ∆

= − = − ⋅ ⋅Π  (5.24) 

Where Y is the Young’s modulus, ε is strain, and П the piezoresistivity which has directional 

property. Further, the longitudinal change in dimension of transistor gate length L is equal to the 

strain by definition. Whereas, the transverse changes in dimension of the gate width W is related 

to strain in the following manner, 

 .W
W

ν ε∆
= − ⋅  (5.25) 

Hence, eq. (5.23) can be rewritten in terms of the strain as, 

 ( )( )1 .dn

dn

i Y
i

ε ν
∆

= − ⋅Π + −  (5.26) 
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From the above analysis, it can be seen that changes in transistor current is directly 

proportional to the applied mechanical strain. This analysis can be further applied to a 

combination of transistors once the directionality of the gate structures from the layout is 

known. 

The output frequency of the analog PFM circuit is dependent on the Vmin term as shown in 

eq. (5.19). This term is related to the threshold voltage of the Schmitt trigger inverter. And the 

threshold voltage is related to the transistors In order to simplify our analysis, as a first 

approximation, we took Vmin to be the lower threshold voltage VTSL of the Schmitt trigger 

inverter [26]. In this case, 

 
( )2 2

min
3

,
1 3

ThN DD ThP
TSL

V n V V
V V

n
+ −

= =
+

4  (5.27) 

where V  and V  are the threshold voltages of the M2 and M4 transistors of the Schmitt 

trigger inverter as shown in Fig. 20, and n is the mobility ratio of holes to electrons, respectively 

(see Appendix B for derivation). The W/L ratio of M4 and M2 are 5.4/0.6 and 1.8/0.6, 

respectively. Simulation of the PFM output pulse frequency matching the experimental settings 

was performed. The variables used were, VDD1 = 0.8V, VDD2 = 0.6 V, VDD3 = 1 V, VThN2 = 0.7 V, 

and VThP4 = -0.7 V. From the simulation result, we found that Vmin = 0.6 VTSL allows the model to 

optimally fit the simulation results. Here VDD3 and VDD1 are the input voltages while VTSL is the 

lower threshold voltage of the Schmitt trigger inverter. 

 

5.5.2 Sample Preparation and Measurement Setup 

In order to study the directional property of the PFM, we prepared the layout of the MOS 

devices with the channel oriented such that the flow of current was in the 

ThN2 ThP4

1 1 0⎡ ⎤⎣ ⎦  and [ ]1 1 0  
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Fig. 5.20  Layout of PFM circuit with orientation of channel current flow direction. The operating 
voltage of V , V , and V  are 0.8 V, 0.6 V, and 1.0 V respectively. DD1 DD2 DD3
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Fig. 5.19  Crystallographic directions [ ]1 1 0  and 1 1 0⎡ ⎤⎣ ⎦  on the wafer are shown together with 

MOSFET current flow i and strain ε directions. 
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PMOS

NMOS

(A) (B)

[1 1 0]

[1 1 0]

PMOS

NMOS

PMOS

NMOS

PMOS

NMOS

directions only. Using the 1 1 0⎡ ⎤⎣ ⎦  direction as the datum, the orientation of current flow and 

strain is shown in Fig. 19. Depending on the device orientation and the direction of strain, α-β = 

is equal to 0○ or 90○ where the angles α and β are defined as shown in Fig. 5.19. The 

rientation-dependent layout of the analog PFM circuit with o

yimide substrate with double-sided 

adhesive tape. A schematic of the bending jig is shown in Fig. 5.22 (A). Various layer 

meter. The radius of curvature was determined 

optically using a parallel laser beam illuminating the chip. The radius of curvature R is equal to 

2sind

o rientation direction is shown in 

Fig. 5.20. The layout of the MOS transistors and the PFM circuit is shown in Fig. 5.21. 

In order to conduct the bending experiment, a bending jig was used. In this jig, uniaxial 

bending is possible. In order to make the chip compliant to bending, the chip was thinned down 

to approximately 50 µm. The chip was attached onto the pol

thicknesses were measured using a micro

( )1 θ , where the angle θ is calculated using ( )2 1tan 2 2d d Lθ = −  for positive curvature. 

For negative curvature θ is calculated from eq. (5) 

Fig. 5.21  (A) NMOS and PMOS device layout. (B) PFM device layout 

(A)(A) (B)(B)

[1 1 0]

[1 1 0]

[1 1 0][1 1 0]

[1 1 0]
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  (5.28) 

where d1 is the width of the incident laser beam and d2 is the width of the reflected laser beam at 

length L from the chip as shown in Fig. 5.22 (B). 

In our experiment, illuminations of 500, 1000, and 2000 lux were tested. The incident light 

intensity on the chip was measured externally via an illuminance meter (Line Seiki EL1000, 

range: 0-19990 lux). The halogen lamp power setting was stabilized for 10 min before 

measurements were taken. 

5.5.3 Experimental Result 

The output frequency of the PFM can be evaluated at different values of α and β. Two 

special cases were considered, i.e., PMOS and NMOS oriented at α-β = 0○ and 90○, respectively. 

We found that the channel current flow of these MOS devices varies with crystallographic 

orientation and the amount of applied bending, as shown in Fig. 5.23. Under any operating 

conditions, the drain current of a PMOS or NMOS can be assumed to be a linear function of 

only the mobility term [24, 25]. From this simple relationship between current and mobility, we 

deduce that bending affects mobility and current in the same order. Our experimental results on 

bending of PMOS and NMOS confirm this linear relationship. Also, we note that the rate of 

change of n (with respect to curvature) is positive for the α-β = 90○ case and negative for the α-β 

= 0○ case. 

Using the BSIM3v3 spice model for the MOSFETs and standard 0.6 µm CMOS 

 technology process parameters, we simulated the operation of the PFM by changing the 
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bending jig

thinned chip
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Fig. 5.22  (A) Jig for Bending Experiment. (B) Schematic of bending jig and curvature 
measurement by laser beam. The thickness of the various layers is shown in the inset. 
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mobility values of all the PMOS and NMOS independently. The photodiode photon-to-current 

conversion was simulated by substituting the incident light, with a correspondingly suitable 

photogenerated current. Calculation of the PFM output frequency was carried out using eq. 

(5.19), again by varying the value of n. It can be seen that the PFM output frequency is an 

increasing function of n for positive values of n. Hence, the rate of change of frequency will be 

in proportion to the rate of change of n within the range of interest. This confirms our initial 

observation whereby the mobility ratio n varies linearly with bending. We found that the rate of 

change of n of -0.1 and 0.03 in the simulation for α-β = 0○ and 90○ respectively, gives modeling 

Fig. 5.23  The change of surface inversion mobility can be seen by measuring the channel flow 
current of the MOS transis
channel width and length ratio, 

tors. In this figure, the saturation current, Id of PMOS and NMOS with 
W/L = 1.8 µm/0.6 µm at two perpendicular orientations were 

measured with respect to the amount of bending. Here the ratio of change of current, ∆Id
(=Id-Id0), to the current at zero curvature Id0 is plotted against the curvature 1/R. 
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Fig. 5.24  Output frequency of PFM for two perpendicular bending directions [ ]1 1 0  and 

1 1 0⎡ ⎤⎣ ⎦  are shown. The y-axis shows the normalized frequency variation, ∆F/F0

shows the normalized curvature to the human eye. Here ∆F is defined as F-F0 while  is the 
frequency at zero curvature. Comparison is made among the experiment, and 
calculation from model eq. (5.19). For the simulation and modeling, the rates of ch n o

 while the x-axis 

F0
 simulation 

ange are f 
-0.1 and 0.03 for the [ ]1 1 0  and 1 1 0⎡ ⎤⎣ ⎦  directions respectively. 
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results that match our simulation results. When these results are combined, we observed that 

there is fairly close agreement among experimental, simulation, and modeling results as shown 

in Fig. 5.24. Hence, this verifies our assumption that changes in mobility play a major role in 

the change of output frequency of the PFM photosensor. 

When the simulation result is extrapolated to the curvature of the human eye (negative 

curvature in the implanted state), we see that the maximum variation in frequency is about 

+4.0%. This implies that the effect of bending can be ignored. 

 

5.6 Summary 

We have developed a CMOS image sensor chip for subretinal implantation based on the 

PFM photosensor circuit. Image sensing of sufficient resolution has been achieved from the 16 

 × 16 pixel array sensor. A linear and exponentially controlled biphasic stimulus current

exceeding the threshold levels of the human retina has also been demonstrated. Next we have 

shown the dependence on strain on the transistor characteristic. This analysis is expanded to 

cover its effect on the PFM-based photosensor output frequency. The change in frequency is 

explained in terms of change in mobility, which affects LSI devices in a predictable way. A 

negligible variation of output frequency was found in the case of the PFM circuit when bend to 

the curvature of the human eye. 
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6 Chapter 6  

Conclusions 

sensor due to the possibility of multiparameter sensing. In this work, we have explored and 

solved many issues related to photosensing, fluorescence detection, packaging for on-chip 

ficient excitation light inside the mouse brain. However, this 

sue was resolved during in vivo verification imaging b

ve that this work is important as it represents the first reported work of using a CMOS 

age sensor for functional imaging inside the intact mo

hotosensing

o imaging with the experimental determination of the 

achievable spatial resolution. A comparison with other non-invasive imaging methods is 

unavoidable, however, as discussed in the introduction of Chapter 4, the region of applications 

methods would be 

ifficult, and instead the advantages of the CMOS sensor 

The main theme throughout this entire thesis is the application of CMOS image sensors for 

bioimaging applications. We adopted the use of a CMOS technology for fabrication of the 

imaging, and electrical stimulation. When applied for in vivo imaging, initially we encountered 

some difficulties in providing suf

is y using the brain phantom and 

illumination light from a fiber tip. We found that when the tip is brought to about 1 mm from the 

sensor surface, sufficiently uniform excitation light was obtained. This has finally led to the 

successful in vivo fluorescence imaging and quantitative measurement of the AMC fluorophore. 

We belie

im use brain. From this work, we have 

gained important insight into the pulse modulation p  method and realized that more 

work would be needed in order to develop a pulse modulation based image sensor with fast 

frame rate imaging. Also, we have gained a more thorough understanding of the on-chip 

imaging configuration for in viv

that the CMOS sensor is fairly wide. Thus, a direct comparison with other 

d should be highlighted and further 
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appl

6.1 Conclusion from Current Work 

 to signal saturation under the intense excitation light. By using the 

ackaged sensor, we demonstrated on-chip fluorescence imaging a

 was 

ization of the fiber tip 

. This

 

 fabricated using standard process was 

capable of generating sufficient electrical currents to stimulation the retinal cells. The pulse 

frequency modulation photosensing circuit used, has certain attractive properties which make it 

grammable biphasic waveform 

was generated. Althoug

other nerve cells that is susceptible to external electrical stimulation can be used. This will 

widen the range of experiments and applications where the CMOS stimulus chip can be used. 

ications should be investigated. 

 

From Chapter 3, a model equation was developed to explain the CMOS photosensor 

sensitivity. This equation was further used to describe the image sensor characteristic for 

fluorescence detection. We have also developed a novel technique to package the CMOS image 

sensor for on-chip fluorescence imaging. By using this technique, we overcame the difficulty of 

fluorescence detection due

p nd detection. A brain tissue 

phantom developed concurrently to serve as a platform for in vitro and in vivo fluorescence 

imaging. 

From Chapter 4, in vitro and in vivo fluorescence imaging using the CMOS image sensor 

was demonstrated. Fluorescence imaging and quantitative measurement was performed deep 

inside the hippocampus of the mouse brain. In the experiment, optim

distance from the sensor surface was performed experimentally  work would further benefit 

from a more quantitative approach by numerical verification of the experimental result. 

From Chapter 5, it was concluded that a CMOS chip

suitable for retinal cell stimulation. Based on this output, a pro

h this device was specifically targeted for use as a retinal prosthesis, 
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6.2 Future Outlook 

From the conclusion of the work presented in Chapter 4, one immediate work that could be 

performed would be to use the CMOS image sensor for other functional imaging experiments of 

the mouse brain. One such experiment would include electrical stimulation of the hippocampus 

and studying its response by using fluorescence imaging methods. This is interesting for the 

study of brain memory and learning functions. 

The successful demonstrations of on-chip imaging and electrical stimulus generation using 

a CMOS sensor chip have two important implications. First, we have created extra knowledge 

on the advantages of using CMOS technology for sensor chip fabrication. This information has 

 add on the current reported results. Second, the work that we 

have achieved here serves as the basic building block to propel and motivate further work 

involving the development of a truly multiparameter sensing and stimulation sensor chip. In this 

work, we have independently verified the imaging and electrical stimulus functions of the 

CMOS image sensor. By integrating the image sensing and electrical stimulation functions onto 

a single CMOS sensor chip, a multi-functional sensor chip can be realized. A long term 

objective would include the continuous effort in deploying CMOS-based sensors for use in the 

biomedical and scientific field. 

positive impact and will definitely
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7 Appendix AEquation Chapter (Next) Section 1  

Minimum Detectable Light Intensity in 

 

Photosensor Model 

In Chapter 4, the minimum detectable light intensity from the photosensor model was 

defined as the reciprocal of the constant β of the following modeling equation. 

( )1
y

x γ

α
β+ ⋅

mic plot for eq. (A1) produces a graph that has a char c as shown in Fig. A1. 

Further, the graph can be divided into two straight li

=  (A1) 

The logarith acteristi

ne asymptotes, y1 and y2, for the regions, 

1x β  and 1x β , respectively, thus giving, 

 1 ,y α=  (A2) 

( )2 .y
x γ

α
β

=
⋅

 (A3) 

The x value whereby the two asymptotes meet has the value 

 

1 β . This is defined as the 

Fig. 

Log yLog y

Log x
1
β

y1Log α

y2

( )1
y

x γ

α
β+ ⋅

=

Log x
1
β

y1Log α
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( )1
y

x γ

α
β+ ⋅

=

A1  Characteristic curve of photosensor model. 
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minimum detectable value as x decreases to 0. Further, from eq. (A3), the slope of the curve has 

the value, γ which is taken as the photosensor sensitivity. 
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8 Appendix BEquation Section (Next)  

Threshold Voltage of CMOS Inverter and 

Schmidt Trigger Inverter 

In Chapter 5, the minimum threshold voltage of Schmidt trigger (ST) inverter was 

presented in the analysis of the analog PFM circuit. In the following discussion, the switching 

point voltage (threshold voltage) will be derived. Fig. B1 (A) shows the circuit of the CMOS 

inverter and its input-output characteristic. Because the derivation of the ST inverter threshold 

voltage is based on the same method to derive the threshold voltage of the CMOS inverter, it’s 

derivation will also be shown here. Fig. B1 (B) shows the circuit of the modified-Schmidt 

trigger inverter used in Chapter 5 and its input-output characteristic. 

For the inverter, the switching point voltage VSP is defined as the point where the input 

voltage Vin is equal to the output voltage Vout. At this point, both the pMOS and nMOS transistor, 

MP2 and MN2 are operating in the saturation mode. Since Kirchoff’s law holds true at all time, 

the current flow through the channels of the two transistors are equal. Hence, 

 ( ) ( )2 21 2
1 2 ,

2 2
N P

SP ThN DD SP ThP
k kV V V V V− = − −  (B1) 

where, VThN1 and VThP2 are the threshold voltage at zero substrate bias of the MN1 and MP2 

transistors, respectively, while kN1 and kP2 are the transconductance parameters of the transistors. 

These variables are defined as, 

 

1
1

1

2
2

1

2

2

N ox
N

N

P ox
P

P

C Wk
L

C Wk
L

µ

µ

⋅ ⎛ ⎞= ⎜ ⎟
⎝ ⎠

⋅ ⎛ ⎞= ⎜ ⎟
⎝ ⎠

 (B2) 

 where, the µN1 and µP2 are the electron and hole mobilities of the n-type MOS and p-type MOS,

 163



 164

Fig. B1  (A) Schematic of the CMOS inverter circuit and its input output waveform. (B) 
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respectively. Cox is the gate oxide capacitance per unit area, and W and L are the widths and 

lengths of the transistor gate, respectively. By rearranging eq. (B1), VSP can be calculated as, 

 
( )1

1 2
2

1

2

,
1

N
ThN DD ThP

P
SP

N

P

kV V V
k

V
k
k

+ −
=

⎛ ⎞
+⎜ ⎟⎜ ⎟

⎝ ⎠

 (B3) 

Next, we show how the lower and higher switching point voltages of the ST inverter, VSPL 

and VSPL are derived. In order to calculate, consider the case when the increasing in put voltage 

approaches VSPH as shown in Fig. B1. At this state, the transistors MN1 and MN2 are off and MN3 

is ON. Hence, the voltage 

 3.X DD ThNV V V= −  (B4) 

As the input voltage is increased further, MN1 is turned on and VX falls. The switching point 

occurs when the output voltage goes low. At this point, 

 2 .in SPH ThN XV V V V= = +  (B5) 

Assuming MN1 operates in linear region, MN6 in saturation and MN4 remains off, the following 

current flow equation can be arrived at.  

 )3  (B6) 

VSPH can then be found by assuming VThN2 = VThN3 and substituting into (B5) gives, 

 

( ) (2
1 1 3 .N SPH ThN N DD X ThNk V V k V V V− = − −

3 ,X ThN SPHV V V+ =  (B7) 

Substituting (B7) into (B6) we obtain 

 1 .
2

DD ThN
SPH

V VV +
=  (B8) 

voltag

Finally, by using similar argument when the input current is decreased, the lower switching 

e, VSPL can be found. By considering that both MN2 and MP4 in saturation, 

 ( ) ( )2 2
2 2 4 4 .N SPL ThN P DD SPL ThPk V V k V V V− = − −  (B9) 
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Rearranging (B9) gives, 
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2 4
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 (B10) 4

1

Pk

+⎜ ⎟⎜ ⎟

By expanding the transconductance terms, the following expression can be obtained, 

 

( )
( ) ( )
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where, n is defined as the mobility ratio of holes to electrons. 
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