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Background 

It is often assumed that populations of isogenic bacteria are phenotypically and physiologically 

identical. Actually, isogenic populations displays variations in growth distribution which 

provide a mechanism for multiple phenotypes to arise in an isogenic bacterial population. In 

particular, a sub-group termed persisters which show high tolerance to antibiotics. Persisters 

are described as variation of dormant cells. In addition, persisters were also found in natural 

environment. However, the mechanism for persisters formation is still unclear. Here, I will 

report the application of the single-gene knockout mutant library with barcode (ASKA barcode 

deletion collection) to understand “persister” mechanisms. 

 

Results 

Establishment of experimental procedure for ASKA barcode deletion collection by Bar-seq 

I had evaluated the ASKA barcode deletion library whether dynamic population alteration 

could be monitored in mixed culture of strains of the library by deep sequencing of bar-code 

DNA region in LB for three weeks (LTSP). I monitored bar-code frequencies from 

chromosomal DNAs purified directly from the time-series culture and after re-grown by 

refreshing of culture medium (serial passage). Almost 90% of raw sequencing reads were 

successfully mapped to our barcode strain database, indicate no bias or errors during 

sequencing. High correlation were observed between independent experiment replicates 

proved that experiments with ASKA barcode collection were reproducible.  

Long-term stationary phase (LTSP) 

In nature, bacteria are often exposed to various stress conditions such as extreme pH, 

temperature shift, osmotic stresses and toxic chemicals) which is akin to bacteria conditions 

during LTSP. During LTSP, sub-populations with growth advantage in stationary phase 

(GASP) will take-over the original population and this cycle kept repeating which change the 

population dynamic in LTSP culture. However, the survival mechanism of GASP is not yet 

fully understood. I had successfully monitored the E. coli mutant population dynamics for three 

weeks during LTSP. I had identified 31 mutants which showed GASP phenotype. Out of the 

31 GASP mutants, 11 of these mutant have mutation involved in transcription regulation (rpoS, 

mraZ, cspC, cspE, slyA, iscR, tdcA, mprA, rbsR, fimE, and sspA), 10 involved in membrane 

transport, biosynthesis and stress (ygaH,ygaZ, metI, metN, yrbG, hsrA, kdsC, kdsD, pldA and 

cpxA) and others such as ATP-dependent serine protease (clpA), DNA-specific endonuclease 
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(endA), putative fimbrial-like adhesin protein (yehA), phosphodiesterase (cpdA and yahA), 

phospholipase (rssA), ribosomal protein subunit (rimK and yggJ) and 2-keto-3-deoxy-L-

rhamnonate aldolase (rhmA). From these results, several survival mechanisms deduced for E. 

coli mutant populations to persist during LTSP; (i) down-regulation of RpoS activity (rpoS, 

cspC, cspE, sspA and hsrA), (ii) more efficient substrate utilization (mraZ, rssA, rbsR and tdcA) 

(iii) motility (mprA) and (iv) increased biofilm formation (iscR and fimE). Although the 

relationship of these mutant and GASP is unclear, I identified several several mutants involved 

in cell membrane (kdsC, kdsD, cpxA and pldA) and transpor (metNI and ygaZH). Further 

verification using rssA, cspC, sspA, tdcA, hsrA, endA, ycfJ and ygaH mutant showed fitness 

advantage over WT after 24 hours competition in LB medium. 

Genome-wide analysis of drug-tolerant mutant  

Genome-wide screening for drug tolerant mutant were performed to investigate bacterial 

persisters. Mutants associated with oxidative phosphorylation; NAD(H):ubiquinone 

oxidoreductase complex (nuoACEHJMN), cytochrome complex (cyoABDE), ATPase 

(atpABCEF), and Fe-S cluster (iscUA-hscAB-fdx) showed increased tolerance against multiple 

drugs. Others were involves in phosphotransferase system (PTS) such as ptsI and crr mutants, 

TCA cycle (sucB), NAD(P) transhydrogenase subunit (pntA) and iron transporter (feoB).In 

addition, drug tolerant mutants exhibit slow growth phenotype due to disruption in protein 

complexes involved in oxidative phosphorylation which leads to decrease in ATP. 

Susceptibility assay indicate that these mutants were susceptible to same MIC concentration as 

WT. Furthermore, these mutants were shown to become dormant during LTSP. This result 

supports the current understanding of persisters formation which strongly suggest that these 

mutations might contributes to persisters formation.  

 

Conclusion 

ASKA barcode deletion collection is an effective system for genome-wide screening studies 

(interaction between gene and specific environment) to comprehensively understand biological 

systems. I identified 31 mutant candidates that showed GASP phenotypes, of which two 

mutants (rpoS and sspA) had been reported. Using this approach, we able to obtain new novel 

findings which give better understanding toward survival mechanisms of  E. coli during LTSP. 

Genome-wide analysis of drug tolerant strongly suggest that drug tolerance were due to 

formation of persisters. Mutations involved in the oxidative phosphorylation leads to decrease 

in ATP levels increases persisters formation. 
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1.1 Discovery of antibiotic and it’s resistance  

Antibiotics and antimicrobial agents are drugs or chemicals that are used to kill or 

hinder the growth of bacteria. Antibiotics specifically target bacteria for destruction while 

leaving other cells of the human body unharmed. The introduction of penicillin in the 1940s, 

which began the era of antibiotics, has been recognized as one of the greatest advances in 

therapeutic medicine. Penicillin was discovered by Alexander Fleming was a Scottish 

physician-scientist in 1928 which was later published in  the British Journal of Experimental 

Pathology in 19291, but failed to gain any interest by the scientific community due to difficulty 

to extract the active compound from the Penicillium fungi. Later, together with Howard Florey 

and Ernst Chain, who devised methods for the large-scale isolation and production of 

penicillin2,3. They received Nobel Prize in Physiology/Medicine in 1945 for discovery of 

penicillin3. The drug was shown to be effective in the treatment of a wide variety of infections, 

including streptococcal, staphylococcal and gonococcal infections1. Penicillin works by 

disrupting bacterial cell wall assembly process which leads to bacterial cell death. Today, other 

penicillin-related antibiotics including ampicillin, amoxicillin, methicillin and flucloxacillin 

are used to treat a variety of infections. Subsequent to the discovery of penicillin, sulfonamide 

(Prontosil) was discovered by Gerhard J. P. Domagk in 19324, aminoglycosides (streptomycin) 

in 19445, cephalosporin from Cephalosporium acremonium by Giuseppe Brotzu in 19486, 

macrolides (erythromycin) from Streptomyces erythrew by McGuire in 19527, quinolones 

(nalidixic acid) in 19628 and its derivatives (norfloxacin, ciprofloxacin and ofloxacin)9 and 

carbapenems in 197410. After introduction of carbapenems drugs, new drug discovery had 

decline and became void by 1990s. Until 2015, a new class of antimicrobial called teixobactin 

was isolated from soil bacteria Eleftheria terrae which shown to be effective in killing 

Staphylococcus aureus and Mycobacterium tuberculosis11. Teixobactin was shown to kill S. 

aureus by inhibiting it’s cell wall synthesis by binding to lipid II (precursor of peptidoglycan) 

and lipid III (precursor of cell wall teichoic acid). Unfortunately, teixobactin did exhibit killing 

activity against E. coli which indicated that this compound may not be effective against Gram-

negative bacteria11. The membrane structure of Gram-negative bacteria which decrease its 

permeability or efflux system was reasoned to failure for teixobactin11.  
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Antibiotic resistance is becoming a common occurrences, due to the frequent use of 

antibiotics. Infections by resistant strains of bacteria are much more difficult to treat and often 

cause relapse. While this resistance often results from horizontal gene transfer of pre-existing 

resistance genes, there are also some that were due to mutations12,13. For example, kanamycin 

resistance can result from loss of a specific transport protein14 and ampicillin resistance can 

result from an SOS response that halts cell division15, while loss of nitroreductase activity can 

provide resistance to metronidazole and amoxicillin16. Resistance to quinolone drugs such as 

ciprofloxacin were often mediated by mutations at drug target site; gyrase (gyrA) and/or 

topoisomerase IV (parC)17. Similarly, mutation at folA will confer resistance against 

trimethoprim18. Meanwhile cpxA mutations were shown to cause increase resistance to multiple 

drugs such as aminoglycoside, beta-lactams and fluoroquinolones19.These mutations usually 

reduce or inactivate cellular systems or functions. Thus, bacteria becomes resistance to 

antibiotic by elimination certain functions, such as transport proteins, enzymatic activity and 

binding affinity. 

Extensive reviews of drug, its mechanism and resistance have been published. A review 

“How antibiotics kill bacteria: from target to network” by Kohanski and co-workers20 discussed 

drug-target interactions and the associated mechanism for major bactericidal drug classes; 

quinolones, rifamycins, beta-lactams and aminoglycosides. “Mechanism of Resistance to 

Aminoglycoside Antibiotics: Overview and Perspectives” by Garneau-Tsodikova and Labby21 

provides an comprehensive information on resistance towards aminoglycosides via intrinsic 

and acquired mechanisms. “Mechanism of action of and resistance to quinolones” by Fabrega 

et. al.22 discussed structure, mode of action and acquired resistance against quinolones by 

specific Gram-negative and Gram-positive bacteria (E. coli, Salmonella enterica, Klebsiella 

pneumoniae, Pseudomonas aeruginosa, Acinetobacter baumannii, S. aureus, and 

Streptococcus pneumoniae) while “Mechanism of Quinolone Action and Resistance” by 

Aldred and co-workers17 have lengthily reviewed on the quinolone drug from its structure, drug 

target and mode of action and resistance against quinolone by chromosomal mutation and 

plasmid-mediated resistance. “Bacterial resistance to Tetracycline: Mechanisms, Transfer and 

Clinical Significance” by Speer and co-workers23 gives comprehensive information of 

tetracycline drugs from clinical treatments, drug structure and mode of action, resistance 

mechanism by chromosomal mutation, plasmid-mediated and from environment (clinical 

surveys). 

According to Centers for Disease Control and Prevention (CDC), at least 2 million 

people is infected by drug resistant bacteria which caused more than 23, 000 death in US 
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alone24. Among gram-positive pathogens,  methicillin-resistant Stapylococcus aureus (MRSA) 

and vancomycin-resistant Enterococcus species (VRE) posed the biggest threat. Furthermore, 

gram-negative pathogens are more serious because they are becoming resistant to nearly all the 

antibiotic drug options available, multidrug resistance (MDR) strain which are becoming more 

prevalent in hospitals. These are most commonly caused by Enterobacteriaceae (mostly 

Klebsiella pneumoniae), Pseudomonas aeruginosa, Acinetobacter, beta-lactamase-producing 

Escherichia coli and Neisseria gonorrhoeae25. 

 

1.2 Drug persistence 

Bacterial persistence are major cause of antibiotic drug treatment failure and relapsed 

in infection. This phenomenon has been reported as early as 1942, due to the recurrences of 

staphylococcal infections even after treatment with high dosage of penicillin26 . Joseph Bigger 

also had observed that penicillin failed to sterilized flask cultures of Stapylococcus aureus at 

exponential phase27. He referred to these as “persisters” which is a small population of dormant 

or non-growing bacteria that have non-heritable tolerance to penicillin but have the capacity to 

regrow and remain susceptible to the same antibiotic. Two main characteristics of bacterial 

persisters are (i) drug tolerant and (ii) low metabolic activity or dormant state. There are two 

views on “persister cells”, (i) Phenotypic heterogeneity; persister cells comprise a 

subpopulation of bacteria that become highly tolerant to antibiotics and reach this state without 

undergoing genetic change28 (as describe by J. Bigger) and (ii) genotypic heterogeneity; 

persisters population arise due to genetic modification; most well-known persisters mutation 

is hipA mutation29,30. In my study, I use the latter view as definition of persisters population. 

 

1.2.1 Mechanism of bacterial persistence 

When microbial populations were exposed to killing concentration of antibiotic, a small 

fraction of the population can escape the killing action by entering a dormant state. This 

phenomenon is known as persistence. In addition, persistence bacterial populations also exhibit 

multidrug tolerance31. The presence of persistence during drug treatment is shown by biphasic 

killing pattern as shown in Figure 1.1. Consequently, when the drug is removed the persister 

cells will give rise to bacterial population that were sensitive to drugs.  

Numerous studies indicate that toxin-antitoxin modules are required for persistence in 

E. coli. In 1983, Moyed and Bertrand had identified in E. coli the of high persistence (hip) 

mutants; hipA7 mutant which is related to the toxin-antitoxin modules, that increased the 
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frequency of persistence by 10 000 fold29. Toxin HipA is a kinase that inactivates the 

translation factor EF-Tu by phosphorylation, leading to protein synthesis inhibition and cell  

 

Viable cells (CFU) were plotted against duration of drug treatment or drug concentration. 
Resistant bacterial population remain viable and grow during drug treatment. Susceptible 
bacterial population were rapidly killed when exposed to drug. Tolerant bacterial population 
are susceptible to the drug but need longer time to be killed. Meanwhile for persisters, increase 
incubation time or drug concentration leads to rapid killing of majority of bacterial population. 
However, after certain threshold (blue line), a killing plateau observed as persister cells remain 
viable. (Adapted from “Persister cells”, by Lewis, K. (2010) Annu. Rev. Microbiol. 64, 357–
372)28 
 

growth arrest. The  hipA7 mutation decreases the affinity of HipA to HipB antitoxin resulting 

in enhanced toxicity of HipA32. The discovery of Moyed and Bertrand29 of the predicted TA 

module hipBA and its association in persister cell formation encouraged researchers to explore 

the role of other TA modules. Figure 1.2 showed the mechanisms of persisters formation 

mediated by TA modules. 

Transcriptome analysis by DNA microarray was performed by Lewis and coworkers33 

using E. coli hipA7 strain and ampicillin treatment had revealed other toxin-antitoxin (TA) 

genes (yafQ/dinJ, relE/relB and mazE/mazF) were upregulated in persisters. Other genes 

upregulated in persisters are members of at least two functional groups: the SOS genes (recA, 

umuDC, uvrAB, sulA) and the genes of the heat and cold shock response family (cspH, htrA, 

ibpAB, htpX, and clpB). Another transcriptome analysis was performed by Lewis and 

coworkers34 from dormant cells isolated using fluorescence-activated cell sorting (FACS) 

based on diminished GFP fluorescent (metabolic inactive cells). These dormant cells were 
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shown to have 20-fold greater persistence to ofloxacin. They found that these cells have 

elevated transcription of toxin gene mqsR. In addition, dinJ, yoeB and yefM which are related 

to TA were also identified.  

In addition to TA systems, Maisonneuve et. al35 had shown that Lon protease and 

mRNA endonuclease are both required for persister cell formation. Overexpression of lon 

showed increased in persister formation in WT cells but not in mRNA endonuclease mutant. 

Lon activity is required to degrade labile antitoxins for type II TA systems where a protein 

antitoxin inactivates the protein toxin. Meanwhile, activation of the mRNA endonuclease 

would inhibits translation, subsequently induces dormancy and persistence.  

Balaban and coworkers observed two types of persister population, type I and type II36. 

Type I persister appear only after the culture had reached the stationary phase prior to exposure 

to antibiotics, which result in delay in regrowth (extended lag time) while type II persister is 

by slow growth that are continuously generated during exponential growth. To determine 

whether the evolved tolerant population in their study (intermittent exposure to high 

concentration of ampicillin) exhibit which persister type, they monitored and compared the 

time of cell division using a single-cell approach and microfluidics. They found that the tolerant 

exhibited were due to extended lag time or type I. Furthermore, they had identified mutations 

in 6 genes in their evolved strain; metG (methionyl-tRNA synthetase), vapB (antitoxin 

homolog, vapC toxin), prs (ribose-phosphate diphosphokinase), sspA (stringent starvation 

protein), pgm (phosphoglucomutase) and yeaI (predicted diguanylate cyclase). VapB is 

associated with the TA module. VapC toxin acts as ribonuclease, cleaving RNA molecules and 

thereby reducing the rate of translation, which support TA system in persister cells formation. 
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Mechanism persister cells formation mediated by toxin-antitoxin system.  (A) TisB-IstR-1 
toxin antitoxin system. IstR is an antisense RNA antitoxin, is constitutively express from its 
own promoter so under normal conditions very little tisB is synthesized (bind to tisA which is 
contains the antisense RNA binding site as well as the ribosome binding for tisB). However, 
tisB translation is under lexA control so it is induce by DNA damage as part of SOS response. 
During dna damage, tisB is strongly induced which overrides the antitoxin. TisB insertion into 
the membrane result in loss of membrane potential which leads to decreased in ATP. The 
decrease in ATP increase persisters formation37. (B) HipAB toxin-antitoxin system. HipA is 
toxin and hipB encodes for antitoxin,  persister formation is due to mutation in hipA7 cause 
decrease in binding interaction with hipB thus increase the intracellular level of hipA toxin. 
The increase of hipA increase the level of ppGpp synthesis. This leads to activation of stringent 
response. This will lead to growth inhibition and cause persisters formation38. 
 

 Persisters are bacterial cells or population that are metabolically inactive (or reduced) 

and are dormant. Although many studies relates persisters as an adaptive response or survival 

strategy during drug treatment, persister cells also formed under different stress conditions such 

as starvation39 and nutrient shift40.  Starvation-induced persisters have been reported in E. 

coli41,42 and Pseudomonas aeruginosa43. Shan and coworker42 had used Tn-Seq to investigate 

E. coli tolerance against aminoglycosides by exposing the transposon library grown to 

stationary phase to lethal dose of gentamicin. They found that 37 genes showed 5-fold increase 

of tolerance to gentamicin. They had suggested that activation of motility and amino acid 

biosynthesis contributes to the formation of persisters tolerant to gentamicin. The author had 
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suggested that decreased in ATP synthesis might contribute to formation of persister cells41. 

Mlynarcik and Kolar43 had compared survival of P. aeruginosa at exponential and stationary 

phase on several drugs. They found that stationary phase cells increase tolerance against 

imipenem, polymyxin B and tobramycin and nutrient starvation (serine starvation) contribute 

to increased tolerance in P. aeruginosa. 

 From above findings, stationary phase cultures showed increased tolerance against drug 

due to formation of persisters cells which in turn formed due to nutrient starvation. This 

indicate the importance of stationary phase in formation of persister cells. However, studies of 

stationary phase revealed interesting phenomena such as; viable but non-culturable 

(VBNC)44,45 and growth advantage during stationary phase (GASP) phenotypes46–48.  

 Bacteria displays five growth phases when grown as batch culture as shown in 

Figure1.3; lag, exponential, stationary, death and long-term stationary phase (LTSP)48. 

Bacteria enters stationary phase once nutrient in culture becomes depleted and accumulation 

of waste products from bacterial metabolism eventually leads to cell death (death phase). E. 

coli was shown to enter death phase after 3 days of incubation in LB48.  Here, almost 99% of 

the population dies and nutrient released by their lysed cells became nutrient source for the 

survivors population48. During this phase, bacterial population became heterogenous as 

populations with GASP mutation arise46. It was shown that E. coli can survive in long-term 

stationary phase (LTSP), without the addition of nutrients, from days to several years49. 

Mutations in the rpoS gene were shown to be common for GASP phenotype46. Additional 

mutations were found in the lrp and ybeJ-gltJKL, which encodes leucine-responsive protein 

and aspartate/glutamate transporter47. Mutations in these genes results in increased ability to 

catabolize amino acids as carbon and energy source47,50,51.  

 The viable and non-culturable (VBNC) is one of the state of dormancy when bacteria 

were under stress conditions. It is differed from dead cells in terms of membrane integrity; 

membrane of dead cells is damaged while VBNC cell still maintained complete membrane 

structure45. There have been arguments that VBNC and persisters are the same as their 

“dormant” state shared similar traits52–54. VBNC cells also shown to be drug tolerant. One of 

the main difference between VBNC and persister cell is their culturability. VBNC were 

characterized by loss of culturability in conventional culture media (i.e LB) while persister 

cells is able to resume growth when stress (i.e. antibiotic) were removed. However, successful 

resuscitation of VBNC cells brings back this question44,55. 
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E. coli exhibit 5 growth phases during batch cultivation; phase I: lag phase, phase II: 
exponential phase, phase III: stationary phase, phase IV: death phase and phase V: long-term 
stationary phase. During LTSP, mutant population with growth advantage during stationary 
phase (GASP) population were observed. (Adapted from “Long-term survival during 
stationary phase: evolution and the GASP phenotype” by Finkel, S. E. (2006), 
Nat.Rev.Microbiol. 4, 113–120)48 
 

1.2.2 Bacterial persistence leads to resistance 

Persisters pose significant challenges for the treatment of many chronic and persistent 

bacterial infections such as tuberculosis (TB)56, Lyme disease57 and urinary tract infections. 

While the most attention has been given to drug resistance, drug persistence or tolerance is 

equally important, if not more because prolonged and repeated treatment of persistent 

infections may lead to genetic drug resistance, which especially be true for TB treatment. This 

has been proven Levin-Reisman and co-workers58 by intermittent exposure  of E. coli to 

ampicillin had evolved the bacteria to become resistant by developing mutations in ampC gene, 

which hydrolyzed ampicillin. Furthermore, they had observed that resistant strains only 

emerged from tolerant strain or persister. The E. coli first develop mutation that slowed their 

growth, which allow them to persist during ampicillin treatment and then acquire ampC 

mutations that confer to resistance. 
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1.3 Escherichia coli  

Escherichia coli, originally called “Bacterium coli commune”, was first isolated from 

child feces in 1885 by German pediatrician Theodor Escherich59. Escherichia coli is classified 

under the class of gamma-proteobacteria and family of Enterobacteriaceae. It is facultative 

anaerobic, gram-negative, non-spore forming rod-shape bacteria. It size is approximately 0.5 

μm in width and 1.0-3.0 μm in length. It is able to grow fermentatively on glucose or other 

sugars (i.e lactose, arabinose, maltose, D-mannitol, D-sorbitol etc.) producing acid and CO260. 

Using laboratory biochemical test, it shows positive for indole production and methyl red test. 

Meanwhile, most E. coli strains shows negative for oxidase, citrate, urease and hydrogen 

sulfide test60. E. coli are commonly motile in liquid by means of peritrichous flagella. It can 

grow within pH range of 5.5 to 8.0 with optimum growth at neutral (pH 6.8-7) while the 

optimum  growth temperature range at 37-42 °C 61. 

E. coli which is a member of the Enterobacteriaceae and is closely related to pathogens 

such as Salmonella, Klebsiella, Serratia, and the infamous Yersinia pestis, which causes 

plague. E. coli are commonly present in intestinal tract of humans and animals; also can be 

found in soil and water source as result of fecal contamination. Although E. coli is mostly 

harmless, pathogenicity islands have been identified and associated with pathogenesis in E. 

coli resulting in strains that colonize different tissues. There are some strains of E. coli (i.e. E. 

coli O157:H7) that are pathogenic to humans and animals. This strain produce Shiga toxins, 

causing severe diarrhea and a major cause of foodborne infections62. As mention previously, 

infection by these pathogens have become harder to treat as they have shown to be multidrug 

resistance (MDR). These are most commonly caused by Enterobacteriaceae (mostly Klebsiella 

pneumoniae),Pseudomonas aeruginosa, Acinetobacter and beta-lactamase-producing 

Escherichia coli25. 

 

1.3.1 E. coli research achievements 

Since 1940s, E. coli became a prevalent choice as model organism to work with as it is 

easily available as an isolate. It is non-pathogenic and versatile as it grows on variety of nutrient 

and can be isolated from any humans. Many scientific achievements (Nobel prizes) were 

established using E. coli as a model organism; questions from fundamental aspects of life, viz. 

the genetic code63, transcription64, translation, replication65 and gene regulation66,67. Others 

include discovery of restriction enzymes68 and life cycle of lytic and lysogenic 
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bacteriophages69,70. These discoveries lead to accumulation of knowledges and development 

of molecular techniques for investigating and manipulating genes or cells.  

 

1.3.2 E. coli in systems biology 

Systems biology is an interdisciplinary field which integrates mathematics, 

computational and biology giving a holistic view of complex interactions within biological 

systems. Information from different cellular levels; genes (genomics), gene expression 

products (transcriptomics), proteins (proteomics), metabolites (metabolomics) and interactions 

(interactomics) are neccessary for a complete understanding of a given biological systems. 

From biochemical, physiological and genetic perspectives, E. coli is one of the best understood 

and characterized living organisms, with laboratory studies on E. coli K-12 for almost a century 

(isolated in 1922)71 makes it a suitable model not only for molecular biology but also in  

systems biology. 

In 1997, the complete genome sequence of the two E. coli K-12 sub-strain, MG165572 

and W311073 was obtained. This complete genome contains a single circular duplex molecule 

composed of 4,639,221 bp. The genome also consist of remnants of many phages, and insertion 

sequences (IS) and a high transport capacity toward the cytoplasm. Regarding its structure, 

protein-coding regions correspond to 87.8% of the genome, while 0.8% encodes for stable 

RNAs, and 0.7% consists of noncoding repeats. The remaining 11% encodes for regulatory 

and other functions72. Since the sequence of E. coli genome has been completed, 

comprehensive effort has been made to annotate the sequenced genome74. Yet, only half 

(~54%) of the gene products have its function confirmed (experimental evidence).  It has been 

reported that from the 4,225 protein coding regions in E. coli, 2794 (66%) had been annotated75 

while 1431 (34%) were still functionally uncharacterized genes or orphans. Out of the 1431 

orphan genes, 446 (31%) have at least one putative molecular function defined on the basis of 

sequence (such as the presence of a predicted DNA-binding domain or an enzymatic motif) in 

the Clusters of Orthologous Groups (COGs) of proteins catalog76. Hu and co-workers77 used 

combined computational and experimental data (using PI dataset) to elucidate the biological 

functions for these unannotated (orphan) genes. From their PI dataset, they obtained 5,993 

high-confidence, nonredundant pairwise interactions among 1,757 distinct E. coli proteins, 

including 451 orphans. Furthermore, they had identified 25 orphans genes were involves in 

protein synthesis (i.e. ybcJ, yncE, yfgB, yibL, ydhQ, yagJ, yjcF and ybeB). 
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Since the availability of complete E. coli genome sequence, several experimental 

resources has been established such as ORFeome clone libraries and deletion mutant 

collections for elucidation of E. coli gene function in a systematic approach. Table 1.1 showed 

the list of experimental resources developed by our lab for functional genomics studies in E. 

coli. The Keio collection has been used by many groups to observe the effect of gene deletion 

under certain conditions; i.e. mutations which caused hypersensitivity to antibiotics78,79, 

motility80, biofilm formation81, cysteine tolerance and production82 and sensitivity to 

hydroxyurea (HU)83. Using the Keio collection, we are able to detect gene-environment 

interaction of individual mutants systematically with high-throughput approach. 

With recent advancement of Next Generation Sequencing (NGS) technology, our lab 

had established another E. coli deletion collection named as ASKA barcode deletion collection 

which allows pooling of all mutant strains and grown under certain selection condition in a 

competitive growth approach.  
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Resources Description 

Plasmid clone library*  

ASKA ORF clone (A 

Complete Set of E. coli K-12 

ORF Archive)84  

A complete set of individual genes encoding histidine 

tagged proteins (+/- GFP) attached was constructed for 

functional genomic analysis. Expression of the cloned ORF 

is under the control of an IPTG-inducible promoter which 

is strictly repressed by the LacI (gene product of lacIq) 

repressor. (sequence based on E. coli K-12 strain W3110) 

Gateway entry clone85 E. coli K-12 ORFs (from ASKA clone) were cloned into 

Gateway® entry vector pENTR/Zeo. The Gateway® 

system facilitates the transfer of ORFs into a large range of 

expression vectors that are suitable for downstream studies. 

TransBac Full sequence of E. coli K-12 ORFs were cloned into 

pFE604TR-ccd cloning vector. Expression of the cloned 

ORF is under the control of an IPTG-inducible promoter 

which is strictly repressed by the LacI (gene product of 

lacIq) repressor. 

Single-gene deletion library  

KEIO collection86,87 A set of single-gene deletions of all nonessential genes in 

E. coli K-12. ORF regions were replaced with a kanamycin 

cassette flanked by FRT sequence. Resistant cassette can be 

excised by the Flp-recombinase (pCP20) to create in-frame 

deletions. 

ASKA barcode collection Construction method is similar with KEIO collection. ORF 

regions were replaced with chloramphenicol cassette 

flanked by FRT1 sequence. Additional feature is insertion 

~20 nucleotides downstream to PS1 site. Resistant cassette 

can be excised by the Flp-recombinase (pCP20) to create 

in-frame deletions. 

* details on plasmid clone library is underway (Yamamoto et. al., in preparation) 
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The advancement of genomic, transcriptomic, and proteomic technologies has led to 

the development of several online database which focus on E. coli shown in Table 1.2. 

Name URL Description* 

EcoCyc: 

Encyclopedia of E. 

coli Genes and 

Metabolic Pathways 

https://ecocyc.org/ Comprehensive database joining 

together genomic information 

with biochemical features of E. 

coli 

PortEco http://www.porteco.org Data of the biology of E. coli 

including plasmids, mobile 

genetic elements, and phages 

EcoliWiki  http://ecoliwiki.net/ Community-based pages about 

everything related to the biology 

of the nonpathogenic E. coli 

EcoGen 3.0 http://ecogene.org/ E. coli database dedicated to 

analyzing and comparing 

genomic and transcriptomic data 

RegulonDB  http://regulondb.ccg.unam.mx Database on transcriptional 

regulation in E. coli K-12 

containing knowledge manually 

curated from original scientific 

publications, complemented with 

high throughput datasets and 

comprehensive computational 

predictions 

GenoBase http://ecoli.naist.jp/GB/ Comprehensive resource database 

of Escherichia coli K-1288 

E. coli Genetic Stock 

Center  

http://cgsc.biology.yale.edu/ The CGSC Database of E. coli 

genetic information includes 

genotypes and reference 

information for the strains in the 

CGSC collection 

*Source: database website. 
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1.4 Bar-seq: Barcode analysis by sequencing  

The principle of Bar-seq is that each strain carries a deletion mutation with unique  

random sequence (barcode). Pools of mutant strains can therefore be competed under selective 

conditions and the fitness of each mutant can then be determined by sequencing the barcodes 

of the pool before and after selection. Barcodes are then amplified using PCR and processed 

for deep sequencing.  

Bar-code analysis by Bar-seq was first introduced using barcoded yeast deletion mutant 

(YKO) library (Saccharomyces Genome Deletion Project)89 which were completed in 200290. 

Since debut, this deletion collection has been a starting point for numerous large-scale “genetic-

network” type studies that offer a global insight into complex genetic phenotypes. The YKO 

library has been used for genome-wide phenotypic analysis toward better understanding of 

biological function, response to stress and mechanism of drug action. One of the earliest study 

using the barcoded yeast deletion library were the genome-wide profiling under six stress 

conditions viz. high salt concentration, sorbitol, galactose, pH8, nutrient limitation (minimal 

medium) and nystatin, an antifungal drug90. Some of notable findings from this study  was that 

18.7% of 5916 yeast ORFs were identified as essential for growth. In addition, 15% of the 

mutant exhibit slow-growth phenotype in rich media and almost half of the “essential” mutants 

under minimal medium involves in known metabolic pathways. Other study using the YKO 

library for queries on biological function; to identify genes that contribute to budding site 

selection91, genes important for cell wall synthesis and regulation92 and respiration93,94. In the 

YKO screening genes involved in bipolar budding pattern, Ni and Synder (2001) had identified 

127 genes involved in the budding of which 22 were uncharacterized genes that are important 

for bud site selection in yeast cells91. Genes involved in yeast cell wall synthesis were screened 

by exposing the YKO library to antifungal protein, K1 killer toxin. Here, they had identified 

268 mutant; 186 showing resistance and 82 showing higher susceptibility to this toxin 

compared with WT. Furthermore, 42 of these genes were still unknown function92. The 

completion of the YKO collection encouraged the construction of many other genome-wide 

libraries using fission yeast; Saccharomyces pombe95, plant; Arabidopsis thaliana96 by 

insertion mutagenesis, bacteria; Escherichia coli (Keio deletion collection and ASKA barcode 

deletion collection)87, Pseudomonas aeruginosa by transposon mutagenesis97 (>30,000 

mutants) and Bacillus subtillis98 as well as novel genome-wide techniques such as protein 

microarray99, digenetic interactions by SGA (systematic genetic analysis)100, and large-scale 

expression studies101. Hughes and coworkers (2000) had collected the expression profiles of 
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300 mutant (unknown function) exposed to various chemicals to predict the genes function by 

matching the profiles pattern101.  

Since completion of the YKO libraries, analysis using this library were based on 

independent mutant via phenotypic profiling or pooled libraries via tag microarray. In 2009, 

Smith and coworkers102 had apply deep sequencing analysis to YKO libraries and evaluates 

them in comparison to the barcode microarray assay. They had reported that this method, 

Barcode analysis by Sequencing or Bar-seq outperforms the barcode microarray method. They 

found that Bar-seq showed more sensitive and have wider dynamic range as it directly “count” 

each barcode instead of fluorescence intensity in which signal saturation caused errors during 

analysis of microarray data. Furthermore, Bar-seq allows multiplexing thus different samples 

can be combined within a single lane for sequencing. A pilot study (multiplexing), they 

suggested that 100-300 counts/barcode is sufficient read depth for multiplex sequencing103. 

Several studies using Bar-seq on YKO in exposed to different stress condition under 

competitive growth have been published104–106. Overall, the establishment of YKO libraries 

had brought new scientific discovery that greatly accelerate yeast research for better 

understanding of yeast cell biology.  

 

 

All mutant were pooled and grown under certain selection, genomic DNA before and after 
selection were isolated and barcode region were amplified by PCR then process for deep 
sequencing. 



 
 

23 

1.5 Aims of this study 

Bacterial persisters came to attention as there have been growing evidence that relates 

persisters as main cause for recurrence infection and drug treatment failure. Furthermore, 

persistence is becoming increasingly recognized as an important  survival strategy that bacteria 

used to escape killing by antibiotic drugs. To develop new drugs targeting chronic infections 

requires a deep understanding of the mechanisms underlying persister formation. However, the 

extremely low percentage of persister cells in a bacterial population and complex pathways 

involved in persister formation have delayed the study of this phenomenon.  

It is often assumed that populations of isogenic bacteria are phenotypically and 

physiologically identical. However, bacteria always show considerable phenotypic variation 

within a population as shown in Figure 1.5(A). For example, although most cells display 

average growth rate, some cells exhibit lower growth rate which might leads to dormant cells 

or increase tendency in becoming persisters once expose to drug. The growth distribution in 

bacteria cells were due to cellular heterogeneity; is an important survival strategy of bacterial 

population during drug treatment. So, what cause increase of persister cells formation? To 

answer this question, I use ASKA barcode deletion collection to represent phenotypic variation 

within E. coli population. Each mutant strain will exhibit different growth fitness distribution 

as shown in Figure 1.5 (B) and certain mutant population may exhibit tendency to become 

persisters. To identify bacterial persisters, I use one of its characteristics which are drug 

tolerant. Hence, I perform genome-wide screening of drug tolerant mutant. 

 An advantage of ASKA barcode deletion collection is that each mutant strain has 

unique barcode that can be identified via deep-sequencing, so I can pool all mutant in a single 

flask and grow them under competitive growth. Using this library, I would like to identify 

mutant that exhibit increased tolerance against drug which likely to be drug persisters.  

 The ASKA barcode deletion collection is a new resource established by our lab and it’s 

usability had yet to be validated. Therefore, I performed another experiment for evaluation.  

This is to check whether it is possible to monitor the population changes of pooled mutants by 

deep sequencing. In this experiment, I monitored the E. coli mutant population during long-

term stationary phase in LB medium for three weeks under batch culture condition. As 

mentioned, persisters could be formed under various stress condition such as starvation,  

extreme pH, osmolarity and exposure to toxic chemicals which is akin to bacterial conditions 

during LTSP. In addition, LTSP is used to study bacterial adaptation in nature as the conditions 

the bacteria faced during LTSP is similar. Furthermore, stationary phase cells were shown to 

be more tolerant against antimicrobial drugs. Two phenotypes were observed during LTSP; 
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GASP population and VBNC. It has been shown that in E. coli population during long-term 

stationary phase, sub-populations with growth advantage during stationary phase (GASP) due 

to mutation will arise46,48–50. Meanwhile, viable and non-culturable (VBNC) state is “dormant” 

state of bacterial cell. Hence, I am interested to know if the persisters population during LTSP 

shared similar traits with drug tolerant population. 

 

 

(A) Isogenous population; showed varied growth distribution in which some cells tends to 
become persisters when expose to drug.(B) ASKA barcode deletion collection; each mutant 
population showed varied growth distribution in which certain mutant population might have 
tendency to become persisters when expose to drug. 
 

Research objectives: 

1. Establishment of experimental procedure using Bar-seq 

a. Confirm reproducibility  

b. Monitoring growth of ASKA barcode deletion collection during LTSP 

c. Identify and validate GASP mutant candidates 

2. Genome-wide screening of drug tolerant mutant by Bar-seq  



 
 

25 

2.1 Strain: ASKA barcode deletion collection 

Escherichia coli strain BW38028 (F-, Δ(araD-araB)567, lacZp-4105(UV5)-lacY, λ-

, hsdR514) was used for construction of this library. The design of the this deletion library was 

based on annotations of E. coli K-12 BW25113 using the same primer set that was used to 

construct Keio collection87. Each target ORF was replaced with chloramphenicol resistant 

cassette and 20 nucleotides random sequence (barcode). Figure 2.1 showed the final genomic 

structure of target region in the barcoded deletion library. Two independent deletion candidates 

were isolated; assigned as clone 1 and clone 2, each with its own unique barcode which allows 

mixing of both libraries in a single flask thus serve as biological replicate within the same 

experimental set. This library consist of 7082 SKO barcode mutants (Table 2.1); clone 1: 3598 

genes and clone 2: 3484 genes were knocked out, respectively. Glycerol stocks of mix libraries 

mutants for clone 1 and clone 2 were prepared and could be used separately (clone 1/clone 2 

only). In addition, known mutator strains (dam, mutL, mutH, mutM, mutS, mutT, mutY, uvrD, 

xthA) were removed from the mixed libraries glycerol stocks. 

 

 

Each target ORF (open reading frame) were replaced with chloramphenicol resistant cassette 
flanked by FRT1 sites allowing excision using FLP recombinase (plasmid pCP20) and ~20 
nucleotide random sequence (barcode).  
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2.2 Growth media 

2.2.1 Luria Bertani (LB) medium 

Dissolved 10.0 g tryptone, 5.0 g yeast extract and 10.0 g NaCl in 950 ml deionized 

water. Add 0.5 ml of 10N NaOH to adjust pH to 6.8 – 7 and bring volume up to 1L. Add 15.0 

g of agar to the medium for LB agar plate. Autoclave on liquid cycle for 20 minutes at 15 psi. 

Store at room temperature. For LB agar plate preparation, allow the medium to cool to 55 °C  

and add antibiotic if needed. Store at 4 °C. 

 

2.2.2 Antibiotics stocks 

Chloramphenicol (Cm) [25 mg/ml] (Cas No. 56-75-7, Nacalai Tesque Inc.), 

Kanamycin Sulfate (KAN) (Cas No. 133-92-6, Wako Pure Chemicals), Streptomycin Sulfate 

(STR) (Cas No. 3810-74-0, Nacalai Tesque Inc.), Gentamicin Sulfate (GEN) (Cas No. 1405-

41-0, Wako Pure Chemicals), Ciprofloxacin Hydrochloride (CIP) (Cas No. 86393-32-0, MP 

Biomedicals, LLC), Nalidixic acid (NAL) (Cas No. 389-08-2, Sigma-Aldrich), Tetracycline 

Hydrochloride (TET) (Cas No. 64-75-5, Wako Pure Chemicals) and Trimethoprim (TMP) (Cas 

No. 738-70-5, Nacalai Tesque Inc.). Except for chloramphenicol, all antibiotics were freshly 

prepared for each use.  

 

2.3 Culture conditions: Long term stationary phase (LTSP)  

Glycerol stocks of mix deletion libraries (clone 1 and clone 2) were transferred into 300 

ml of LB medium with chloramphenicol [25 μg/ml] in 1L flask and incubated (Bio-Shaker BR-

40LF, TAITEC, Japan) at 37 °C, 200 rpm under batch culture for 21 days with sampling at 0.5 

(12 hours), 1, 2, 3, 4, 5, 6, 7, 8, 10, 14, 18 and 21 days. Approximately, 3 ml of culture will be 

taken at each time point, spin down (8 000g x 5 min), the cells pellet were washed with 0.9% 

NaCl solution and kept at -30 °C for DNA extraction (2 ml). Another 1 ml were used to monitor 
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the OD600nm, CFU and for serial passage experiment. The supernatant were used to monitor the 

pH of culture during LTSP. For serial passage experiment, approximately 50 μl were 

transferred into 5 ml (100x dilution) of LB with chloramphenicol [25 μg/ml] and grown at 37 

°C, 200 rpm until reached OD600nm ≅ 2.0. Then, the cells were harvested, washed and kept at-

30 °C for DNA extraction. Serial passage were performed to distinguished between viable and 

non-viable mutant population during LTSP. Two experiment replicates were performed and 

referred to as R1 and R2 for LTSP, SPR1 and SPR2 for serial passage experiments. The 

experimental outline were as shown in Figure 2.2. 

 

 

 

Glycerol stocks (clone 1 and clone 2) were transferred into 300 ml of LB medium with 
chloramphenicol (25 μg/ml) and incubate at 37 C, 200 rpm for 3 weeks with sampling (t = 0.5, 
1, 2, 3, 4, 5, 6, 7, 8, 10, 14, 18 and 21 day). The optical density, cell viability (CFU count), 
DNA concentration and culture pH were monitored during LTSP. Serial passage experiment 
were performed at each time point, 50 μl were transferred into 5 ml LB and grown until reached 
OD600nm ≅ 2.0. Two independent replicate were carried out, assigned as R1 and R2 (LTSP) and 
SP_R1 and SP_R2 (serial passage). 
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2.4 Validation of GASP mutant candidates 

2.4.1 Growth profile in LB medium 

Each candidate strains were grown in 5 ml LB (25 μg/ml of chloramphenicol) at 37 

°C, 200 rpm, overnight (16-18 hours). The overnight culture were diluted x100 and 200 μl 

were dispensed into 96-well plate. Optical density was measured at 600nm every 30 minutes 

for 20 hours using microplate reader (SpectraMax Plus 384, Molecular Devices, USA). 

Values were average of six replicates.  

 

2.4.2 Complementation experiment 

Candidate mutant strains were complemented with wild-type copy of the gene using 

IPTG inducible plasmid (TransBac plasmid clone library). Transformation were performed 

according to standard protocol107. Then, each candidate strains were grown in 5 ml LB (12.5 

μg/ml of TET) at 37 °C, 200 rpm, overnight (16-18 hours). Overnight culture were diluted 

x100 with LB medium with (0mM or 1mM IPTG) and 200 μl were dispensed into 96-well 

plate. The growth profile of strains with/without IPTG induction were compared. Optical 

density were measured at 600nm every 30 minutes for 20 hours using microplate reader 

(SpectraMax Plus 384, Molecular Devices, USA). Values were average of six replicates.  

 

2.4.3 Competition experiment 

This experiment were performed to measure the fitness of GASP mutant candidates. 

Competition between candidate mutant strain (Δgene::Cm) and control strain (ΔlacA::KAN). 

Control strain with KAN resistance cassette were generate via lamda red homologuous 

recombination86 using E. coli K-12  strain BW38028. Overnight culture of each strain were 

diluted to OD600nm ±0.2, then 100 μl of each were transferred into 5 ml of LB medium (no 

antibiotic) and incubated at 37 °C, 200 rpm for 24 hours. For independent growth (control, no 

competition), 200 μl of culture were transferred into 5 ml LB (no antibiotic) and incubated at 

37 °C, 200 rpm for 24 hours. The CFU of each strain at initial (t=0) and final (t=24h) were 

determined by plate count on LB+Cm (25 μg/ml) and LB+KAN (30 μg/ml) agar plates. The 

fitness were determined by Equation 2.1. Values were average of three independent replicates.  

A is the candidate mutant, WT is control strain, f is the final CFU and i is the initial CFU 
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2.5 Culture conditions: Drug treatment 

Glycerol stocks of mix libraries (clone 1 and clone 2) were grown in  250 ml of LB 

medium in 1 L flask, 200 rpm at 37 °C  until reached OD600nm ≅ 0.4, then selected drugs at 

sublethal (IC50) concentration were added to the culture and this time point were set as t = 0 

hour. Approximately, 2 ml of culture were taken just before addition of drugs (t = 0) as control 

population (before treatment) and samplings were carried out at t = 3, 6, 9, 12, 18 and 24 hours 

to monitor the mutant population dynamics during sublethal drug treatment. The sublethal drug 

treatment were performed to (i) distinguished hypersensitive mutant population and (ii) to 

promote persisters formation. After 24 hours, the cells were washed with LB medium and 

regrown in new LB medium (20 ml in 100 ml flask) without drug (LB + chloramphenicol [25 

μg/ml]) and with higher concentration of drugs (IC70, IC90, 1.5xIC90, 2xIC90 and 4xIC90). 

The initial cell concentration was fixed at OD600nm ≅ 0.4 and incubated at 37°C , 200 rpm for 

24 hours. These experiments were carried out in duplicate for each drugs and the total 

population growth were monitored by OD600nm and colony forming units (CFU). However, only 

one replicate from each drug experiments (except control) were chosen for sequencing. The 

experimental outline were as shown in Figure 2.3. 

 

2.6 Minimum inhibitory concentration (MIC) 

The MIC of each drugs was determined using standard broth dilution protocol in 96 

microtiter plate108. Overnight culture of ΔlacA (control strain) was grown in new LB medium 

until reached exponential growth phase (OD600nm ≅0.4), then 100 μl was dispensed into each 

wells containing varying concentrations of drug (100 μl) and kept overnight with shaking at 

37°C. The OD value was read using microplate reader (SpectraMax Plus 384, Molecular 

Devices, USA).  Dose-response curve was plotted (SoftMax Pro 4.3 Software) and the 

inhibitory concentrations (IC) of each drugs were calculated based on Equation 2.2. These 

results were shown in Supplementary Information (Supp. Figure 1 and Supp. Table 2) 

 

 

 

H = Hill slope 

F = IC value (0 < F < 100) 
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Glycerol stocks (clone 1 and clone 2) were transferred into 300 ml of LB medium and grown 
at 37 °C, 200 rpm until reached OD600nm ≅ 0.4 (2.5~3 hours), so the initial cell concentration 
before drug treatment is at ~x108 cells. First, the E. coli mutant population were exposed to 
sublethal (IC50) concentration of drugs and the population change (time-kill) during drug 
treatment (24 hours) were observed. Next, the cells that were exposed to IC50 concentration 
of drug were exposed to higher concentration of drug (serial passage) for 24 hours. 
 

2.7 Susceptibility assay for drug tolerant mutant 

This experiment were carried out using 96-well plate. Overnight culture in LB medium 

(25 μg/ml chloramphenicol) were regrown in new LB (no drug) until OD ≅ 0.4, 20 μl were 

dispensed into 180 μl of LB with different concentration of drug (IC0, IC50, IC70, IC90, 

1.5xIC90, 2xIC90 and 4xIC90). Each plates were incubated at 37°C for 24 hours. The optical 

density (OD600nm) were measured using microplate reader (SpectraMax Plus 384, Molecular 

Devices, USA). Three replicates were performed for each drug concentration. The OD reading 

were normalized (z-score) shown in Equation 2.3. Manhattan distance were used for clustering 

(Equation 2.4). 

OD normalization (z-score) 

The x is OD value, mean is the average OD value in the dataset, sd is the standard deviation in 

dataset 

0 4xIC90Sampling: 0,3,6,9,12,18 & 
24 hours

After 24 hours

Initial OD ±0.4
Incubation:  24 hours

Initial OD ±0.4
Drug : IC50
200 rpm, 37C

DNA extraction

Library 
preparation

Sequencing

PCR Hiseq2500
102bp X 2 
(paired end)
Illumina 
TruSeq SBSkit
v3-HS (200 
cycles)

Time-kill experiment Serial passage experiment

BarcodePS PSIndex1 Index2

Amplify barcode 
region
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Manhattan distance 

D is distance, xi and yi are the variables 

 

2.8 Morphology 

The cells morphology were observed under 1000x magnification (BZ-9000, Keyence, 

USA) and image processing were carried out using BZ-II Analyzer software. 

 

2.9 Sample preparation for sequencing 

2.9.1 DNA extraction 

DNA extractions were carried out using CTAB method109. The DNA concentration of 

each samples were measured by fluorescence method using Quant-iT PicoGreen kit 

(ex:485nm/em:530nm) and fluorescence plate reader (SpectraMax Plus). 

 

2.9.2 PCR amplification 

PCR amplifications of the barcode regions were according to the Phusion High-Fidelity 

PCR Master Mix with HF buffer (NEB) protocol. Optimized PCR conditions (GeneAmp PCR 

System 9700, Applied Biosystems) were as follows; 18 cycles, initial (hot start); 98 °C (1 min), 

denaturation; 98 °C (15 sec), annealing; 60 °C (2 sec), elongation; 72 °C (40 sec); final 

elongation; 72 °C (40 sec) and final hold; 4 °C. Lower PCR cycles were used to minimize 

errors during amplification. The PCR product were check using gel electrophoresis, expected 

fragment size ~207 bp. The primers used in this study were shown in Supplementary Table 1. 

 

2.9.3 MiSeq and HiSeq multiplexing  

For normalization of each samples, we pooled equal amount of PCR products, gel 

electrophoresis and excise target band (~207 bp), followed by gel purification (QiaQuick Gel 

Extraction Kit, QIAGEN) to remove remaining primers and primer dimers within the samples. 

First, MiSeq was performed and the Illumina index (ID1 and ID2, Figure 2.4) for each sample 

were counted and number of reads per sample is set. Using this value, the concentration of each 

samples (PCR products) were adjusted, pooled, purified and sequenced using HiSeq. For 

LTSP, I had multiplex 105 samples (R1: 26, R2: 26, SP_R1: 20, SP_R2: 22 and other: 11). 

Two technical replicate were prepared for each sample in LTSP. For technical replicate, the 

same DNA template were amplified using different multiplex index. This was to check if  there 
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are any anomalies due to sample preparation or sequencer. Meanwhile for drug experiment, I 

had multiplex 90 samples (No drug: 16; CIP: 12, GEN: 13, KAN: 13, STR: 12, TET: 12 and 

TMP: 12) per lane (Illumina HiSeq 2500; 100 bp x 2 (paired end); Illumina TruSeq SBS kit 

v3-HS (200 cycles)). 

 

2.10 Sequence data analysis 

The sequence reads were collected from the sequencer as fastq files. Each read 

contained multiplex index 1, primer 16, barcode sequence, primer 1 and multiplex index 2 in 

the following order (Figure 2.4) . The files were analyzed with custom Python script. Then, we 

had applied filtering to obtained the correct read sequence. First, we aligned the reads to 

common primer (primer 16 or primer 1), then we split the sequence into multiplex index tag 

sequences and barcode sequences. Next, the multiplex index tag was exactly mapped against 

the list of expected combinations of index tag. Then, we mapped each barcode to the list of 

barcodes in our strains database. Only those that precisely matched for index and barcode were 

accepted, those that did not match were discarded. Valid sequence were counted and sorted 

and frequency table were generated. Figure 2.5 showed the overview of sequence data analysis. 

Pearson’s correlation coefficient were measured between the each of the technical replicates. 

Samples with low correlation (r < 0.8) were discarded. Next, correlation between clone 1 and 

clone 2 for each time series were measured and strain with correlation, r < 0.7 were discarded. 

This low correlation might be due to secondary mutation in one or both strain that may affect 

the growth pattern of that particular mutant strain, thus this mutant was discarded.  
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The forward and reverse primer consist of P7/P5  Illumina adapters, 5 nt random sequence, 
multiplex index tag (ID1/ ID2, 9 nt) and common primer sequence (PS16/PS1). The P7/P5 
Illumina adapter function to binds to the flow cell. The multiplex index (ID1/ID2) used to 
identify the sample from which it originated. The 5nt random sequence was added to increase 
the efficiency for template generation (increase read yields and quality scores) for amplicon 
sequencing on Illumina sequencer (recommended for low-diversity samples). List of primers 
sequences is in Supplementary Table 1. 
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2.11 Statistical analysis 

For statistical analysis, I used Excel, R and R packages (ggplot2, reshape2, ComplexHeatmap, 

corrplot) to plot graphs. 

 

2.12 Bioinformatics analysis 

Functional enrichment analyses were performed for selected gene set were analyzed 

using open software FunRich (funrich.org). Uniprot bacteria database 

(ftp://ftp.uniprot.org/pub/databases/uniprot/current_release/knowledgebase/taxonomic_divisi

ons/uniprot_sprot_bacteria.dat.gz) and Ecocyc was used for database search. Statistical cut-off 

of enrichment analyses in FunRich software was kept as default with a p-value < 0.05 after 

Bonferroni correction. 
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3.1 Confirm reproducibility of sequencing and experimental data  

The sequenced data were processed as mentioned in Section 2.10 in Materials and 

methods. Almost 90% of the raw sequences were successfully mapped to reference sequences. 

Details were shown in Table 3.5 for LTSP and Table 3.10 for drug treatment. 

The reproducibility of the sequencing results is important to ensure the reliability of the 

experiment. To check for the reproducibility of the sequencing and experiment data, I 

determined the correlation between each technical replicates and between experimental 

replicates. Technical replicates were performed to check for sequencing bias during Illumina 

sequencing. While experimental replicates were performed to check for the reproducibility of 

the ASKA barcode deletion collection. For LTSP experiment, I had carried out two experiment 

replicate; R1 and R2. For technical replicate, I used the same DNA template amplified with 

different Illumina index (primers). High correlation were observed for time-course experiment 

R2 and serial passage experiment (SP_R1 and SP_R2, respectively) as shown in Table 3.1. 

This indicate that there is no problem with sample preparation and sequencing run. However, 

Day 10-21 of experiment R1 showed low correlation and this data will not be used for further 

analysis. This problem may be due to insufficient genomic DNA for PCR amplification during 

the later stationary phase. High correlations were also observed for independent experiment 

replicates as shown in Table 3.2. This indicate a good experimental reproducibility using 

ASKA barcode deletion library. Likewise, high correlation were observed for technical (Table 

3.3) and experimental replicates (Table 3.4) for drug treatment experiment. Overall, the results 

indicates that there were no sequencing bias between samples during sequencing and 

experiments performed using ASKA barcode deletion collection were reproducible. 
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R1 R2 SP_R1 SP_R2 
Day r Day r Day r Day r 
0.5 0.98 0.5 0.96 0.5 0.98 0.5 0.97 
1 0.97 1 0.94 1 0.97 1 0.98 
2 0.96 2 0.96 2 0.99 2 0.99 
3 0.98 3 0.99 3 0.99 3 0.99 
4 0.99 4 0.99 4 0.99 4 0.99 
5 0.99 5 0.99 5 0.99 5 0.99 
6 0.99 6 0.99 6 0.99 6 0.99 
7 0.99 7 0.97 7 0.99 7 0.99 
8 0.99 8 0.98 8 0.99 8 0.99 
10 0.02 10 0.99 10 0.99 10 0.99 
14 0.3 14 0.99 14 NA 14 0.99 
18 0.15 18 0.99 18 NA 18 NA 
21 0.4 21 0.99 21 NA 21 NA 

NA; no growth were detected at these time point 

 

LTSP Serial passage 
Day r Day r 
0.5 0.96 0.5 0.98 
1 0.94 1 0.98 
2 0.85 2 0.53 
3 0.84 3 0.82 
4 0.92 4 0.9 
5 0.96 5 0.97 
6 0.92 6 0.64 
7 0.6 7 0.33 
8 0.53 8 0.72 
10 NA 10 0.4 
14 NA 14 NA 
18 NA 18 NA 
21 NA 21 NA 

NA; no growth were detected at these time point 
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Experiment r 

KAN_6h 0.94 

KAN_4xMIC 0.98 

TET_6h 0.92 

Hour r 
0 0.98 
3 0.97 
6 0.97 
9 0.96 
12 0.94 
18 0.96 
24 0.97 

SP_LB 0.97 
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3.2 Long-term stationary phase (LTSP) 

3.2.1 Sequencing result 

The sequenced data were processed as mentioned in Section 2.10 in Materials and 

methods. Details of the sequencing results were shown in Figure 3.1 and Table 3.5. I had 

obtained ~ 273 million valid reads (~ 90% of total sequences reads) with coverage of ~ 360 

reads per strain. Next, I make a new dataset using the average of read 1 and read 2. Since 

technical replicate were carried out for each sample, thus I checked the pairwise Pearson’s 

correlation for each of the sample and those with correlation coefficient, r ≥ 0.8 were accepted. 

Then, I make new dataset using the average of each technical replicate. Here, the correlation 

coefficient for technical replicate Day10-21 (R1) of LTSP were lower than threshold and were 

removed from dataset. Here, I have four datasets; R1, R2, SP_R1 and SP_R2. Next, I removed  

outlier strains from the R1 (195 strains) and R2 (245 strains) dataset. Next, I determine the 

correlations between clone 1 and clone 2 in each dataset. Correlation for strains that only have 

no biological replicate (no clone 2) were determine using experimental replicate (R1 and R2). 

I also checked the outlier strains and found 166 strains were common between the two dataset. 

As such, I suspect that this occurrence may not be noise but may have some biological meaning 

thus the strains with high correlation coefficient (r ≥ 0.7) were reintegrate to the dataset. 

Finally, the number of valid strains in each dataset; R1 (2458), R2 (1660), SP_R1(3412) and 

SP_R2 (3379), respectively. 
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Experiment Description Result 

LTSP 

Multiplex 105 (94 samples LTSP) 
Total raw sequences 304 764 266 
Valid reads (Mapped to reference 
sequences), ALL 273 128 700 (89.6%) 

Valid reads (Mapped to reference 
sequences), LTSP 238 512 755 

Number of valid strain (r ≥ 0.7) 
R1 
R2 
SP_R1 
SP_R2 

 
2458 
1660 
3412 
3379 

 

 

 

 

 

 

 

For LTSP;105 samples, ~305 million raw sequences 
reads has been obtained. Next, the raw sequences 
were map to reference, sort and count,  273, 128 700 
valid reads (~ 90% of total sequences reads) were 
matched. The total reads for LTSP experiment only 
is ~238 million (read 1: 124 232 661 reads and read 
2: 114 280 094 reads). Pairwise Pearson’s correlation 
for each of the sample (technical) and those with 
correlation coefficient, r ≥ 0.8 were accepted. Day10-
21 (R1) of LTSP were removed from dataset. Next, I 
determine the correlations between clone 1 and clone 
2 in each dataset. Strains with r >0.7 accepted for 
further analysis. Correlation for strains that only have 
no biological replicate (no clone 2) were determine 
using experimental replicate (R1 and R2). Finally, 
the number of valid strains in each dataset; R1 
(2458), R2 (1660), SP_R1(3412) and SP_R2 (3379), 
respectively. 
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3.2.2 Growth profile and cell morphology of Escherichia coli mutant during LTSP 

I had monitored E. coli mutant population dynamics during LTSP in LB medium for 

three weeks shown in Figure 3.2.. The OD readings (Figure 3.2A) showed fluctuation at day 2 

and day 14 but mainly remains constant throughout the incubation period. These fluctuations 

could be due to lysis of dead cells and released of nutrients for uptake of the surviving 

populations. The viability of culture (Figure 3.2B) was observe using solid (LB agar plate) by 

colony formation and liquid medium via serial passage experiment (Figure 3.3). However, 

viability using solid media could be attained only up to day 10, meanwhile viability was 

observed up to day 14 for SPR2 using liquid medium (Figure 3.3D). The DNA concentration 

showed decreased throughout the LTSP (Figure 3.2C). This result correlates with the CFU 

result.  

Growth of E. coli in rich media such as LB broth exposes the cells to elevated pH as 

organic acids are consumed110, whereas glucose minimal medium would be acidified by acidic 

fermentation products, though such media are typically buffered to a near-neutral pH (pH 6.8-

7). The effect of pH is important as extreme pH condition can also alter protein conformation 

or even denature proteins, thus the pH of the culture may shift the dynamics of the population 

survivability during LTSP. I observed rapid increased of pH (Figure 3.2D) from ~ 6.0 at 12 

hours to pH ~ 8.5 by Day 2 and slowly increase to pH 9 by Day 10 which remains throughout 

the experiment period. Hence, increase in pH contributes to cell death and influence the timing 

of entry into the LTSP111.  Another factor, increased glycation (non-enzymatic glycosylation) 

was showed to have led to cell death in E. coli by increased of oxidative stress levels112. 

Furthermore, changes in pH levels were found to affect the glycation levels. Finkel & Kram 

(2015) had observed that when pH levels rise above 8.5, the glycation levels increase greatly113. 

Serial passage experiment was carried out to distinguished the viable population and 

the non-viable during the LTSP shown in Figure 3.3. A fraction of the culture was diluted to 

1:100 in new LB medium and grown until reached OD ~2.0. Longer recovery time (lag time) 

was observed when aged culture was regrown to new LB. This was assumed due to the time 

for the cells to synthesis cellular components necessary for growth, including repair of 

macromolecular damage that accumulated during stationary phase. 

Overall, two significant changes that occur in the medium during stationary phase may 

play important roles in the precipitous loss of viability that follows; the depletion of readily 

available nutrients and an increase of pH in medium. 
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Figure 3.4 showed the  E. coli cells morphology during LTSP. The cells morphology 

from Day 0.5 until Day 2 did not show any morphological changes and is similar to WT. 

However, starting from Day 3 onwards (to Day 21) several morphological changes were 

observed; (i) formation of dense body(s) in the cell, (ii) irregular shape and (iii) decreased in 

cell size. Dwarfing is continuous reduction of cell size were observed after reductive division. 

The dwarfing process might be beneficial during starvation conditions because the 

surface/volume ratio of the cells increased thus improve uptake of nutrients from surrounding. 

Dwarfing is a form of self-digestion; whereby cells degrades its own protein for energy which 

is an important survival mechanism during nutrient starvation114. 

 

 

The cells morphology from Day 0.5 until Day 2 did not show any morphological changes and 
is similar to WT. However, starting from Day 3 onwards (to Day 21) several morphological 
changes were observed; (i) formation of dense body in the cell, (ii) irregular shape and (iii) 
decreased in cell size. 

Dense body 

Size reduced 

Size reduced 
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3.2.3 Survival dynamics of E. coli mutant population during LTSP 

Survival has been defined as maintenance of viability under adverse circumstances. If 

nutrient deprivation continues, an initial loss of viability (death phase) is observed, but the 

population then stabilizes and enters long-term stationary phase. This is a state of dynamic 

equilibrium in which individual cells may die or divide but the community as a whole survives 

indefinitely, due in part to selection for subpopulations that are better adapted to the current 

nutritional conditions48,49. This surviving population is defined as growth advantage in 

stationary phase (GASP) population.  

Figure 3.5 (A) showed the dynamics of each mutant population during LTSP. Each of 

the colored box represent one mutant strain.  From the figure, change in the mutant population 

dynamics starts by Day 3. This is quite interesting as Finkel48 had observed that E. coli cells 

enters death phase by Day 3 in rich medium. This suggest that this changes in mutant 

population were due to entry of death phase. It was noted that in batch culture, only E. coli 

cells grown after 10 days will express the GASP phenotype46. However, this is because 

mutations were only observed after 10 days. Since, I started with mutant populations from the 

beginning, it is possible to observed population with GASP earlier.  

From Figure 3.5 (A), the first population change occurred at Day 3. Thus, I want to 

know if this change in population were maintained throughout the 21 days or will changes 

happen again. To check, I calculated pair-wise correlation between each time-point. If no 

population changes occurred, then the correlation between each time point should be highly 

correlated. Figure 3.5 (B) showed the pair-wise correlation of each time point during LTSP for 

experiment R1 and R2, respectively. I observed that there is a time-dependent population 

changes that occur during LTSP. The population changes can be seen in four clusters; Cluster 

1 (Day 0.5 to Day 2), Cluster 2 (Day 3-7), Cluster 3 (Day 8-10) and Cluster 4 (Day 14-21) as 

shown in R2 (as mention previously, data for R1(Day 10-21) were not used for analysis). This 

indicate that mutant population abundance during this time were similar. Overall, these results 

showed that it is possible to monitor E. coli mutant population changes from mix culture by 

Bar-seq.  
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3.2.4 Diversity within the culture decrease during serial passage 

How changes in the population abundance would affect the mutant diversity in the 

LTSP culture? In experiment using WT cells, the genetic diversity is expected to increase as 

the mutant population with GASP arise during LTSP. Since I am using bottom-up approach, I 

expect that the mutant diversity would decrease due to “loss” of  mutant population during 

competitive growth.  To answer this question, I calculate the diversity index at each time point 

using Shannon entropy. Shannon entropy was adopted by ecologists as a diversity measure. 

Shannon entropy compute the uncertainty associated with identifying species in the community 

based on the total number of individuals, their identities, and their relative abundances115. A 

higher degree of uncertainty means greater diversity in the community.  

Interestingly, the diversity during LTSP only showed slight decreased at Day 6/7, then 

increased and the entropy value maintained throughout the incubation. This decrease may be 

due to high abundance of certain mutant since Shannon entropy measures the ‘species’ in 

proportion of their population abundance. This result suggest that most E. coli cells enters 

dormant state or VBNC. Meanwhile, the mutant population diversity decreased during serial 

passage reflects the selection pressure as the competing low fitness mutant were displaced by 

mutant with higher fitness during LTSP. At the same time, using serial passage we are unable 

to clarify whether the cells are VBNC or not since some strains might have longer lag time or 

were loss due culture saturation by other mutant populations.  
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The mutant diversity were maintained during LTSP (orange and grey line), suggesting the E. 
coli mutant population became dormant while mutant diversity decrease during serial passage 
(yellow and blue line) indicate surviving population during LTSP. pi is the relative abundance 
of each population at each time point 
 
 
3.2.5 Population size during LTSP affect the population abundance in serial passage 

The serial passage experiment was carried out to differentiate between the viable and 

the non-viable population during LTSP. At each sampling point during LTSP,  50 μl of culture 

is transferred (100x dilution) in 5 ml of new LB medium and incubate at 37 °C, 200 rpm until 

reached OD600nm ~2. During LTSP (Figure 3.5), GASP mutant population increase in 

population abundance thus this population most probably be dominant population in serial 

passage. To check if this influence the population dynamics during serial passage, I determined 

the correlation between LTSP and SP. High correlation between time-course experiment and 

serial passage experiment were observed, as shown in Figure 3.7(A). This result could also be 

seen from the changes in the population dynamics during the long term stationary phase and 

serial passage shown in Figure 3.7(B). Although, no correlation was observed between at Day 

14. This results indicate that the initial population size (time-course experiment) influenced the 

survival of each mutant populations during serial passage. 
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(A) Pair-wise correlation between LTSP and serial passage at each time point were highly 
correlated. (B) Population dynamics during LTSP (top) and serial passage (bottom) showed 
that mutant population with higher fraction during LTSP were also highly abundance during 
serial passage.   
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3.2.6 Enrichment analysis for top 100 rank mutant 

During  prolonged incubation, occurrence of secondary mutations could happen to 

some mutant strains which impact that population growth therefore affect the reliability of the 

result. As a means to improve our conception, we had two individual clone (different barcode) 

for each deletion mutant that will act as biological replicate in the same culture. Thus, only 

strain that showed consistency (r ≥ 0.7, Pearson’s correlation), which consist of 5404 mutant 

strains (2702 genes) and 3808 mutant strains (1904 genes) for R1 and R2, respectively that 

were considered valid for further analysis. 

Pair-wise correlation of each time point in Figure 3.5(B) showed time-dependent 

population changes occurred during the 3 weeks incubation. These time-dependency can be 

divided into 4 clusters; day 0.5-2, day 3-7, day 8-10 and day 14-21. I categorized these clusters; 

cluster 1 (Day 0.5-2), cluster 2 (Day 3-7), cluster 3 (Day 8-10) and cluster 4 (Day 14-21). Using 

these information, I ranked the mutant based on abundance at each time point and select the 

top 100 mutant for gene list analysis for over-representation. 

Mutant with mutation involved in transcription, transcription regulation and response 

to DNA damages showed to be significant (Bonferroni, p <0.05) in all these clusters. For 

confirmation, I also performed enrichment analysis using the common top rank mutant during 

serial passage (92 strains, R1 and R2).  The top ranked mutant in serial passage have mutation 

involved in transcription (24%), signal transduction (8%) and cellular response to DNA 

damage (6%). Figure 3.8(A) showed the number of genes with significant GO terms (p <0.05, 

R2 experiment) at each time point. Similar enrichment were obtained from experiment R1 as 

shown in Figure 3.8(B). The enrichment results suggest that mutations in genes involved in 

transcription regulation gives growth advantage to cells during LTSP. 
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3.2.7 Does growth phenotypes important for survivability during LTSP? 

  In the ASKA library, each mutant strain may exhibit different growth phenotypes; 

normal, slow or fast growth. Slow growth is one of the survival traits for drug tolerance 

population116. However in the case of no drug treatment does slow growth phenotype able to 

maintained their population or would they be displaced by the normal/faster growing mutant 

population. Thus, I plot the population abundance (log10) against their maximum growth rate 

(MGR) at Day 0.5, Day 3, Day 7, Day 8, Day 14 and Day 21 and observed the phenotypes of 

the surviving mutant population during LTSP as shown in Figure 3.9. The MGR for each 

mutant strain have been determined using Colony-Live117. 

Figure 3.9 showed the distribution of each mutant population abundance against MGR 

at Day 0.5, Day 3, Day 7, Day 8, Day 14 and Day 21.  These time-point represent the entry and 

exit of each cluster shown in Figure 3.5 (B). For experiment R2 shown in Figure 3.9 (A), mutant 

populations that showed GASP phenotype at Day 3 were rpoS, slyA and cpxA mutant. The 

number of GASP mutant population increase by Day 7 and Day 8 (cpxA, slyA, kdsC, kdsD, 

yfaU, hsrA). Several mutant population showed growth advantage up to Day 7; tdcA, rpoS, 

mraZ mutant and new GASP population were observed from Day 8; mprA, ygaH, ygaZ ,endA 

mutant. Table 3.6 showed list of GASP mutant for each time points for R1 and R2 experiment 

during LTSP and serial passage. 

 Interestingly, I observed that mutant population that exhibit growth advantage during 

LTSP mostly showed normal growth phenotype. In addition, although some slow growth 

mutant were “loss” (barcode count < 10) during LTSP, most mutant population regardless of 

growth phenotype seems to persist in the culture (barcode count ≥100) and become dormant. 

Overall, the growth phenotypes did not seem to affect the E. coli mutant survival during LTSP.  
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NA; No data 
NA**; log10[barcode_count]< 2 
Day 3*; the threshold used for this is log10[barcode_count]>3 
 

 

 

 

 



 
 

59 

3.2.8 GASP mutant population 

From these results, I had identified 31 mutant that showed growth advantage during 

LTSP shown in Table 3.7. Out of the 31 GASP mutant, 11 of these mutant have mutation 

involved in transcription regulation (rpoS, mraZ, cspC, cspE, slyA, iscR, tdcA, mprA, rbsR, 

fimE, and sspA), 10 involved in membrane transport, biosynthesis and stress (ygaH,ygaZ, metI, 

metN, yrbG, hsrA, kdsC, kdsD, pldA and cpxA) and others such as ATP- dependent serine 

protease (clpA), DNA-specific endonuclease (endA), putative fimbrial-like adhesin protein 

(yehA), phosphodiesterase (cpdA and yahA), phospholipase (rssA), ribosomal protein subunit 

(rimK and yggJ) and 2-keto-3-deoxy-L-rhamnonate aldolase (yfaU/rhmA). Two mutants; 

rpoS48,49 and sspA118 has been reported as GASP were also identified in this study. This showed 

that the results from this study corroborates with previous studies by other researches and 

suggest high possibility our newly identified mutant candidates to exhibit GASP phenotype. 
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Gene Gene function 

clpA ATPase and specificity subunit of ClpA-ClpP ATP-dependent serine protease, 
chaperone activity(clpA) 

cpdA 3',5' cAMP phosphodiesterase(cpdA) 
cpxA sensory histidine kinase in two-component regulatory system with CpxR(cpxA) 
cspC  stress protein, member of cspA family 

cspE constitutive cold shock family transcription antitermination protein; negative regulator 
of cspA transcription; RNA melting protein; ssDNA-binding protein(cspE) 

endA DNA-specific endonuclease I(endA) 
fimE tyrosine recombinase/inversion of on/off regulator of fimA(fimE) 
hsrA putative multidrug or homocysteine efflux system(hsrA) 

iscR isc operon transcriptional repressor; suf operon transcriptional activator; oxidative 
stress- and iron starvation-inducible; autorepressor(iscR) 

kdsC 3-deoxy-D-manno-octulosonate 8-phosphate phosphatase(kdsC) 
kdsD D-arabinose 5-phosphate isomerase(kdsD) 
metI DL-methionine transporter subunit(metI) 
metN DL-methionine transporter subunit(metN) 
mprA transcriptional repressor of microcin B17 synthesis and multidrug efflux(mprA) 
mraZ DNA-binding transcriptional repressor mraZ 
nuoM NADH:ubiquinone oxidoreductase, membrane subunit M(nuoM) 
pldA outer membrane phospholipase A(pldA) 
rbsR transcriptional repressor of ribose metabolism(rbsR) 
rimK ribosomal protein S6 modification protein(rimK) 
rpoS RNA polymerase, sigma S (sigma 38) factor(rpoS) 
rssA putative patatin-like family phospholipase(rssA) 
slyA global transcriptional regulator(slyA) 
sspA  stringent starvation protein A 
tdcA tdc operon transcriptional activator(tdcA) 
yahA c-di-GMP-specific phosphodiesterase(yahA) 
yehA putative fimbrial-like adhesin protein(yehA) 
yfaU/ 
rhmA 2-keto-3-deoxy-L-rhamnonate aldolase(rhmA) 

ygaH putative L-valine exporter, norvaline resistance protein(ygaH) 
ygaZ putative L-valine exporter, norvaline resistance protein(ygaZ) 
yggJ ribosomal RNA small subunit methyltransferase E 
yrbG putative calcium/sodium:proton antiporter(yrbG) 

Source: Ecocyc database 
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3.2.9 Verification of GASP mutant 

I performed several experiment to verify if these mutation does exhibit growth 

advantage compared to WT. First, I compared the growth profile of cpxA, cspC, rpoS, rssA, 

rbsR and sspA mutant with WT strain (lacA mutant) grown in LB medium. The results were as 

shown in Figure 3.10. Strains with mutation in cpxA, cspC, rpoS and rbsR clearly showed better 

growth compare to WT while growth of sspA mutant initially increased but start to decreased 

after 15 hours. On the other hand, growth of rssA mutant is similar with WT. Meanwhile, 

complementation assay showed that expression of cspC, rpoS, rssA and rbsR did not inhibit 

cell growth. This suggest that expression of these genes is not toxic to cells. However, 

expression of cpxA clearly inhibit cell growth. This result is in agreement with report by 

Delhaye and co-workers119. Using a cpxA mutant (constitutively activate Cpx response), they 

found that this mutant exhibit abnormal growth and morphology. The mutant displayed 

significant growth defects: mass doubling times were at least twice as long as those of wild-

type cells and filamentous morphology mixed with DNA free minicells which suggested defect 

in cell division. The author had conclude that the Cpx system play a role in maintaining the 

peptidoglycan homeostasis and mutation in cpx genes affect the bacterial cell wall structure. 

To check the fitness of each mutant, I carried competition experiment using rssA, cspC, 

sspA, tdcA, hsrA, endA, ycfJ and ygaH mutant with WT(ΔlacA). The resistant cassette for WT 

were switch from Cm to KAN. The change of resistance gene did not affect the mutant fitness 

(Supplementary Table 3). From Figure 3.11 all mutants shown to have better fitness compared 

to WT. The rssA mutant showed highest fitness, followed by ygaH, endA, tdcA, hsrA, cspC, 

sspA, and ycfJ. I had performed verification only on a subset of GASP mutant candidates, 

however so far the results indicates that these mutations confer better fitness compared to WT. 

This indicates that mutation in these genes is important as survival adaptation during LTSP.   
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Comparison of growth profile in (i) LB medium and (ii) complementation assay of control 
strain (WT), cpxA, cspC and rpoS mutant (cont.) 

(i) Growth profile (ii) Complementation assay 

WT 

Δ cpxA 

Δ cspC 

Δ rpoS 
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Figure 3.10 (cont.) Comparison of growth profile in (i) LB medium and (ii) complementation 
assay. The cpxA, cspC, rpoS and rbsR mutant exhibit better growth compare to WT while 
growth of sspA mutant initially increased but start to decreased after 15 hours became similar 
to WT. On the other hand, growth of rssA mutant is similar with WT. Meanwhile, 
complementation assay showed that except for cpxA, expression of cspC, rpoS, rssA and rbsR 
did not inhibit cell growth. TransBac plasmid is for sspA is not available. Each values were 
average of six replicates. 
 

 

(ii) Growth profile (ii) Complementation assay 

Δ rssA

Δ rbsR

Δ sspA 
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All mutants exhibit higher fitness compared to WT. The fitness is calculated using formula 
(Equation 2.1);  WT fitness is 1 (blue bar). Strains with fitness <1 showed low fitness while >1 
showed higher fitness compared to WT. The rssA mutant showed highest fitness, followed by 
ygaH, endA, tdcA, hsrA, cspC, sspA, and ycfJ. Three independent replicate were performed for 
each mutant. 
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3.3 Genome-wide screening of drug tolerant mutant population by Bar-seq 

3.3.1 Minimum inhibitory concentration (MIC)  

E. coli strain BW38028 is the parental strain for this deletion library. Since this strain 

could not be incorporated to the mix library, I had selected lacA mutant as control strain as the 

effect of mutation is neutral. Figure 3.1 showed the growth profile of BW38028 (parental 

strain) and lacA mutant (clone 1 and clone 2).  The BW38028 and  control strain (WT) showed 

similar growth profile and the specific growth rates (h-1) were 0.1086, 0.1123 and 0.1009, 

respectively (Supplementary Figure 2). 

Table 3.8 showed the selected drugs used in this study. I had chosen 7 drugs from 4 

drug class; aminoglycosides (GEN, KAN and STR), quinolones (NAL and CIP), tetracycline 

(TET) and trimethoprim (TMP). The sub-inhibitory concentration were determine from the 

dose response curve shown in Figure 3.12. This deletion library have resistance to 

chloramphenicol. Thus, WT (ΔlacA mutant) with and without Cm resistant were tested for 

cross-resistance to the selected drugs (Table 3.9). The inhibitory concentrations of each drug 

for both (+Cm and -Cm) strain showed no significant difference (p > 0.05). This indicate that 

there is no cross-resistance between Cm resistance and target drug. 
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Source: Drugbank database 
Quinolone drugs (CIP and NAL) inhibit this enzyme (DNA gyrase /topoisomerase II type) by 
binding to the A-subunit of the enzyme due to which the bacteria is unable to replicate. CIP is 
bactericidal drug as it binds irreversibly to the target while NAL is bacteriostatic (at low 
concentration) as it binds reversibly to the target. TMP inhibits  by binding to dihydrofolate 
reductase, a key enzyme that convert the dihydrofolic acid (DHF) to tetrahydrofolic acid 
(THF). THF (active form of folic acid) is an essential precursor in the thymidine synthesis 
pathway and disruption with this pathway indirectly inhibits bacterial DNA synthesis. TMP is 
bacteriostatic. The aminoglycoside drugs (GEN, KAN and STR) is bactericidal as it inhibits 
the protein synthesis by binding irreversibly to 30S ribosomal subunit, at the Aminoacyl-tRNA 
(aa-tRNA) acceptor site (A) on the 16S ribosomal RNA (rRNA), affecting protein synthesis by 
induction of codon misreading and inhibition of translocation. TET is bacteriostatic, time-
dependent drugs that also inhibits  protein synthesis by reversibly binding to the 30S ribosomal 
subunit. 
 
 

Activity

Bactericidal

Bacteriostatic

Bacteriostatic

Bactericidal

Bacteriostatic
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The x-axis represents the drug concentration (log10[μg/ml]) and the y-axis represents the mean 
OD value. From the nonlinear regression equation; y=((A-D)/(1+(x/C)^B ))+D, A and D 
represents the maximum and minimum value, B represent the Hill slope or steepness of the 
curve and C is the inflection point or IC50 value. The values of B and C were incorporate into 
Eq. 1 to calculate the drug concentrations at IC70 and IC90. WT (ΔlacA::Cm strain) was used 
to determine the MIC concentration of each drugs used in this study. Values are mean of three 
replicates. Each experiment were repeated at least twice using WT strain with/ without 
chloramphenicol resistance (CmR). No significant difference (p>0.05) were observed between 
strains with/without CmR. (Table 3.9, Supplementary Figure 1) 
 

Drug 
+Cm -Cm 

p-value IC70 IC90 
IC50 

CIP 0.10 0.13 0.16 0.26 1.20 

KAN 6.32 6.61 0.23 8.20 13.40 

GEN 1.66 1.52 0.65 3.50 11.70 

NAL 17.02 22.01 0.44 24.00 53.00 

STR 3.32 4.54 0.10 7.10 25.40 

TET 1.96 1.69 0.40 5.20 11.70 

TMP 0.46 0.47 0.95 0.78 1.210 

Drug concentration [μg/ml]; (IC50) of lacA mutant +/- chloramphenicol resistance. Check for 
cross-resistance (p > 0.05), chloramphenicol resistance did not cause cross-resistance to other 
drugs. 
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3.3.2 Sequencing result 

The sequenced data were processed as mentioned in Section 2.10 in Materials and 

methods. Details of the sequencing results were shown in Figure 3.13 and Table 3.10. From 

LTSP sequencing result, the technical replicates of both experiments (R1 and R2) showed high 

reproducibility from Illumina sequencing platform. Therefore, I did not perform technical 

replicates for all samples in order to maximize the number of experimental samples. Technical 

replicates were performed for three samples (KAN: 6 hours and 4x IC90; TET: 6 hours) and 

the Pearson’s correlation coefficient (r-value) were 0.94, 0.98 and 0.92, respectively (Table 

3.3). In addition, two independent experiment were performed for control samples (no drug 

treatment) which showed high correlation between these two experiment (Table 3.4). 

Furthermore, the sequencing for the technical replicates were perform on separate lane to 

further confirm the reliability of these dataset.  

 In this study, I had multiplex 90 samples, ~ 238 million raw sequences reads has been 

obtained. I had obtained ~ 219 million valid reads (90% of total sequences reads) with coverage 

of ~ 330 reads per strain. NAL (11 samples) and three samples as technical replicates were 

sequence separately (different lane) obtained ~27 million valid reads and added to the dataset. 

Pearson’s correlation between read 1 and read 2 for each samples were used to measure the 

reproducibility of the sequencing data. Samples with low correlation (r < 0.8) were discarded 

(5 samples; CIP: 1.5xIC90, STR: 3h, NAL: 24h, 1.5xIC90 and TET: 12h).  Average value 

between read 1 and read 2 were used as new dataset. Next, I removed strains with inadequate 

barcode count (strain < mean barcode count[t=0]) at t=0 from the dataset. Next, correlations 

between clone 1 and clone 2 were determine and those with r ≥ 0.5 were accepted for further 

analysis. Strains without biological replicate (clone 1 or clone 2) and r < 0.5 were removed 

from dataset. Finally, the number of valid strains for each dataset; LB (1108), GEN (1532), 

KAN (1791), STR (2294), TET (669), CIP (2478), NAL (1262) and TMP (1274), respectively. 
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Experiment Description Result 

Drug 
treatment 

Multiplex 90 samples 
Total raw sequences 238 451 233 

Valid reads (Mapped to reference  
sequences) 

218 475 869 (91%) 
+ 27012169 (separate lane, 

14 samples) 
Number of valid strains (r ≥ 0.5) 
LB 
GEN 
KAN 
STR 
TET 
CIP 
NAL 
TMP 

 
1108 
1532 
1791 
2294 
669 

2478 
1262 
1274 

 

 

 

 

 

 

.

 
For drug experiment; multiplex 90 samples, ~ 238 
million raw sequences reads has been obtained. Next, 
the raw sequences were map to reference, sort and count 
~ 219 million valid reads (90% of total sequences reads) 
were matched. NAL (11 samples) and three samples as 
technical replicates were sequence separately (different 
lane) obtained ~27 million valid reads and added to the 
dataset. Read 1 and Read 2 were used as technical 
replicate and samples with r < 0.8 were discarded (5 
samples; CIP: 1.5xIC90, STR: 3h, NAL: 24h, 1.5xIC90 
and TET: 12h). Next, correlations between clone 1 and 
clone 2 were determine and those with r ≥ 0.5 were 
accepted for further analysis. Strains without biological 
replicate (clone 1 or clone 2) and r < 0.5 were removed 
from dataset 
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3.3.3 Growth profile and cell morphology of Escherichia coli mutant during drug treatment 

 The ASKA collection were grown in LB medium without drug until reached OD ≅ 0.4 (2.5 

- 3 hours), then selected drug were added at sub-inhibitory concentration (IC50) and incubated 

at 37 °C, 200 rpm with sampling at each time points (t = 0, 3, 6, 9, 12, 18 and 24 hour). After 

24 hours, the cells were collected and washed with LB, then regrown (initial cell concentration 

at OD ≅0.4) in new LB medium without drug and with increasing concentration of drug (IC70, 

IC90, 1.5xIC90, 2xIC90 and 4xIC90) at 37 °C, 200 rpm for another 24 hours. During each 

sampling, I had monitored the viability of E. coli cells by plating on LB agar without drug 

(colony forming unit per ml, CFU/ml) and optical density of liquid culture at 600nm. Two 

independent experiments were performed for each of the drugs. 

 The initial cell concentration was in the range of 107 to 108 before addition of sublethal 

concentration (IC50) of drugs (Figure 3.13). ASKA deletion library grown without drug 

treatment were used as control. For control experiment,  both the optical density and CFU 

increased, the OD increased from 0.42 to 6.72 while the CFU increase from 1.1x108 to 1.11x109 

(highest 3.07 x109, 12h) after 24 hours. For subsequent regrowth (serial passage), the OD and 

CFU were measured at 5.69 and 1.14x109, respectively.  

 Similar growth profile were observed with cultures treated with GEN, KAN and STR at 

sublethal concentration. The growth profile by OD and CFU for each of these drugs were; 0.42 

to 4.04 and 8.3x108 to 5.6x1010 for GEN, 0.39 to 4.65 and 1x107 to 1.12x109 for KAN and 0.47 

to 4.97 and 1.1x108 to 2.2x109 for STR, respectively. This indicate that E. coli mutant 

populations were viable and grew when exposed to sublethal concentration of bactericidal 

drugs. However, exposure higher concentration of these drugs during serial passage 

experiments showed contradictory results between OD and CFU. The OD decreased but not 

much changes were found in CFU as shown in Figure 3.13 (B2, C2, D2). These indicate that 

these cells may have tolerance towards these drugs and growth was recovered after drug 

removal. 

The OD increased from 0.45 to 3.98 while the CFU maintained 2.66 - 6.16 x107 when E. 

coli mutants were exposed to sublethal concentration of TET shown in Figure 3.13(E1). No 

changes of CFU might be due to the bacteriostatic effect of the drug which inhibits the cell 

growth.  

On the other hand, the OD increased but the CFU decreased when E. coli mutant were 

exposed to sublethal concentration of CIP, NAL and TMP as shown in Figure 3.13 (F1, G1 

and H1). For CIP, the OD increased from 0.39 to 1.8, while CFU decreased from 5.8x107 to 



 
 

71 

1.6x104 (F1). Subsequently, cells exposed to higher concentration of CIP were shown as not 

viable but OD value were maintained at ≅ 0.28 (F2). Similarly, the OD for NAL increased from 

0.35 to 3.2 while the CFU decreased from 3x107 to 9x105 at sublethal concentration (G1). For 

TMP, the OD increased from 0.43 to 7.49 while the CFU increased from 3.05x107 to 1.55x109 

at 6h then decreased to 1x108 (H1). 

The cell morphology before, during and after exposure to drugs were observed to be 

different compare with control (no drug treatment) as shown in Figure 3.14. The untreated 

bacterial cells (LB) in Figure 3.14 (A) showed smooth rod-shaped morphology, while the cells 

were exposed to GEN and KAN shown in Figure 3.14 (B & C), showed slight elongation with 

dense body formation after 3h. Similar morphology were observed at 24 hours. After regrowth 

in new LB without drug, the cells size were smaller compared to control. For cells exposed to 

STR shown in Figure 3.14 (D), cell size were similar to control after 3h but showed mixture of 

normal and reduced cell size after 24h. After regrowth in LB, cells size were smaller than 

control. Meanwhile, the E. coli cells exposed to sublethal concentration TET in Figure 3.14 (E) 

showed slight elongation after 3h and 24 hours. However after regrowth in LB, cells size were 

a mixed of small and elongated cells. The bacteria cells exposed to sublethal concentration 

TMP (Figure 3.14 (F)), showed morphology that is similar to the cells exposed to TET at 3h. 

After 24 hours, the cells size is similar to control but shape is slightly irregular.  

On the other hand, E. coli cells exposed to sublethal concentration of CIP and NAL in 

Figure 3.14 (G & H, respectively) showed obvious elongated cells (filamentous) compared 

with control and the cells were shown to recover to normal size (CIP) or decreased in size 

(NAL) when these drugs were removed. 

The OD or optical density represents the amount of light that is absorbed by the sample and 

is influenced by the size and shape of the particles (or cells). Thus, contradicting OD and CFU 

results for CIP, NAL and TMP were caused by the cells sizes. This suggested that OD might 

not be a good measurement for growth in drug studies. The cell morphology exposed to CIP, 

NAL and TMP were distinctive from those of KAN, GEN, STR  and TET which relates the 

mechanism of each drugs. Interestingly, although cells morphology during drug treatment were 

shown to be distinct towards drug mechanism, the morphology of cells after recovery (SP_LB) 

showed some similarities; (i) reduced cell size and (ii) dense body formation, to cells during 

LTSP. This suggest that cell damages occurred during drug treatment were similar to cells 

during LTSP. 
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Figure 3.14 Growth profile of E. coli mutant during drug treatment (cont) 

The profile on the left was when exposed to sub-lethal drug concentration (IC50) and (right) 
serial passage experiment. For serial passage experiment, cells after 24 hours exposure to drugs 
at IC50 were collected and regrown (initial cell concentration: OD≅0.4) in new LB medium 
without drugs and with increased drug concentration at 37 °C, 200 rpm for 24 hours. 
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Figure 3.15 Cell morphology during and after exposure to sub-lethal concentration (IC50) of 
drug. (A) LB (no drug treatment), (B) GEN, (C) KAN and (D) STR, (E) TET, (F) TMP, (G) 
CIP and (H) NAL. Cells morphology after exposure to drug at IC50 (3 hours and 24 hours) and 
after drug removal (SP_LB). SP; after 24 hours exposure to drug, cells were regrown in new 
LB medium without drug for 24 hours.   
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3.3.4 Population dynamics of E. coli mutant during drug treatment 

The changes in each mutant population were determined by calculating the read 

frequency of each strain against total reads at each time point. Figure 3.16 showed the dynamics 

of each population during drug treatment. Immediate changes in the E. coli mutant population 

were observed during GEN, KAN and CIP treatment at IC50 whereas no changes were 

observed in mutant population treated with STR, TET, NAL and TMP. NAL (inhibit DNA 

gyrase), TRM (inhibit folate synthesis) and TET (inhibit protein synthesis) are bacteriostatic 

drugs which only inhibits the population growth thus, we are unable to observed clear 

population alteration at IC50 for 24 hours. Meanwhile, GEN and KAN (inhibit protein 

synthesis) and CIP (inhibit DNA gyrase) are bactericidal drugs showed clear uneven population 

distributions after 6 hours incubation at IC50 drug concentration. This result showed that the 

drug killing activity affect the bacteria populations dynamics during drug treatment. 

Meanwhile, exposure to higher concentration of STR, NAL and TRM during serial 

passage (Figure 3.16, right panel) lead small number of deletion mutants occupancy. This 

suggest that these mutant might be resistant to these drug. However, further validation showed 

low correlation between each strain biological replicate (clone 1 and clone 2). This suggest 

secondary mutations might be responsible for the increase resistance against these drugs.  
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Immediate change in population dynamics were observed at sublethal concentration (IC50) of 
bactericidal drugs (GEN, KAN, CIP) while most can survive at sublethal concentration of 
bacteriostatic drugs (TET, NAL, TMP) 

GEN KAN

STR

CIP NAL

TET TRM

Aminoglycosides

Fluoroquinolone/ 
quinolone

Tetracycline Trimethoprim
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3.3.5 Drug tolerant mutant population  

To identify the appearance of tolerant mutants, the ASKA barcode deletion collection 

were first challenge to sublethal (IC50) concentration of drugs for 24 hours. Next, the cells 

were exposed to higher concentration up to 4xIC90 for another 24 hours. I analyzed the 

surviving mutant population at higher drug concentration as drug tolerant population. The 

comparison of the distribution of each mutant population at IC90 and 2xIC90 for each drugs is 

shown in Figure 3.17. High abundance mutant strains with log10(barcode count) >3 (colored 

points). The gene name and their functional annotation are listed in Table 3.11. 

The results from Figure 3.17 and Table 3.11 indicates that mutations involved in energy 

metabolism (oxidative phosphorylation); ATPase (atpABCEF), PTS (ptsI, crr), cytochrome 

complex (cyoABDE), NAD(H):ubiquinone oxidoreductase complex (nuoACEHJMN) showed 

increased tolerance against multiple drugs. In addition, mutation involved in these genes 

showed low MGR (Table 3.12). This indicates that these mutants exhibit slow growth 

phenotype. Meanwhile, mutations involved in LPS biosynthesis exhibit increased tolerance 

against CIP.  

Overall, the results indicates that drug tolerant mutants have mutations involved in 

energy metabolism and exhibit slow growth phenotype. Lower energy levels have been 

suggested to contribute to formation of persisters37,41. This suggest that these mutations might 

contribute to persister cells formation. 
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List of gene clusters involves in energy metabolism; NAD(H):ubiquinone oxidoreductase 
complex (orange), ATPase (green), cytochrome complex (grey), Fe-S cluster (yellow). The 
highlight color represent each function and low MGR mutant. 
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3.3.6 Susceptibility assay of drug tolerant candidates in liquid medium 

From the killing kinetics shown in Figure 1.1, drug tolerant bacterial population are 

susceptible to drug at same MIC as susceptible population but needed longer time to be killed. 

To check if these mutation confer to drug tolerance or resistance, I performed susceptibility 

assay using individual isolate and expose them to varying concentration of drugs and measured 

the OD after 24 hours. I had tested on 42 drug tolerant mutants against bactericidal drugs (CIP, 

GEN, KAN, STR) shown in Figure 3.18. The OD were normalized by z-score. Manhattan 

distance were used for clustering as it is based on absolute value distance, as opposed to squared 

error (Euclidean distance) and less influence by outliers. Most mutant were slightly tolerant 

against GEN at IC90 however all growth were inhibit at 1.5xIC90. Mutation in ptsN, visC, 

iscA, cyoA, fur, yaaA, yqiC, nagA, ydaT, nuoG, cysE, sucB, ubiH, and aceF showed increase 

tolerance against KAN. All mutant were susceptible to STR and CIP. Overall, most mutant 

were susceptible at IC90 and all mutants were killed at 4xIC90, this indicates that these 

mutation did not confer to resistance and survival of these mutants were due to tolerance. 
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3.3.7 Comparison between LTSP and drug tolerant mutant 

During LTSP experiment, bacteria were exposed to various stress conditions such as 

extreme pH, osmotic stress, extreme temperature, nutrient limitation and exposure to toxic 

compounds. LTSP conditions is akin to bacteria conditions in nature environment and 

adaptation or mutation that increase survivability during LTSP might give insight on bacteria 

survival mechanisms in nature. During LTSP, mutant population with growth advantage will 

arise and displace parental populations. This phenotype is known as GASP (growth advantage 

during stationary phase)49. From the population dynamics shown in Figure 3.19 (A), we 

observed the appearance of several mutant population with GASP phenotype. Beside GASP, 

another occurrence that has been reported is VBNC (viable but non-culturable) phenotype45,53.  

VBNC is one of “dormant” state of bacterial cells. From the LTSP experiment, I had observed 

mutant populations that did not show changes in the population abundance as shown in Figure 

3.19(B and C). This result suggest that these E. coli mutant populations might become dormant. 

Dormant is one of characteristic of persisters. Thus, I am interested to compare E. coli mutant 

populations during LTSP and drug tolerant population. Persister cells occurred when exposed 

to bactericidal drugs, thus I compared the E. coli mutant populations at Day 14 of LTSP with 

E. coli mutant populations exposed to 2xIC90 of GEN (inhibit protein synthesis) and CIP 

(inhibit DNA replication). The results were shown in Figure 3.20 (A and B). Comparison of E. 

coli mutant populations during LTSP and GEN tolerant mutants as in Figure 3.20 (A) presents 

several interesting findings; (i) GASP mutant were shown to be highly sensitive to GEN, (ii) 

cpxA mutant showed both GASP and GEN tolerant and (iii) GEN tolerant mutants were 

observed in dormant state during LTSP. Comparison of E. coli mutant populations during 

LTSP and CIP tolerant mutants as in Figure 3.20 (B) also showed similar result whereby CIP 

tolerant mutant candidates were observed in dormant state during LTSP. GASP mutants also 

showed to be sensitive to CIP. Interestingly, mutations involved in LPS biosynthesis were 

observed as low fitness or “loser” population during LTSP however these mutations were 

shown to be tolerant to CIP. This result suggest that there is trade-off effect between fitness 

and drug tolerant. Trade-off means a mutation advantageous to one condition might be 

detrimental to another.  

Overall, these results showed that drug tolerant mutant exist in dormant state during 

LTSP. These characteristics were similar to persisters population which suggest that these 

mutations might increase persister cells formation and drug tolerance were due to persisters. 
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(A) Population dynamics of E. coli mutant population during LTSP. The colored bar represent 
specific mutant population with high abundance. (B) Distribution of E. coli mutant populations 
at Day 14. The x-axis represent the maximum growth rate (MGR) of each mutant. The MGR 
was measured from colony growth on LB agar plate. The y-axis represent the log barcode count 
of E. coli mutants at each time point.  (C) Distribution of E. coli mutant populations at Day 0.5, 
Day 3, Day 7, Day 14 and Day 21. Dormant E. coli mutant populations were observed during 
LTSP. 
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(A) Comparison of E. coli mutant population during LTSP and GEN tolerant mutant 

population. (i) The GASP mutant were shown to be highly sensitive to GEN, (ii) cpxA mutant 

showed both GASP and GEN tolerant and (iii) GEN tolerant mutants were observed in dormant 

state during LTSP. (B) Comparison of E. coli mutant population during LTSP and KAN 

tolerant mutant population. Similarly, GASP mutant were sensitive to CIP and CIP tolerant 

mutant were observed in dormant state during LTSP. Mutation in LPS biosynthesis showed 

trade-off effect between fitness and drug tolerance.

A) 

B) 
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4.1 Establishment of experimental procedure by Bar-seq 

Our lab had established a new experimental resource; an E. coli single-gene deletion 

library with barcode called as “ASKA barcode deletion collection”. In this library, each of the 

target ORF was replaced with chloramphenicol resistant cassette and 20 nucleotides of random 

sequence which referred to as barcode. The advantage of barcode is now I can pool all the 

mutant strains and grow them under competitive growth approach which allows me to truly 

assessed the fitness of each mutant.  

Several key points were considered for analysis using Bar-seq. First, the read depth or 

coverage for each strain during experiment. Although there is no specific threshold for 

coverage, I used 300 counts/barcode or strain as my threshold based on recommendation by 

Smith and coworker102 from their sequencing result using YKO. Second, I used lower PCR 

cycle to amplify the barcode fragments. This step is taken to minimized errors during PCR 

amplification. Third, technical replicates were performed to assess problems that might occur 

during sequencing (errors or biases). Fourth, experimental replicates were performed to assess 

the reproducibility of experiments using ASKA barcode deletion collection. Fifth, one 

limitation of this library is that I am unable to distinguished if the mutant strain acquire 

secondary or more mutations that may affect the its growth during selections. To overcome 

this problem, our lab had two independent deletion isolates; assigned as clone 1 and clone 2, 

each with its own unique barcode which allows mixing of both clones in a single flask thus 

serve as biological replicate within the same experimental set. Only clones that showed good 

correlation were valid for further analysis. 

From the sequencing results, almost 90% of the raw sequences were successfully 

mapped to our reference sequences. This indicate that our sequencing run were successful (low 

sequencing errors) as not many sequences were discarded. In addition, high correlation were 

observed for most technical replicates and experimental replicates. This indicates that no 

sequencing bias between samples and experiments using ASKA barcode deletion collection 

are reproducible. 

However, I had identified a problem with mix mutant library glycerol stocks. Here, 

several mutant strains identified as  essential gene deletion strains (present due to gene 

duplication) and mutator strains (dam, mutL, mutH, mutM, mutS, mutT, mutY, uvrD, xthA) were 

actually removed prior to making the mix mutant library glycerol stock. Yet, these strains were 

still detected during sequencing (most at low abundance). Since independent isolates stock 
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were kept in 96-well plate format, this problem might be due to contamination between wells 

of each independent isolate. To solve this problem, our lab had kept glycerol stock of each 

independent isolate in vials instead of 96-well plate. New mix library glycerol stock will need 

to be made for future studies. 

 

4.2 Long-term stationary phase: GASP mutant candidates 

Bacteria are often exposed to harsh environmental conditions (i.e. nutrient limitation, 

extreme pH and temperature, osmolarity, toxic compounds, etc.). To survive these stressful 

environments, most bacteria adopted several survival mechanisms; for example, Gram-positive 

bacteria enters dormancy by formation of spores or cyst. On the other hand, non-sporulating 

bacteria such as Gram-negative bacteria can also survive such conditions without entering this 

state. 

 Analysis of bacteria during long-term stationary phase (LTSP) condition which mimics 

such stress conditions, thus gives insights on survival strategies adopted by bacteria in nature. 

Two common phenomena observed during LTSP are GASP population and VBNC. During 

LTSP, mutations conferring to better fitness appear in population which would become 

dominant and displaced the original population46–48,51,120. This phenotype is defined as growth 

advantage in stationary phase (GASP). I had observed changed in the E. coli population 

dynamics occurred by Day 3 during LTSP (Figure 3.5). This was due to changes in the medium 

condition (decreased nutrient) and medium condition with increased pH ~9 (Figure 3.2) could 

not support the normal populations’ growth and leads to cell death. This result corroborate with 

Finkel’s report that E. coli enters death phase after 3 days prolonged incubation in LB 

medium48. Here onwards, the surviving E. coli populations are mutants that have growth 

advantage during stationary phase (GASP). I had identified 31 mutant population that showed 

GASP phenotype (Table 3.6). From my result, only two mutations; rpoS 48,49 and sspA118 were 

reported as GASP phenotype. 

Out of the 31 GASP mutant, 11 of these mutant have mutation involved in transcription 

regulation (rpoS, mraZ, cspC, cspE, slyA, iscR, tdcA, mprA, rbsR, fimE, and sspA), 10 involved 

in membrane transport, biosynthesis and stress (ygaH, ygaZ, metI, metN, yrbG, hsrA, kdsC, 

kdsD ,pldA and cpxA) and others such as ATP- dependent serine protease (clpA), DNA-specific 

endonuclease (endA), putative fimbrial-like adhesin protein (yehA), phosphodiesterase (cpdA  
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and yahA), phospholipase (rssA), ribosomal protein subunit (rimK and yggJ) and 2-keto-3-

deoxy-L-rhamnonate aldolase (yfaU/rhmA). Using this mutant information, I proposed several 

survival mechanisms for GASP mutant population during LTSP shown in Figure 4.1. 

 

4.2.1 Down regulation of rpoS confer growth advantage during stationary phase (GASP) 

Mutation in rpoS are known to confer GASP phenotype48,111,121 which suggest that 

down regulation or loss of function of rpoS would confer to growth advantage to E. coli 

population during LTSP. In this study, I found that rpoS mutant and several genes (cspC, cspE, 

sspA and hsrA) that were involved in rpoS regulation showed growth advantage during LTSP. 

It is interesting that although rpoS is required for survival and adaptation of E. coli under 

various stress conditions (during stationary phase), many strains have acquired mutations in 

the rpoS gene46,111,121–124. The relationship between loss/decreased of RpoS activity and GASP 

phenotype is still unclear. Zambrano and co-workers46, had suggested that mutation in rpoS 

leads to misregulation of members in the rpoS regulon. Cho et. al.125, shown that in rpoS null 

mutant most of σS-dependent genes were found to be down-regulated. As the σS competes with 

other sigma factors to bind to the core RNA polymerase complex, this loss will affect the 

balance in the competition among sigma factors. Using a theoretical model, Mauri and co-

worker126 had shown that the up-regulated genes in rpoS mutant were found to be genes that 

were transcribed by both σS and σ70 (rpoD) which was proved by these theory. 

Mutations in cspC and cspE  showed growth advantage during LTSP, both were 

detected at Day 3 (top 100 mutant population). cspC and cspE (transcriptional anti-terminator 

and regulator of RNA stability) belong to the cold shock protein cspA family (9 genes, cspA to 

cspI). Rath and Jawali127 has reported that loss-of-function of cspC confers fitness advantage 

over WT after 24 hours competition. I confirmed this by performing competition experiment 

of cspC deletion mutant and WT (Figure 3.11). Overexpression of cspC and cspE upregulate 

the expression of rpoS, by increasing stability of rpoS mRNA128. Meanwhile, deletion of cspC 

and cspE genes decreased the expression level of rpoS, uspA (universal stress protein), mopAB 

( GroEL and GroES), dps (DNA binding protein) and katG (catalase)129.   

Stringent starvation protein A, sspA is a global regulator important in E. coli stress 

response during stationary phase130. The known phenotypes of the sspA mutant in E. coli are 

lack of P1 phage growth131. Hansen and co-workers130 had shown that sspA mutant are sensitive 

to acid stress and increase motility (by 2-fold compared to WT). Furthermore, the rpoS 

expression decreased in sspA mutant due to increase of intracellular level of H-NS. The sspA 
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negatively regulates the intracellular level of H-NS while H-NS negatively regulates 

expression of rpoS, thus loss-of-function of sspA increased H-NS levels leads to decrease the 

expression of rpoS130. In their latest evolution experiment using LB medium, Kram and co-

workers118 had found mutation in sspA to confer advantage in long-term cultures. In addition, 

competition experiment showed that sspA mutant have better fitness compared to WT118. 

HsrA is predicted multi drug efflux pump. A study by Goodrich-Blair and Kolter132, 

showed that overexpression of hsrA leads to accumulation of homocysteine, causing increased 

in homocysteine thiolactone (HCTL). They suggest that HCTL can act as a signal molecule to 

increase expression levels of RpoS. Also, HTCL accumulation were shown to increase at the 

onset of stationary phase which correlates with rpoS induction. In addition, hsrA mutant has 

reduced level of RpoS compared to WT. In this study, hsrA mutant were shown to have better 

fitness compared to WT (Figure 3.11). 

 

4.2.2 Adaptation to efficient substrate utilization 

Luria-Bertani (LB) medium is widely used as it allows fast growth and compatible for 

many species133. Sezonov and co-workers133 had studied the composition of spent LB medium 

(E. coli was grown in LB medium for 24 hours; OD at 6.49 and ~pH9). They had shown that 

stop growth of E.coli (stationary phase) was due to limiting carbon source as addition glucose 

allows E. coli to grow in the spent medium. E. coli had consumed all fermentable carbon 

sources in LB and need to switch to amino acids as carbon source using the easier to utilize 

amino acids until they are depleted, then switching to the harder to utilize amino acids 

(sequential catabolism of amino acid; aspartate, arginine, serine, threonine, proline and glycine 

were consumed first, while other amino acid such as leucine and valine were used in the later 

phase). Beside mutation in rpoS, subsequent mutations that conferred GASP phenotype have 

been reported50,51. These additional mutations have were lrp, coding the leucine-responsive 

regulator protein as a global regulator51, or to the ybeJ-gltJKL cluster, encoding a high affinity 

aspartate and glutamate transporter47. A mutation in the DNA-binding domain of lrp has been 

shown to cause a GASP phenotype by increase amino acid catabolism during starvation, and 

mutants having ybeJ-gltJKL also showed GASP phenotypes by increase in amino acid 

utilization51. Furthermore, nutrients provision during LTSP most probably are lysed cells of 

pre-existing population. Hence, mutation that increase nutrient uptake and catabolism of 

available nutrients would have strong fitness advantage during LTSP.  



 
 

94 

The mraZ gene is a transcriptional repressor involved in control of cell division and cell 

wall genes134, is highly conserved in prokaryotes135. Loss-of-function of mraZ did not show 

any significant phenotype and viability compared to WT during stationary phase. Meanwhile, 

overexpression of mraZ inhibit cell division (becomes filamentous) and were found to be lethal 

at high induction levels134. Furthermore, mraZ mutant significantly increased expression of 

genes involved in arginine catabolism (astA, astB, astC and astD), putrescine utilization 

pathway (aldA, puuA, puuB, puuD and puuP) and fatty acid catabolism (fadA, fadB, fadD and 

fadE)134. This suggest that mraZ mutant confer growth advantage by better utilization of 

nutrient. 

Another mutant that showed growth advantage during LTSP is rssA mutant. rssA, 

hypothetical protein (putative patatin-like phospholipase) is part of rssA-rssB operon in which 

rssB has been identified as a sigma S- specific recognition factor involves in rpoS proteolysis 

but the role of rssA is still unclear. Ruiz and co-workers136 had shown that rssA does not 

regulate either rssB or rpoS expression. Mutation in rssA had shown growth advantage during 

LTSP in both R1 and R2 experiment (appears by Day 3). Competition experiment shown that 

rssA mutant higher fitness than WT (Figure 3.11), although growth rate of rssA mutant is 

similar as WT. In addition, mutation in rssA were reported to increase specific growth rates of 

strain evolved for fast growth in medium with glucose as sole carbon source137. This suggest 

that mutation in rssA increases the efficiency of nutrient transport and metabolism. 

rbsR is a transcriptional repressor of ribose metabolism. Shimada et. al.138 had shown 

that rbsR not only involves in transport and metabolism of D-ribose but also regulate the de 

novo synthesis of purine nucleotide (purD and purH) and act as an activator salvage pathways 

of purine nucleotide synthesis (add and udk). rbsR mutant were shown to activates the ribose 

metabolism (increased level of rbsD expression) and purine biosynthesis pathway (increased 

level of purH expression).  

tdcA is a transcriptional activator of tdc operon which is involved in the transport and 

metabolism of L-threonine and L-serine during anaerobic growth. It is the first gene in the 

operon and was shown that mutation in tdcA reduced the expression of its downstream gene 

(tdcABCDEFG)139. Although, I did not find much information of tdcA mutant using E. coli. 

Kim and co-workers140 had studied the tdc operon using Salmonella typhimurium. Sequence 

analysis of tdc operon in S. typhimurium shown about ~80% nucleotide and ~95% amino acid 

homology with E. coli. The big difference is that S. typhimurium lacks tdcR and tdcF genes. 

They had shown that tdcA mutant increased expression of genes involved in transport and 

degradation of carbohydrate and sugars such as propanediol (pduB, pduC, pduD, pduF, pduL, 



 
 

95 

pduM, pduO), maltose (lamB, malE, malK, malM , malF, malP) and  mannose (manY), thus 

enable the bacteria to utilize versatile carbon sources. 

 

4.2.3 Mutation involves in membrane and membrane transport might facilitates nutrient 

uptake 

Although how these mutation confer to growth advantage during stationary phase is 

unclear, several mutants with mutation involved in cell membranes and transport were detected 

as GASP candidates. These are kdsC and kdsD (LPS core biosynthesis), cpxA (envelope stress), 

pldA (phospholipase A), metNI (methionine transporter) and ygaZH (putative valine 

transporter).  

The kdsC and kdsD gene encoding a 3-deoxy-D-manno-octulosonate-8-phosphate 

phosphatase and D-arabinose 5-phosphate isomerase, respectively are involved in 

lipopolysaccharide core biosynthesis were assumed to be essential genes. However, Sperandeo 

and co-workers141 shown that deletion of kdsC and kdsD to be non-essential, indicating genetic 

redundancy for these two functions. On the other hand, these mutants showed increased 

sensitivity to hydrophobic toxic chemicals, which suggest the mutants have defective outer 

membrane thus affect the cell membrane integrity. However, I found mutant of kdsC and kdsD 

to show high population abundance during LTSP.  

Delhaye and co-workers119, reported that cpxA mutant (exhibit abnormal growth and 

morphology. The mutant displayed significant growth defects: mass doubling times were at 

least twice as long as those of wild-type cells and filamentous morphology mixed with DNA 

free minicells which suggested defect in cell division. The author had conclude that the Cpx 

system play a role in maintaining the peptidoglycan homeostasis and mutation in cpx genes 

affect the bacterial cell wall structure. On the other hand, cpxA mutant was known to exhibit 

resistance against beta-lactams and aminoglycosides19. This indicate that cpxA mutant have 

fitness advantage under stress condition. 

metN and metI encode components of an ABC-type methionine transporter (a putative 

ATPase and membrane-spanning region, respectively). Mutation in met N and metI destroy the 

transporter activity, mutants are unable to transport methionine. Furthermore, methionine is 

important to protect the cells from NO- (nitric oxide) stress, mutants were shown to be sensitive 

to NO- 142. Another study shown that metNI mutant were hypersensitive to CO (carbon 

monoxide)143. Meanwhile, another two genes (ygaZH) encoding putative L-valine transporter 
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which located upstream from mprA also showed GASP phenotype. Mutation in ygaZH shown 

sensitive to DL-norvaline (L-valine analogue)144.  

 

4.2.4 Increase motility gives advantage during LTSP 

MprA (also known as EmrR) is a transcriptional regulator that belongs to the MarR 

family DNA-binding proteins, which control the expression of a range of bacterial genes 

involved in virulence, resistance to antibiotics, response to oxidative stresses and the 

catabolism of environmental aromatic compounds145. The mprA gene is located in an operon 

together with the ermAB genes that encode a multidrug resistance pump. MprA represses 

transcription of ermAB by direct binding to its promoter region. Kakkanat et al.146 reported that 

mprA mutant showed increase hypermotility compared with WT. mprA mutant increase 

transcription of fliDC which are involved in flagella formation. Increased motility might be 

another survival strategy of GASP phenotype, that allows better scavenging of nutrient. 

 

4.2.5 Increase in biofilm gives advantage during LTSP  

Biofilm environment provides nutrient and protection which improves bacterial 

survival in unfavorable conditions28,40,81. The icsR and fimE, encodes, iron-sulfur cluster 

regulator and type I fimbriae regulatory protein, respectively. Wu and Outten147 reported that 

deletion of either genes were shown to increase of type I fimbriae expression which leads to 

enhance of biofilm production. They reported that increase expression of genes involved in 

surface adhesion and motility such as fimAICDFGH operon (encoding type I fimbriae) and flu 

gene (biofilm formation autotransporter) were observed in iscR mutant. they indicate that 

increase biofilm formation in iscR mutant was due to decreased expression of fimE. 

Meanwhile, fimE is repressor of the fimAICDFGH operon. Hence, loss-of-function of fimE 

would turn on the fimAICDFGH operon function thus increase biofilm formation. 
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4.3 Drug tolerant mutant 

Antibiotic tolerance is linked with the failure of antibiotic treatment and the setback of 

many bacterial infections. Tolerance is different from resistance as “resistance” is used to 

describe the inherited ability of microorganisms to grow at high concentrations of an antibiotic, 

irrespective of the duration of treatment, and is quantified by the minimum inhibitory 

concentration (MIC), whereas 'tolerance' is more generally used to describe the ability, whether 

inherited or not, of bacteria to survive transient exposure to high concentrations of an antibiotic 

without a change in the MIC58. The difference of resistance and tolerance is shown from killing 

kinetics as in Figure 1.1.  

In this study, genome-wide screening for drug tolerant mutant showed that mutations 

involved in the energy metabolism increase tolerance against multiple drugs. Table 4.1 listed 

the common function of drug tolerant mutants. I found that these mutations were mainly 

associated with oxidative phosphorylation (Figure 4.2); NAD(H):ubiquinone oxidoreductase 

complex (nuoACEHJMN), cytochrome complex (cyoABDE), ATPase (atpABCEF), and Fe-S 

cluster (iscU, iscA, hscAB, fdx) showed increased tolerance against multiple drugs. Others were 

involves in phosphotransferase system (PTS) such as ptsI and crr mutants, TCA cycle (sucB), 

NAD(P) transhydrogenase subunit (pntA) and iron transporter (feoB).  

Oxidative phosphorylation is an important process for energy production in cells. It is 

made up of two components; the electron transport chain and chemiosmosis. In the electron 

transport chain, electrons are passed from one molecule to another, and energy released in these 

electron transfers is used to form an electrochemical gradient. In chemiosmosis, the energy 

stored in the gradient is used to make ATP148. Oxidative phosphorylation consist of a series of 

membrane-embedded proteins and organic molecules, which are organized into five large 

complexes; complex I (NAD(H):ubiquinone oxidoreductase complex), complex II (succinate 

dehydrogenase), complex III (cytochrome bcl complex, only in eukaryotes) and complex IV 

(cytochrome c oxidase) and complex V (ATP synthase)148,149. 

The nuo genes cluster encode for NAD(H):ubiquinone oxidoreductase complex (also 

called complex I, is the main entry point for electrons from NADH into the respiratory chains) 

as shown in Figure 4.2. Erhardt et al.150 had reported that deletion of each nuo genes will leads 

to partially assembly of complex I. These mutants were unable to assemble a functional 

complex I indicating that all nuo genes are required for assembly and maintaining the stability 

of complex I. The NADH oxidase activity decreased from 0.55 U/mg to 30-35 U/mg. This 

indicate less energy were being converted thus, nuo mutants showed decrease growth rate 
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(liquid LB). This result correlates with MGR (colony growth on LB agar) of nuo mutants as 

shown in Table 3.12. They conclude that the deletion of any of the nuo-genes resulted in a 

complete loss of complex I activity in the membrane due to the loss of a structurally intact 

complex I.  

The conversion of ATP from ADP can occur in two different ways; either by oxidative 

phosphorylation or substrate level phosphorylation. Substrate-level phosphorylation direct 

phosphorylation of ADP to ATP with a phosphate group by using the energy obtained from a 

coupled reaction whereas oxidative phosphorylation is the production of ATP from the 

oxidized NADH and FADH. Oxidative phosphorylation requires ATPase synthase complex 

which are encoded by atp genes cluster. Jensen and Michelsen 151 had reported that atp mutants 

are dependent solely on substrate-level phosphorylation for generation of ATP which leads to 

decrease in growth rates and growth yield compared with WT. They had shown that atp 

deletion mutants were affected by deficiency in oxidative phosphorylation of ADP (decrease 

by 25% compared to WT) and ATP synthesis (decrease by 45% compared to WT) which 

caused the decrease in growth rates and growth yield. This result correlates with MGR (colony 

growth on LB agar) of atp mutants as shown in Table 3.12.  

E. coli has two distinct cytochrome oxidases; cytochrome o oxidase complex, encoded 

by cyoABCDE, and the cytochrome d oxidase complex, encoded by cydAB. The difference 

between these two is its affinity to oxygen; cytochrome o oxidase has a relatively low affinity 

for oxygen and functions therefore mainly under aerobic conditions, whereas the cytochrome 

d oxidase complex, which has higher affinity for oxygen, accumulates as oxygen becomes 

limiting152. In this study, I found that mutation in cyoABDE increase tolerance against TET. 

Mempin and co-workers153 had reported that cyo deletion mutants did not affect the growth of 

the mutants and have no effect on the ATP levels in the cells. This result correlates with MGR 

(colony growth on LB agar) of cyo mutants as shown in Table 3.12. Except cyoE mutant which 

showed slow growth (MGR < 0.88), all cyo mutants showed normal growth phenotype. 

Another important component of the electron transport chain is the Fe-S proteins. 

Besides, Fe-S proteins are found to participate in diverse biological process such as respiration, 

central metabolism, DNA repair and gene regulation154–157 as shown in Figure 4.2 (B, right 

panel). Two pathways were known involved in the synthesis of Fe-S complex; suf operon 

(sufABCDSE) and isc operon (iscRSUA-hscBA-fdx). In this study, I found that mutation in the 

isc operon showed increase tolerance against aminoglycoside (KAN and GEN). The mutants 

were shown in Figure 4.2 (B, left panel). The isc operon of E. coli is important for Fe-S cluster 

assembly in a variety of enzymes, and the iscS deletion mutant shows a range of growth defects 
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including a slow growth phenotype and several auxotrophies158,159. This result correlates with 

MGR (colony growth on LB agar) of iscU mutant as shown in Table 3.12. In contrast, no 

obvious phenotypes for a sufABCDSE deletion mutant under normal growth in rich or minimal 

media have been reported. However, deletion of the two operons is synthetically lethal indicate 

that the both are complementary pathway160.Takumoto and Takahashi161 had reported that 

mutation in iscU, hscB, hscA and fdx exhibit slow growth (doubling time of 55 min). 

Furthermore, the enzyme activities of Fe-S proteins, glutamate synthase (GltS) and succinate 

dehydrogenase (SDH) decreased in iscS, iscU, hscB, hscA and fdx mutant strains which indicate 

requirement of iscS, iscU, iscA, hscB, hscA, and fdx for the activity of cellular Fe-S proteins 

and generation of Fe-S protein. Their result suggest that loss-of-function either one gene causes 

the loss of function for the remaining proteins. Another drug tolerant mutant candidate, feoB 

mutant were reported to be incapable of transporting ferrous iron162. Thus, decrease of 

intracellular level of iron might affect the formation of Fe-S proteins. 

Overall, these results indicates these mutations leads to decrease in the energy levels 

by disrupting the ATP synthesis. Most of these mutants exhibit slow growth phenotypes. This 

indicate that drug tolerance is mediated by slow growth. Slow growth has been implicated for 

bacterial drug tolerance116. This is because most drug mechanism work by killing bacteria that 

are actively growing and multiplying163. Thus, slow-growing (or dormant) bacteria having a 

low metabolic activity are partly or completely unaffected to killing by most antibiotics. 

In this study, mutation involved in LPS biosynthesis (gmhB, rfaC, rfaE, rfaF, rfaG, 

rfaH), inner membrane protein (yidG), potassium transport (trkA) and outer membrane 

phospholipase (pldA) also showed increase tolerance against CIP. Increase resistance to 

ciprofloxacin had been reported for E. coli mutants selected with tigecycline that had defects 

in the core LPS genes lpcA, rfaC, rfaE, and rfaF164. Another study had also reported that 

mutations in rfaD and rfaE showed low-level resistance against CIP165. They had suggest that 

decreased susceptibility against CIP is related to porin regulation. Since, OmpF (major) and 

OmpC is the channel for CIP entry in E. coli, decreased expression levels of both ompF and 

ompC were detected in many of the ciprofloxacin-resistant mutants166. These genes are 

transcriptionally regulated by the two-component systems OmpR-EnvZ167 and CpxA-CpxR168 

in response to effects on the cell membrane due to such conditions as temperature, osmolarity, 

pH, and chemical stress. As mutations in LPS biosynthesis cause alteration in the cell wall 

structure and membrane homeostasis which lead to activation of membrane stress response. In 

addition, LPS mutations leads deep rough phenotype, dramatic reduction (>90%) in porin 

proteins, including OmpF, OmpC, PhoE and LamB and decrease in buoyant density  
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(A) Mutations related to oxidative phosphorylation; complex I (NADH dehydrogenase), 
complex IV (cytochorome o oxidase) and complex V (ATPase) (B) Mutations in isc operon 
for assembly of Fe-S cluster. 

A) 
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of the outer membrane169. From these findings, they suggested that membrane stress from the 

mutant cell wall decreases porin expression in LPS mutants which leads to decreased CIP 

susceptibility. 

 

4.4 Drug persistence and dormancy 

In nature, microorganisms are exposed to various stress conditions which harmful and 

detrimental to growth. To survive, many bacteria enter a transient state of dormancy that is 

characterized by a decrease in growth rate and metabolic function36,116. Once the stress is 

alleviated or encounters favorable environmental conditions, these dormant subpopulations 

would resume growth44,55. Two dormancy phenomena have been seen in Gram-negative 

bacteria which are bacterial persistence27 and the viable but non-culturable (VBNC) state44,45. 

Although these were studied independently, these dormancy phenomena share several 

characteristics that demonstrate their relatedness; (i) antibiotic tolerant and (ii) shared 

molecular mechanisms. Korch and Hill170  reported that hipB (antitoxin) mutant E. coli was 

non-culturable. In addition, overexpression of HipA toxin was shown to induce the VBNC state 

in E. coli170. Overexpression of VapC toxin in Mycobacterium smegmatis induces the VBNC 

state171. This dormancy state allows bacteria to become tolerant against drug and is associated 

with the failure of antibiotic treatment and relapse of bacterial infections. This suggest that 

both persisters and VBNC cells are likely to be source of drug persistence. Furthermore, 

bacterial persistence have been shown to lead to the emergence of antibiotic resistance58,172.  

 

4.5 Drug tolerance were due to persisters 

Studies on drug persistence had revealed several mechanisms involved in persisters 

formation or survival such as toxin-antitoxin system by overexpression of toxin32,173,174, 

stringent response, SOS response28 and nutrient stress40,43,175. Persister cells are antibiotic drug 

tolerant by definition because they are isolated in cultures exposed to high-dose of drug31,33. 

Two main characteristics of persisters are drug tolerant and dormant (low metabolic activity). 

To understand the mechanism of persisters formation, I use the characteristics of persister cells, 

to find mutation that have tendency to become persisters. 

First, I performed genome-wide screening for drug tolerant mutant. Here, mutations 

involves in energy synthesis and conversion are shown to be drug tolerant. From the 

sequencing result, mutation involves in energy metabolism; ATPase (atpABCEF), PTS (ptsI 

and crr), cytochrome complex (cyoABDE), NAD(H):ubiquinone oxidoreductase complex 
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(nuoACEHJMN) and Fe-S cluster (iscUA-hscAB-fdx) showed increased tolerance against 

multiple drugs. This result correlates with findings by Lewis’s group, which indicates that 

persister formation was dependent on ATP levels41. Low ATP level decreases the antibiotic 

target activity which leads to persisters formation. This is because most bactericidal antibiotics 

kill bacteria by inhibiting cellular target that is required during active cell growth. In addition, 

TisB-IstR-1 (toxin-antitoxin system) showed that increase expression of tisB leads to 

incorporation of TisB protein into the membrane. Thus, cause loss of membrane potential 

leading to decrease in ATP levels and inhibited cell growth (dormant)37. This strongly suggest 

that decreased ATP levels leads to increase persisters formation. Since, drug tolerant mutants 

identified in this study  exhibit slow growth phenotype (due to low ATP) this indicate that these 

mutants became tolerant due to persisters formation. 

Figure 1.1 showed the killing curves during treatment with bactericidal drug, the drug 

tolerant and persisters population demonstrate the same susceptibility (MIC) as the original 

population. I had performed susceptibility assay and confirmed that most of these drug tolerant 

mutants were still susceptible to MIC concentration of drugs as shown in Section 3.3.6. This 

indicates that these mutations did not confer to resistance. 

Persister cells arise due to dormancy, in which the cells are metabolically inactive or 

very low activity. To investigate if the drug tolerant mutant also exhibit dormant state, I 

compare the distribution of E.coli mutants during LTSP and 2xIC90 (GEN or CIP) as shown 

in Figure 3.20. Here, I showed that both GEN and CIP tolerant mutants were observed in 

dormant state during LTSP. Furthermore, I found that mutations involved in LPS biosynthesis 

were observed as low fitness or “loser” population during LTSP however these mutations were 

shown to be tolerant to CIP. This result suggest that there is trade-off effect between fitness 

and drug tolerant. This suggest that drug tolerance against CIP due to mutations in LPS 

biosynthesis might not due to persister cells formation. 

These results indicates that these mutants shared similar characteristics with persisters. 

First, these mutants are drug tolerant. Second, mutants exhibit slow growth due to decrease in 

ATP, corroborate with other researchers37,41 linked to persisters formation. Third, most 

mutations did not confer to resistance. Lastly, mutants exhibit dormant  state. Overall, these 

results strongly suggest that drug tolerance were due to persister cells. 
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4.6 Concluding remarks 

We had established the experimental procedure for Bar-seq analysis using E. coli 

ASKA barcode deletion collection. High correlation between independent experiment 

replicates proved that experiments with ASKA barcode collection were reproducible. Thus,  

ASKA barcode deletion collection is an effective system for genome-wide screening studies 

(interaction between gene and specific environment) to comprehensively understand biological 

systems. In addition, we showed that we are able to monitor E. coli mutant population dynamics 

during LTSP for 3 weeks under batch culture conditions by Bar-seq. We observed appearance 

of GASP mutant populations during LTSP. We identified 31 mutant candidates that showed 

GASP phenotypes, of which two mutants (rpoS and sspA) had been reported. Using this 

approach, we able to obtain new novel findings which give better understanding toward 

survival mechanisms of  E. coli during LTSP. 

Genome-wide screening for drug tolerant mutant were performed to investigate 

bacterial persisters phenomenon. I found that drug tolerant mutants exhibit slow growth 

phenotype due to disruption in protein complexes involved in oxidative phosphorylation which 

leads to decrease in ATP. Susceptibility assay showed that these mutants were susceptible to 

same MIC concentration as WT. Furthermore, these mutants were shown to become dormant 

during LTSP. This result supports the current understanding of persisters formation which 

strongly suggest that these mutations might contributes to persisters formation.  

However, validation experiment needs to be carried out to confirm that drug tolerant 

mutants were persisters. Although there are good evidence for several strains from literature, I 

think that transcriptome analysis should be perform on these GASP mutants to understand the 

regulatory changes that occur to adapt in natural environment. Another is genetic interaction 

using GASP mutant as query to find other genes that have functional relationships and/or 

shared pathways. The change in the nutrient composition is one of main reason for selection of 

GASP mutant thus metabolomics analysis of spent LB during LTSP might give reason of why 

these mutant were selected. 
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Table 3 Fitness for control strains (WT) 

 

Competition 
0h 24h Fitness 

(Km/Cm) ΔlacA::Km ΔlacA::Cm ΔlacA::Km ΔlacA::Cm 

Control 1 2060000 2280000 1260000000 1300000000 1.07274085 

Control2 2060000 2180000 1370000000 1470000000 0.98626247 

Control3 1900000 1930000 1240000000 1300000000 0.96890688 

Competition experiment for control strain. To check effect of resistance cassette on mutant 

fitness. The average fitness is 1.01, thus resistance cassette did not affect the fitness of 

control strain 
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Supplementary Figure 1 Dose-response curve 
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Supplementary Figure 1 (cont.) 
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Supplementary Figure 1 (cont.) 
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Supplementary Figure 1 (cont.) 

 

 
 

Figure 1 Dose-response curve  

Dose response for each drugs; CIP, GEN, KAN, STR, TET, TMP and NAL. The x-axis 

represents the drug concentration (log10[μg/ml]) and the y-axis represents the mean OD value. 

From the nonlinear regression equation; y= , A and D represents the maximum 

and minimum value, B represent the Hill slope or steepness of the curve and C is the inflection 

point or IC50 value. The values of B and C were incorporate into Eq. 1 to calculate the drug 

concentrations at IC70 and IC90. WT (ΔlacA::Cm strain) was used to determine the MIC 

concentration of each drugs used in this study. Values are mean of three replicates. Each 

experiment were repeated at least twice using WT strain with/ without chloramphenicol 

resistance (CmR). No significant difference (p > 0.05) were observed between strains 

with/without CmR. 
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Supplementary Figure 2 Growth profile of BW38028 and ΔlacA mutant 

 

 
Growth profile of BW38028 and ΔlacA mutant 

The WT and  control strain showed similar growth profile and the specific growth rates (h-1) 

were 0.1086, 0.1123 and 0.1009, respectively. Value were average of three replicates. 
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