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KHONG THI THU THAO

Abstract

The rapid deployment of deep neural networks (DNNs) and deep learning al-

gorithms have been proving their enormous potentiality in a wide range of com-

puter vision and the field of recognition. Nonetheless, due to a vulnerability, deep

learning models’ ability to complicated situations requires a fundamental tool for

computer security. Recent studies have been shown a vulnerability of DNNs by

a small adversarial perturbation in images that humans cannot distinguish and

a well-trained neural network can misclassify. Therefore, there are many defense

methods to improve the robustness of DNNs against adversarial attacks, for ex-

ample, adversarial detection, statistical properties of network parameters, the

normalization of input data, adversarial training, etc. Among them, adversarial

training is an outstanding defense, but it is a challenge with respect to real data

and large DNNs.

In order to avoid adversarial training, we have proposed a defense algo-

rithm named Bayes without Bayesian Learning (BwoBL). Our algorithm builds

Bayesian Neural Networks (BNNs) based on pre-trained DNNs and focuses on

Bayesian inference without costing Bayesian learning. The stochastic compo-

nents of BNNs can prevent the forceful gradient-based attacks and generate the

ensemble model to enhance the DNN performance. As an application of transfer

learning, BwoBL can easily integrate into any pre-trained DNN, which is trained

on both natural and adversarial data. We have investigated the application of

BwoBL to a variety of DNN architectures, such as Convolutional Neural Net-

works (CNNs) and Self-Attention Networks (SANs). It is believed that, unless
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making DNN models larger, DNNs would be hard to strengthen the robustness

to adversarial images. Our algorithm then employs scaling networks of CNNs

and SANs, e.g., ResNet, EfficientNet, and SAN19 to construct BNNs against a

diversity of adversarial attacks.

We assess the robustness of our BNN models by the top-1 accuracy on small

datasets, i.e., CIFAR-10 and CIFAR-100, and the top-5 accuracy on real datasets

like ImageNet. Our experiments utilize the currently strong attacks such as Pro-

jected Gradient Descent (PGD) and Carlini & Wagner (C&W) to produce adver-

sarial examples. Experimental results have proved the efficiency of our BwoBL

algorithm for resisting adversarial perturbation and solving the challenges of ad-

versarial training and Bayesian learning.

Keywords:

Bayesian Neural Network (BNN), Deep Neural Network (DNN), Image Classifi-

cation, Adversarial Attacks, Adversarial Robustness
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1 Introduction

This part represents the overview of deep learning security, adversarial attacks of

deep neural networks, and defense methods, which this dissertation has addressed.

Then, the research contribution has been shown. The rest of this part presents

the dissertation layout.

1.1 Overview

Owing to the wide applicability and super-human ability, machine learning sys-

tems have been employed in modern society as a general tool for computer appli-

cations. It is known that machine learning is an algorithm set to learn, executed

on computer systems, and solves a process of information mining, pattern dis-

covery, and inference from data [6]. When the algorithm learns, it alters itself

based on data; as humans learn to make better decisions based on experience

over time. If the brain controls all functions of a human, a neural network that

is modeled like a human brain implements all machine learning algorithms. A

neural network is designed to recognize the patterns of real-world data, such as

images, sounds, text, etc., throughout the learning process or training.

The application of machine learning to various complex tasks, e.g., image clas-

sification [7, 8, 9], object detection [10, 11, 12], and natural language processing

[13, 14] requires the use of multi-layer neural networks called Deep Neural Net-

works (DNNs), which are the stacking layers of statistical components to learn

representations of data. Representation learning methods are deep learning that

refers to a specific subset of machine learning [1, 15, 16]. Deep learning meth-

ods are obtained by composing computational modules of DNNs, in which each

transforms the representation at the low level that starts with raw data, into the

representation at the higher level. In image classification, for example, an image

is formed by an array of pixel values, and the stacking layers of DNNs compute

on these pixel values to capture and extract the features of the image, and the

final layer combines the extracted features to detect the object in the image,

as seen in Fig. 1. It is highlighted that the feature layers of DNNs are learned

from given data, called a training set, without a design of humans. Compared

to conventional machine learning models, DNNs could support humans to fea-

1



raw pixels could not possibly distinguish the latter two, while putting 
the former two in the same category. This is why shallow classifiers 
require a good feature extractor that solves the selectivity–invariance 
dilemma — one that produces representations that are selective to 
the aspects of the image that are important for discrimination, but 
that are invariant to irrelevant aspects such as the pose of the animal. 
To make classifiers more powerful, one can use generic non-linear 
features, as with kernel methods20, but generic features such as those 
arising with the Gaussian kernel do not allow the learner to general-
ize well far from the training examples21. The conventional option is 
to hand design good feature extractors, which requires a consider-
able amount of engineering skill and domain expertise. But this can 
all be avoided if good features can be learned automatically using a 
general-purpose learning procedure. This is the key advantage of 
deep learning. 

A deep-learning architecture is a multilayer stack of simple mod-
ules, all (or most) of which are subject to learning, and many of which 
compute non-linear input–output mappings. Each module in the 
stack transforms its input to increase both the selectivity and the 
invariance of the representation. With multiple non-linear layers, say 
a depth of 5 to 20, a system can implement extremely intricate func-
tions of its inputs that are simultaneously sensitive to minute details 
— distinguishing Samoyeds from white wolves — and insensitive to 
large irrelevant variations such as the background, pose, lighting and 
surrounding objects. 

Backpropagation to train multilayer architectures 
From the earliest days of pattern recognition22,23, the aim of research-
ers has been to replace hand-engineered features with trainable 
multilayer networks, but despite its simplicity, the solution was not 
widely understood until the mid 1980s. As it turns out, multilayer 
architectures can be trained by simple stochastic gradient descent. 
As long as the modules are relatively smooth functions of their inputs 
and of their internal weights, one can compute gradients using the 
backpropagation procedure. The idea that this could be done, and 
that it worked, was discovered independently by several different 
groups during the 1970s and 1980s24–27.  

The backpropagation procedure to compute the gradient of an 
objective function with respect to the weights of a multilayer stack 
of modules is nothing more than a practical application of the chain 

rule for derivatives. The key insight is that the derivative (or gradi-
ent) of the objective with respect to the input of a module can be 
computed by working backwards from the gradient with respect to 
the output of that module (or the input of the subsequent module) 
(Fig. 1). The backpropagation equation can be applied repeatedly to 
propagate gradients through all modules, starting from the output 
at the top (where the network produces its prediction) all the way to 
the bottom (where the external input is fed). Once these gradients 
have been computed, it is straightforward to compute the gradients 
with respect to the weights of each module. 

Many applications of deep learning use feedforward neural net-
work architectures (Fig. 1), which learn to map a fixed-size input 
(for example, an image) to a fixed-size output (for example, a prob-
ability for each of several categories). To go from one layer to the 
next, a set of units compute a weighted sum of their inputs from the 
previous layer and pass the result through a non-linear function. At 
present, the most popular non-linear function is the rectified linear 
unit (ReLU), which is simply the half-wave rectifier f(z) = max(z, 0). 
In past decades, neural nets used smoother non-linearities, such as 
tanh(z) or 1/(1 + exp(−z)), but the ReLU typically learns much faster 
in networks with many layers, allowing training of a deep supervised 
network without unsupervised pre-training28. Units that are not in 
the input or output layer are conventionally called hidden units. The 
hidden layers can be seen as distorting the input in a non-linear way 
so that categories become linearly separable by the last layer (Fig. 1). 

In the late 1990s, neural nets and backpropagation were largely 
forsaken by the machine-learning community and ignored by the 
computer-vision and speech-recognition communities. It was widely 
thought that learning useful, multistage, feature extractors with lit-
tle prior knowledge was infeasible. In particular, it was commonly 
thought that simple gradient descent would get trapped in poor local 
minima — weight configurations for which no small change would 
reduce the average error. 

In practice, poor local minima are rarely a problem with large net-
works. Regardless of the initial conditions, the system nearly always 
reaches solutions of very similar quality. Recent theoretical and 
empirical results strongly suggest that local minima are not a serious 
issue in general. Instead, the landscape is packed with a combinato-
rially large number of saddle points where the gradient is zero, and 
the surface curves up in most dimensions and curves down in the 

Figure 2 | Inside a convolutional network.  The outputs (not the filters) 
of each layer (horizontally) of a typical convolutional network architecture 
applied to the image of a Samoyed dog (bottom left; and RGB (red, green, 
blue) inputs, bottom right). Each rectangular image is a feature map 

corresponding to the output for one of the learned features, detected at each 
of the image positions. Information flows bottom up, with lower-level features 
acting as oriented edge detectors, and a score is computed for each image class 
in output. ReLU, rectified linear unit.

Red Green Blue

Samoyed (16); Papillon (5.7); Pomeranian (2.7); Arctic fox (1.0); Eskimo dog (0.6); white wolf (0.4); Siberian husky (0.4)

Convolutions and ReLU

Max pooling

Max pooling

Convolutions and ReLU

Convolutions and ReLU

4 3 8  |  N A T U R E  |  V O L  5 2 1  |  2 8  M A Y  2 0 1 5

REVIEWINSIGHT

© 2015 Macmillan Publishers Limited. All rights reserved

Figure 1. The feature extraction of a convolutional neural network in image

classification [1].

ture techniques and yield better performance on a variety of visual benchmarks

[17, 18, 19, 20]. Nevertheless, statistical analysis is a core of deep learning or

machine learning models, which their outputs are often forms of probabilities

and confidence intervals. Because of statistical properties, DNNs always exist

a certain degree of risk that is a key aspect of deep learning security. DNNs

are often designed without security and are vulnerable to a motivated adversary

[6]. Therefore, an awareness of threat models must be maintained when building

deep learning systems for security-critical applications such as self-driving cars

and medical imaging.

DNNs have been shown to be vulnerable to adversarial perturbation [21, 22,

23, 24, 25, 26, 27, 28, 29] in the area of image recognition, which is crafted by

adding a little noise to original images. This perturbation is imperceptible to

human eyes but causes the misclassification of networks, as shown in Fig. 2.

The lack of robustness for DNNs with respect to adversarial examples exposes

security threats on the real systems of safety-critical applications that require

high confidence. It is noted that adversaries can take the benefits of DNNs to

avoid detection and defense. Defenders can learn from the attack methods and

adjust themselves against attacks, and attackers can also explore the properties of

defense approaches to craft a complete perturbation. Several attack methods have

recently been developed to generate adversarial images, such as Fast Gradient

2



original image,

classification: “giant_panda”

adversarial

perturbation

perturbed image,
classification: “Scotch_terrier”

＋ ϵ ×  　　　　　　　＝

Figure 2. An adversarial perturbation on an image of ImageNet dataset with

DNN. This perturbation causes the image to be misclassified by DNN. Left: an

input of the model is the original image with its label ”giant panda”. Middle: an

adversarial perturbation is controlled by ε. Right: the perturbed image with the

predicted output ”Scotch terrier”.

Sign Method (FGSM) [21], Projected Gradient Descent (PGD) [30], C&W attack

[31], etc., which easily fool a neural network even when its accuracy is high. These

algorithms are designed based on a gradient of the loss function to minimize the

perturbation. They thus make adversarial images hard to distinguish from natural

images. There are two types of assumptions of the attacker’s understanding that

are white-box and black-box [32]. In white-box attacks, attackers can access

the whole inputs, outputs, architecture, and parameters of a model. Otherwise,

attackers only access inputs and outputs and know nothing about the architecture

and parameters of a model in black-box attacks [33]. Furthermore, if based on a

goal of misclassification, we have two other kinds of attacks, including targeted

and non-targeted attacks. Non-targeted attacks mean the adversary wants the

classifier to predict any incorrect label without caring what the new classification

is. In contrast, the adversary aims to change the output prediction to a specific

target class in targeted attacks [34]. The fact that defending a DNN from white-

box and non-targeted attacks is more challenging than the defense from black-box

and targeted counterparts, but white-box attacks are less to happen in practical

systems [35].

The existence of adversarial instances to the image classification task exposes

a weakness of DNNs, then how DNNs can learn the robust representation against

3



adversarial attacks is a big question to the research community of deep learn-

ing security. Studying the robustness of DNNs not only gains the security of

deep learning models but also helps us explore their missing aspects. Recently,

many effective defenses have been proposed, for instance, defensive distillation

[36], data augmentation [37], feature denoising networks [38], adversarial detec-

tion [39, 40, 41], robust activation functions [5, 42, 43, 44, 45], and adversarial

training [21, 30, 31, 46, 47]. Among them, adversarial training has been the most

outstanding defense of convolutional neural networks (CNNs), in which CNNs

learn the features of adversarial examples in the training procedure. Moreover,

[48] proved that the ensemble approach of several trained networks can enhance

the robustness, but also increase the model size. From this perception, the ran-

dom self-ensemble method [49] has been proposed by adding a random noise layer

before each convolutional layer to CNNs in both the training and inference phase.

Although this algorithm is equivalent to the ensemble of an infinite number of

random networks, it is not an optimal way to generate randomness. Hence, the

framework of Bayesian Neural Network (BNN) has been learned to improve the

robustness of neural networks [50]. With stochastic properties of BNN, it has

implied a robust DNN in uncertainty estimation [51, 52, 53, 54, 55, 56, 57, 58].

Liu et al. [50] introduced a combination of adversarial training and Bayesian

network to demonstrate that the uncertainty on the weights can be a protection

for DNNs. However, they have just executed the experiments on small datasets

such as MNIST [59], CIFAR-10 [60]. This method will become more ambitious

on large-scale datasets like ImageNet [61, 62].

From the advantages of BNN in the resistance to adversarial attacks, we

have proposed a new defense algorithm, named Bayes without Bayesian Learning

(BwoBL), which focuses on Bayesian inference. Our method not only achieves

robustness against adversarial perturbation of image but also does not consume

the additional training cost.

1.2 Research Contribution

Our research contributions can be summarized as follows:

� We assume that the weights of convolutional layers in DNN models are prob-

abilistic distributions to build BNN models. The uncertainty on weights of

4



BNNs can resist gradient-based attacks and generate the ensemble model

to boost the robustness.

� We build BNN models with the parameters that are learned parameters of

prominent DNN architectures adjusted by a structural hyperparameter and

probabilistic variable.

� We introduce the Bayes without Bayesian Learning algorithm to execute

Bayesian inference. BwoBL is shown as a capable defense against various

attacks that can be applied for a wide range of DNN architectures, such

as CNNs, Self-Attention Networks (SANs), and solve the overhead of the

training problem.

� The robustness of our proposal is assessed on CIFAR-10, CIFAR-100, and

ImageNet datasets to resist strong attacks, i.e., l∞ norm PGD and l2 norm

C&W perturbations.

� Our BwoBL algorithm can be easy to integrate into any pre-trained DNN,

which is trained on natural and adversarial images to improve the robustness

of these pre-trained models without additional training.

These contributions have been published in [63, 64].

1.3 Dissertation Layout

The remainder of this dissertation is structured as follows. Section 2 introduces

related work in Bayesian Neural Networks, adversarial attacks, and defense meth-

ods. Section 3 describes proposed BNN models, which are based on pre-trained

DNNs, and the Bayes without Bayesian Learning algorithm, which focus on

Bayesian inference. Section 4 evaluates the robustness of the Bayesian infer-

ence approach on deep neural networks and various datasets to resist adversarial

attacks. The conclusion is indicated in Section 5.
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2 Related Literature

This part introduces the overview of Bayesian Neural Network and its advantages

and limitations. Next, adversarial attacks of deep neural networks have been

shown. The rest of this part indicates the main lines of defense methods resisting

adversarial perturbations.

2.1 Overview of Bayesian Neural Network

Bayesian methods for neural networks have been developed over decades in many

different fields. The regularization technique of conventional neural networks can

be seen as a Bayesian treatment. The values of regularization coefficients are cho-

sen when using the training data, Bayesian approaches thus avoid the over-fitting

problem, which often occurs in the traditional training. For the classification

area, DNNs tend to make overconfident decisions, which causes a risk in the pre-

diction of DNNs. For example, DNN-based solutions for diagnostic applications

in medicine have widely been developed without any risk management [65, 66].

Meanwhile, reliable information on automated decisions is a key requirement for

DNNs. Hence, the integration of Bayesian ideas and DNNs is a principle for

estimating the uncertainty of models. Bayesian Neural Network is a robust form

of DNNs with a valuable property of uncertainty estimation [67, 68].

BNNs are a unique combination of probabilistic models and neural networks.

Thus BNNs can yield stochastic guarantees on their prediction and generate the

distribution on their parameters that are learned from the observations [69, 70].

All parameters of BNNs are probabilistic distributions that are single fixed values

in DNNs, as shown in Fig. 3. With the application of Bayesian methods for neural

networks, we need to find a distribution function p(w|D) of weights w while we

have observed a dataset D [3, 69, 71]. Bayesian learning for neural networks

calculates the posterior distribution of weights, which can be achieved by using

Bayes’ theorem.

p(w|D) =
p(D|w)p(w)

p(D)
(1)

The denominator p(D) is evidence and given by
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Figure 3. Comparison between a neural network and a Bayesian neural network.

Left: the weights of a neural network are single fixed values. Right: the weights

of a Bayesian neural network are Gaussian distributions [2].

p(D) =

∫
p(D|w)p(w)dw (2)

The integration of a prior distribution p(w) and a likelihood p(D|w) is exactly

intractable. Besides, a large number of parameters makes Bayesian learning hard,

the approximation to the posterior distribution is thus used. Various approxima-

tion methods for the true posterior distribution have been studied extensively

from the ’90s. The maximum a posterior scheme and second-order derivatives in

the prior distribution to the smoothness of approximating posterior distribution

were suggested in [72]. [73] proposed the first variational approximation to the

description of weights, which was as a regularization in neural networks. Laplace

approximation [74] and the hybrid Monte Carlo method [75] were investigated

for training neural networks based on the perturbations of the weights. However,

they have been difficult to apply to large size networks in modern applications.

Based on the variational inference for neural networks [76], [69] expanded this ap-

proximation to show how the gradients can be unbiased and simpler to compute.

Many authors have been studied and proposed various schemes to approximate
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the intractable posterior probability, for example, dropout [77, 151], Gaussian

dropout [78, 79], multiplicative normalization for variational approximation [80],

and stochastic gradient MCMC [81]. Currently, Bayes by Backprop [69] is a

variational inference method that has successfully been used to train neural net-

works. In this approach, the posterior distribution is approximated by finding the

optimal approximating distribution q(w|D) that minimizes the Kullback-Leibler

(KL) divergence [82] with the true posterior p(w|D). Variational learning is to

find the optimal parameters θopt of a distribution on the weights.

θopt = argmin
θ

KL [qθ(w|D) ‖ p(w|D)] (3)

where

KL [qθ(w|D) ‖ p(w|D)] =

∫
qθ(w|D) log

qθ(w|D)

p(w)p(D|w)
(4)

The KL divergence is also intractable to compute exactly, [69] hence approx-

imate the tractable cost function as Eq. (5), which is optimized during training.

This approximation is by using Monte Carlo sampling [83, 84] to sample the

weights w from the variational distribution qθ(w|D).

F (D, θ) =
n∑
i=1

log qθ(w
(i)|D)− log p(w(i))− log p(D|w(i)) (5)

in which w(i) is the ith Monte Carlo sample drawn from qθ(w|D) and n is the

number of samples.

Gaussian variational posterior N (µ, σ2) is also supposed on the parameters of

BNN in [69], where the weights w can be sampled by a unit Gauss ξ ∼ N (0, I),

shifted by a mean µ and scaled by a standard deviation σ as follows:

w = µ+ σ � ξ (6)

where � denotes a point-wise multiplication. From this approximation, we can

see that the variational parameter θ = (µ, σ) is learned during the training phase.

It means both the mean and the standard deviation are calculated the gradients

by backpropagation, which makes the learning of BNNs bulky. Moreover, we face

the generation of representative samples of the weights that is generally not easy

in the learning process.
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2.2 Adversarial attacks of deep neural networks

Adversarial examples have firstly been indicated by Szegedy et al. [23] in the

image classification domain. They proved that a prediction of a state-of-the-art

deep neural network could be changed by an imperceptible perturbation to a test

image, as seen in Fig. 4. This adversary is found by optimizing the input data to

maximize the error function.

We assume that x is an original input with a correct label y. Attack methods

are able to seek an adversarial input x′ that is classified by a label y′ 6= y. x and

x′ are close according to lp distance metric ‖ · ‖p noted as:

‖ x− x′ ‖p=

(
n∑
i=1

| xi − x′i |p
) 1

p

(7)

With this attribute, x′ is called a non-targeted adversarial example. Instead of

classifying x to the prediction y′ 6= y, we search x′ to classify it as a given tar-

get class t so that y′ = t in targeted adversarial attacks [31]. For attackers,

non-targeted attacks are less strong than targeted counterparts. For defenders,

by contrast, resistance to non-targeted adversaries is more challenging. Further-

more, Biggio et al. [85] introduced two attack scenarios, i.e., perfect knowledge,

and limited knowledge. In a perfect-knowledge setting, the adversary knows the

feature space, the output of the classifier, and the trained model, which is also

called white-box adversaries. In limited-knowledge adversaries or black-box ad-

versaries, the adversary only knows the input and the output of models. In

this dissertation, we focus on the white-box and non-targeted attack setting to

baseline models.

Although DNNs have obtained admirable performances in image classification,

adversarial attacks can still easily fool the network, even when its accuracy is high.

In recent years, several attack approaches have been studied [21, 24, 30, 31, 86,

87, 88, 89] that craft adversarial examples by using a gradient of the objective

function in regard to the input data and adjusting to maximize the loss. FGSM

[21] is a single-step attack algorithm, which perturbs the original input by the

direction of the gradient of the loss function J(θ, x, y), in which θ is the parameters

of a model. A perturbation ε is added to each pixel to control the l∞ distance
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Figure 4. An illustration of adversarial attacks on ImageNet dataset and ResNet-

50 architecture. Left: Original images with their labels. Middle: Perturbation

enhanced 20 times by PGD attacks. Right: Perturbed images are incorrectly

predicted.

metric between the original image x and the perturbed image x′ so that

‖ x− x′ ‖∞≤ ε (8)
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It is noted that FGSM is designed to be fast rather than optimal. It means

this algorithm does not produce minimal adversarial examples. Instead, Kurakin

et al. [24] proposed the Iterative Gradient Sign to take a multi-step perturbation

based on FGSM. Currently, a PGD attack of Madry et al. [30] is the best multi-

step variant of FGSM. The PGD algorithm implements a strong iterative attack

to generate adversarial instances, which follows the update as:

xt+1 =
∏
ε

(
xt + β sign (5xJ(θ, x, y))

)
(9)

in which β is an attack step size, and
∏

ε is a projection to l∞ norm adversary.

Other approaches like FGSM have also been demonstrated in [90]. Nonetheless,

PGD is still a standard method for large-scale constrained optimization. Madry

et al. [30] proved that a network was trained to be robust against PGD attacks,

it would become robust to a wide range of first-order adversaries.

In addition, Carlini and Wagner introduced C&W approach [31] that con-

structs adversarial examples x′ = 1
2

(tanh(w) + 1) by searching for w in l2 distance

to solve the optimization problem:

min

∥∥∥∥1

2
(tanh(w) + 1)− x

∥∥∥∥2
2

+ c · f
(

1

2
(tanh(w) + 1)

)
(10)

where c is a constant that is chosen by the modified binary search and f(·) is an

objective function defined as:

f(x′) = max (max (Z(x′)i : i 6= t)− Z(x′)t,−κ) (11)

The parameter κ helps us find an adversarial example with high confidence. Z(·)
is the output of the network. To select an optimal c, we must perform several

iterations of binary search. With each chosen value of c, we also run a number

of iterations of gradient descent to seek an optimal adversarial instance. Owing

to these iterations, the converge of C&W attacks is slower than that of PGD.

Therefore, in the experiments, we execute PGD as the main attack and C&W is

the additional evaluation to verify our algorithm.
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2.3 Defense methods against adversarial perturbation

As long as DNNs can be vulnerable to adversarial attacks, a large number of

defense algorithms have been proposed in recent times [30, 31, 46, 91, 92, 93,

94, 95, 96, 97, 98, 99, 100]. Several authors showed the properties of activation

functions could affect the robustness of DNNs and designed robust activation

functions as defense methods. However, most of them are optimized by adver-

sarial training. It is known that adversarial training is currently the most robust

algorithm that trains DNNs on perturbed examples. Madry et al. [30] proposed

adversarial training to improve the robustness of DNNs resisting PGD attacks

on MNIST and CIFAR-10. They focus on the natural saddle point (min-max)

formulation that is optimized by adversarial training as follows:

min
θ

E(x,y)∼D

[
max
ε∈S

J(θ, x+ ε, y)

]
(12)

where D is an underlying data distribution over the pairs of x examples and y

corresponding labels, J(·) is a suitable loss function, θ is network parameters, and

the per-pixel perturbation ε is allowed in the perturbed range S.

The formula in Eq. (12) shows two computation steps of adversarial training:

(1) an inner maximization, which takes adversarial instances, and (2) an outer

minimization, which finds model parameters. The robustness of adversarial train-

ing depends on the strength of the adversaries that are generated by the inner

maximization. There are two problems in the generation of adversarial examples

for training, which are derived from Eq. (12).

� Firstly, if ε is fixed during training, the robustness of the network only

resists an adversarial attack of that ε value.

� Secondly, many iterations of the gradient computation are required so that

PGD algorithm converge to optimal adversaries, which consumes the high

cost of the computation time.

Due to the high cost of generating adversarial instances, many FGSM-based

adversarial training methods are designed to accelerate the computation against

PGD attacks. Nevertheless, the fast training on FGSM adversaries is only robust

against non-iterative attacks but is difficult to resist iterative counterparts like
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PGD adversaries. Besides, Wong et al. [98] have shown the lack of a diversity of

adversarial examples generated by FGSM attack causes catastrophic overfitting

in the training phase. Additionally, to achieve the outer minimization in Eq. (12),

the training process must be performed in many epochs. The iteration of the inner

maximization and the outer minimization make adversarial training unrealistic

on large-scale datasets like ImageNet.

The idea of adding stochastic components to DNNs and training these mod-

els on perturbed data has been perceived as a good defense to prevent strong

gradient-based attacks. Liu et al. [50] indicated the dominance of BNNs in im-

proving the robustness of DNNs to adversarial attacks on CIFAR-10 and ImageNet-

143. However, adversarial Bayesian training will be harder on ImageNet because

Bayesian learning has some disadvantages as below,

� The weights of BNNs are described by probabilistic distributions, e.g.,

Gaussian function. The number of parameters is thus double. If a net-

work architecture is sizable, it shall have a huge number of parameters.

� Since the functional form of BNNs does not enable it to exact the integral,

we often take a variational approximation to the posterior distribution on

the weights. This makes the optimization problem much larger scale.

� The uncertainty of the weights leads to a coherent variability of the train-

ing data during training. BNN learning hence trains an ensemble of the

networks instead of a single network, which is called Ensemble Learning.

This is not tractable for BNNs of any practical size.

The current trend of defense approaches must be both the robustness im-

provement and the overhead limitation of the training problem. Based on the ad-

vantages of BNNs towards resisting perturbations, we mainly focus on Bayesian

inference with the proposed BwoBL algorithm to withstand strong adversarial

attacks and avoid the additional adversarial training.
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3 Bayesian Neural Networks and Bayesian in-

ference

Deep convolutional neural networks have currently been the state-of-the-art mod-

els for image classification [101, 102, 103, 104, 105, 106, 107, 108, 109, 110]. Ad-

ditionally, recent work has shown self-attention as a capable alternative for image

recognition models [111, 112, 113, 114, 115, 116, 117, 118, 119, 120]. Based on

these pre-trained CNNs and SANs, we build our BNNs that replace convolutional

layers in CNNs and linear transformation layers in SANs with Bayes layers. In

Bayes layers, instead of single-point values, the parameters are the probabilistic

distribution. Other layers in CNN and SAN architectures are originally kept.

3.1 Proposed BNNs

There are many definitions of Bayesian methods for neural networks. For ex-

ample, the regularization technique of conventional neural networks or adding

dropout layers to neural networks can be seen as a Bayesian treatment [77, 151].

Neural networks with the probabilistic distribution over the weights have been

studied as Bayesian neural networks [52, 57], which are described in Fig. 5. When

we generate the uncertainty on the model parameters, our model is a Bayesian

neural network. Several distribution functions, which are used to describe the pa-

rameters of a Bayesian neural network, are Gauss, Bernoulli, etc. The Gaussian

distribution is widely utilized in Bayesian neural networks due to its more accu-

rate prediction, although the number of parameters and the calculation increase.

We have calculated the posterior distribution of weights according to Bayes’

theorem in the Bayesian learning process, as introduced in Section 2.1. However,

Bayesian probability theory often comes with an intractable computation because

the number of parameters is very large and the function form does not allow it to

exact integration. Then, various approximations have been employed, in which

variational inference is a new approximation for Bayesian neural networks. In

this Bayesian learning, the variational posterior of weight is supposed to be a

Gaussian distribution, then, the variational posterior parameters are µ and σ. To

approximately calculate, Monte Carlo sampling is utilized to draw the sample of
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Figure 5. A comparison between a DNN and a BNN and an inner structure of

a neuron that show the replacement of fixed values with the probabilities on the

weights wij. Left : a DNN with specific values of the weights. Middle: a BNN with

the distribution function of the weights. Right : an inner structure of a neuron

with the weights wij that are fixed values in a DNN replaced by probabilistic

distributions in a BNN.

weights from the Gaussian variational posterior, as shown in Eq. (6). Therefore,

we have just initialized the samples of weights according to Eq. (6) to build our

Bayesian model.

The Bayes layer is the main component in our BNN models, which is described

by the probabilistic distribution on parameters. In pre-trained CNNs, we substi-

tute Bayes-conv layers for convolutional layers with the same size of filters. Linear

transformation layers are replaced by Bayes-linear layers in pre-trained SANs. As

an application of Gaussian variational posterior [69] and Gaussian dropout [78],

we approximate the variational posterior of our BNNs with a Gaussian distribu-

tion N (µ, σ2). Based on the relationship of parameters between DNNs and BNNs

(as seen in Fig. 5), we employ pre-trained DNNs to construct our BNNs in which

the mean µ of weights is assigned by single-point weights of DNNs. We focus on

controlling the variance σ2 to create uncertainty on the weights.

We assume the posterior approximation on the weights to be fully factorized

Gaussian distribution q(w) = N (θ, ρθ2) that has been discussed by Kingma et

al. [79]. This variational posterior is accurately an approximation to implement

a reparameterization in Bayes layers, which plays an essential role in the con-

struction of our BNNs. The variance of w is tied by its magnitude. A larger
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weight is then valuable when it is robust to noise. From this perspective, we have

a formula of the weight sample in Bayes-conv and Bayes-linear layers instead of

Eq. (6) as follows

w = θ + αθ � ξ (13)

where ξ is a Gaussian unit N (0, I). We treat θ as single fixed values of pre-trained

DNN parameters while α =
√
ρ is empirically determined by the robustness of

the BNN model against the adversarial attack. Our aim is the use of pre-trained

DNNs to construct our BNNs and avoid Bayesian learning, which is a term of

transfer learning. From Fig. 5(right), we have the relationship between input xi,

output zj and parameters as follows:

� In DNNs: zj = f
(∑m−1

0 θijxi + b
)

� In BNNs: zj = f
(∑m−1

0 wijxi + b
)

where b ∈ R is bias, θij is single-point values of the weights, the output zj is also

single fixed values in DNNs. Contrarily, in BNNs, the weights wij is the random

samples of Gaussian distribution, the output zj is then an uncertainty followed

wij. Therefore, the output of BNN is stochastic values, which is generated by the

uncertainty on weights wij and make the ensemble inference procedure of BNN.

It is known that DNNs work well on the training and test data, which are in

the same feature space and distribution. When these features and distributions

change, DNNs must be rebuilt from the new training data. It is too expensive

for the reconstruction of DNNs in many real-world applications. Accordingly,

transfer learning has been verified to make use of the well-learned knowledge

from source datasets [121, 122, 123, 124, 125]. The requirement for transfer

learning may arise when the datasets are getting bigger and bigger. In image

recognition, transfer learning has been widely used in real datasets to boost the

performance of DNNs [126, 127, 128, 129, 130]. For this scenario, fine-tuning the

pre-trained networks on large-scale datasets, such as ImageNet, is taken up. If

original ImageNet is the source domain, adversarial ImageNet can be seen as the

target domain. Hence, we can apply transfer learning to reuse learned parameters

of DNNs from the source domain to the target domain and reduce the limitations

of training.

16



Figure 6. An illustration of convolutional filters in CNN and BCNN. Left: weights

of CNN are single-point estimates. Right: weights of BCNN are probabilistic

distributions [3].

From Bayesian methods for neural networks, we build Bayes-conv and Bayes-

linear layers followed by Eq. (13), in which θ is learned parameters of pre-trained

DNNs. We mainly concentrate on adjusting α that tunes the standard devi-

ation σ to create uncertainty on the parameters of BNNs. After constructing

BNNs, we conduct Bayesian inference via BwoBL algorithm towards robustness

to adversarial examples.

3.2 Construction of BNN based on CNN

Building Bayesian convolutional neural networks (BCNNs) with the probabilistic

distribution on weights of convolutional layers has been conducted by Shridhar

et al. [3], as shown in Fig. 6.

Whereas the frequentist inference of CNNs that has only one convolutional

operation on the filters with the single-point estimate, BCNNs are applied two

convolutional operations to weights determined by a Gaussian distribution, i.e.,

the mean µ and the variance σ2. Therefore, the first convolution is the mean µ

of the variational distribution, which is treated as a single fixed estimate in the

frequentist inference. The second is the standard deviation σ, which controls the

weight uncertainty. Because the mean is fixed values of pre-trained CNNs, the

second convolution plays an important role in the performance of BCNNs.
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Figure 7. Convolutional layers (3× 3) in a building block of ResNet model are

replaced with Bayes-conv layers (3× 3) in our BNN networks. We keep the other

layers of ResNet, such as batch normalization, activation function (ReLU). Left:

a building block of ResNet architecture. Right: a building block of our Bayesian

ResNet.

We realize that the weight transformation of convolutional layers is good

enough for generating Bayesian models but it does not enlarge the model param-

eters. All convolutional layers of pre-trained CNNs are replaced by Bayes-conv

layers in our BNNs with the sample of parameters in Eq. (13). In our experi-

ments, we utilize the outstanding DNNs that achieve the advanced performance

on ImageNet currently, i.e, ResNet [131], PreActResNet [132], and EfficientNet

[4] to construct the robust BNNs.

3.2.1 Bayesian ResNet

Residual Network (ResNet) won 1st place in the ILSVRC 2015 classification com-

petition on ImageNet. He et al. [131] addressed a deep residual learning frame-

work to few stacked layers and made a building block defined as

y = F (x, {Wi}) + x (14)
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where x and y present the input and output of stacked layers. F (x, {Wi}) is

the residual mapping. A building block of two convolutional layers is illustrated

in Fig. 7 (left), which is the basic blocks in ResNet-18 (18 layers), ResNet-20

(20 layers), and ResNet-34 (34 layers). F(x) = W2σ(W1x) in which σ is a non-

linearity ReLU [133]. y = F(x)+x is operated by a shortcut connection, which is

added to each pair of 3× 3 filters, and element-wise addition. The second ReLU

σ(y) is adopted after this addition.

He et al. [131] also described deeper bottleneck architectures by stacking bot-

tleneck building blocks, as shown in Fig. 8 (left). Identity shortcuts that are

designed for bottleneck blocks bring more efficient models, for example, ResNet-

50 (50 layers), ResNet-101 (101 layers), ResNet-152 (152 layers). Additionally,

Xie et al. [134] proposed ResNeXt models, which tend to the width of ResNets.

For example, we use ResNeXt-101-32×8d that is 2× deeper and 4× wider than

ResNet-50. These are state-of-the-art models with very competitive accuracy on

ImageNet recently.

Based on ResNet architectures, we construct our BNN by replacing all convo-

lutional layers with Bayes-conv layers, which is demonstrated in Figures 7 (right),

8 (right), and 9 (right). In Figures 7 and 8, we visually illustrate the construction

of Bayesian non-bottleneck and bottleneck blocks. After forming each building

block, we assemble the whole model. For instance, our Bayesian ResNet-18 is

made from the original ResNet-18, which is shown in Fig. 9.
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the original ResNet-18 (left). Other layers (batch normalization and ReLU) of

original model are kept and hidden. 21



3.2.2 Bayesian PreActResNet

In PreActResNet architectures, He et al. [132] deeply analyzed the role of iden-

tity mapping in deep residual learning of ResNet towards the view of activation

functions, including ReLU and Batch Normalization (BN) [135]. They indicated

that re-arranging the activation functions (ReLU and BN) could get competitive

results on CIFAR-10/100.

In ResNet, BN is arranged after each weight layer, and ReLU is used after BN,

excepting that the last ReLU in a building block is after element-wise addition.

It is thus called “post-activation”, as seen in Figures 7 and 8. Particularly, let xl

and xl+1 be the input and output of the l-th unit, Eq. (14) is rewritten as

yl = F (xl,Wl) + xl

xl+1 = f (yl)

where f is a ReLU function. Accordingly, the activation affects the entire shortcut

connection, especially in backward propagation. So as to reduce this influence

of the activation function, a “pre-activation” design has been proposed in [132]

with the following formula:

xl+1 = F (f (xl) ,Wl) + xl (15)

Therefore, both BN and ReLU are used as pre-activation in PreActResNet

models, which is illustrated in Fig. 10 (left). This design is slightly better than

ResNet on CIFAR-10/100 as pointed out in [132]. We also apply Bayes-conv

layers to pre-trained PreActResNet to produce Bayesian PreActResNet (Fig. 10

(right)) that is against the adversarial attack on CIFAR-10 in our experiments.

3.2.3 Bayesian EfficientNet

EfficientNet is a family of deep convolutional neural networks with a scaling

method on all dimensions of depth/width/resolution [4]. These networks are

based on scaling up MobileNets [110, 136] and ResNets [131].

Tan et al. [4] proposed an effective compound coefficient, which balanced the

depth, width, and resolution of networks to improve the performance of DNNs,

as seen in Fig. 11. They indicated that deeper networks could capture more com-

plicated features [108, 109, 131]. Wider networks can capture more fine-grained
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Figure 10. A “pre-activation” block (left) in PreActResNet architecture is altered

by a Bayesian “pre-activation” block (right) in our BNN model. The replacement

is only in convolutional layers with keeping the size of filters.

features and are easily trained [136, 137, 138]. DNNs with higher resolution of

input images can capture more fine-grained features to achieve better accuracy,

for instance, Inception with 299×299 resolution [109], NASNet with 331×331

resolution [139], Gpipe with 480×480 resolution [140] for ImageNet, 600×600

resolution for object detection [141, 142].

The baseline network of [4] is EfficientNet-B0, which is inspired by MnasNet

[137]. Table 1 presents the architecture of EfficientNet-B0, with its building block

is that mobile inverted bottleneck “MBConv”. Each MBConv block is constituted

from sub-blocks. Each sub-block is a combination of modules (in Fig. 12). The

detailed architecture of EfficientNet-B0 is explained in Fig. 13. Scaling up the

baseline network with different compound coefficients to have EfficientNet-B1 to

B7 that comprise the modules in Fig. 12.

Our Bayesian EfficientNets are formed by the replacement of convolutional,

depthwise convolutional, and pointwise convolutional layers in basic modules of

EfficientNets with our Bayes-conv layers. EfficientNets are a large structure with

hundreds of layers, it thus is not easy to train. The use of pre-trained EfficientNets

to build Bayesian EfficientNets promises better performance in realistic datasets.
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EfficientNet: Rethinking Model Scaling for Convolutional Neural Networks

(a) baseline (b) width scaling (c) depth scaling (d) resolution scaling (e) compound scaling

#channels

layer_i

resolution HxW

wider

deeper

higher 
resolution

higher 
resolution

deeper

wider

Figure 2. Model Scaling. (a) is a baseline network example; (b)-(d) are conventional scaling that only increases one dimension of network
width, depth, or resolution. (e) is our proposed compound scaling method that uniformly scales all three dimensions with a fixed ratio.

and resolution with a set of fixed scaling coefficients. For
example, if we want to use 2N times more computational
resources, then we can simply increase the network depth by
αN , width by βN , and image size by γN , where α, β, γ are
constant coefficients determined by a small grid search on
the original small model. Figure 2 illustrates the difference
between our scaling method and conventional methods.

Intuitively, the compound scaling method makes sense be-
cause if the input image is bigger, then the network needs
more layers to increase the receptive field and more channels
to capture more fine-grained patterns on the bigger image. In
fact, previous theoretical (Raghu et al., 2017; Lu et al., 2018)
and empirical results (Zagoruyko & Komodakis, 2016) both
show that there exists certain relationship between network
width and depth, but to our best knowledge, we are the
first to empirically quantify the relationship among all three
dimensions of network width, depth, and resolution.

We demonstrate that our scaling method work well on exist-
ing MobileNets (Howard et al., 2017; Sandler et al., 2018)
and ResNet (He et al., 2016). Notably, the effectiveness of
model scaling heavily depends on the baseline network; to
go even further, we use neural architecture search (Zoph
& Le, 2017; Tan et al., 2019) to develop a new baseline
network, and scale it up to obtain a family of models, called
EfficientNets. Figure 1 summarizes the ImageNet perfor-
mance, where our EfficientNets significantly outperform
other ConvNets. In particular, our EfficientNet-B7 surpasses
the best existing GPipe accuracy (Huang et al., 2018), but
using 8.4x fewer parameters and running 6.1x faster on in-
ference. Compared to the widely used ResNet-50 (He et al.,
2016), our EfficientNet-B4 improves the top-1 accuracy
from 76.3% to 83.0% (+6.7%) with similar FLOPS. Besides
ImageNet, EfficientNets also transfer well and achieve state-

of-the-art accuracy on 5 out of 8 widely used datasets, while
reducing parameters by up to 21x than existing ConvNets.

2. Related Work
ConvNet Accuracy: Since AlexNet (Krizhevsky et al.,
2012) won the 2012 ImageNet competition, ConvNets have
become increasingly more accurate by going bigger: while
the 2014 ImageNet winner GoogleNet (Szegedy et al., 2015)
achieves 74.8% top-1 accuracy with about 6.8M parameters,
the 2017 ImageNet winner SENet (Hu et al., 2018) achieves
82.7% top-1 accuracy with 145M parameters. Recently,
GPipe (Huang et al., 2018) further pushes the state-of-the-art
ImageNet top-1 validation accuracy to 84.3% using 557M
parameters: it is so big that it can only be trained with a
specialized pipeline parallelism library by partitioning the
network and spreading each part to a different accelera-
tor. While these models are mainly designed for ImageNet,
recent studies have shown better ImageNet models also per-
form better across a variety of transfer learning datasets
(Kornblith et al., 2019), and other computer vision tasks
such as object detection (He et al., 2016; Tan et al., 2019).
Although higher accuracy is critical for many applications,
we have already hit the hardware memory limit, and thus
further accuracy gain needs better efficiency.

ConvNet Efficiency: Deep ConvNets are often over-
parameterized. Model compression (Han et al., 2016; He
et al., 2018; Yang et al., 2018) is a common way to re-
duce model size by trading accuracy for efficiency. As mo-
bile phones become ubiquitous, it is also common to hand-
craft efficient mobile-size ConvNets, such as SqueezeNets
(Iandola et al., 2016; Gholami et al., 2018), MobileNets
(Howard et al., 2017; Sandler et al., 2018), and ShuffleNets

Figure 11. Network scaling method [4]. (a) a baseline network; (b), (c), and

(d) are scaling on the width, depth, and resolution of a baseline network; (e) a

compound scaling method of EfficientNets.

Table 1. Architecture of EfficientNet-B0 and the corresponding substitution be-

tween EfficientNet and Bayesian EfficientNet.

Stage i Operator Fi Resolution Hi ×Wi Channel Ci Layers Li

1 Conv 3×3 224× 224 32 1

2 MBConv1, k3×3 112× 112 16 1

3 MBConv6, k3×3 112× 112 24 2

4 MBConv6, k5×5 56× 56 40 2

5 MBConv6, k3×3 28× 28 80 3

6 MBConv6, k5×5 14× 14 112 3

7 MBConv6, k5×5 14× 14 192 4

8 MBConv6, k3×3 7× 7 320 1

9 Conv 1×1 & Pooling & FC 7× 7 1280 1

EfficientNet Bayesian EfficientNet

Conv 3×3 Bayes-conv 3×3

MBConv1, k3×3 Bayes-MBConv1, k3×3

MBConv6, k3×3 Bayes-MBConv6, k3×3

MBConv6, k5×5 Bayes-MBConv6, k5×5
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Figure 12. Basic modules of EfficientNets. Bayesian EfficientNets are built by

the replacement of conv, depthwise conv, poinwise conv layers with Bayes-conv

layers. Other layers are originally kept.
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Figure 13. Detailed architecture of EfficientNet-B0.

25



3.3 Construction of BNN based on SAN

Recent work has shown effective architectures [111, 113, 115, 119, 120] that em-

ploy a self-attention mechanism as an alternative for convolutional networks in

image classification.

Zhao et al. [115] explored two types of self-attention networks. One is pair-

wise, the other is patchwise. In particular, the pairwise self-attention derives the

standard dot-product attention, as follows:

yi =
∑
j∈R(i)

α (xi, xj)� β (xj) (16)

where i is the location of vector xi in the feature map. The footprint R(i) is a

set of indices to specify the feature vector, which is aggregated to the new feature

yi. The function α computes the weights α (xi, xj) that are combined with the

transformed features β (xj) and are decomposed as below:

α (xi, xj) = γ (δ (xi, xj)) (17)

The relation function δ makes a single vector of the features xi, xj. The function

γ maps this vector to a vector that is connected to β (xj). The function δ is

explored by the following forms, in which ϕ and ψ are trainable transformations,

e.g., linear mappings.

� Summation: δ (xi, xj) = ϕ(xi) + ψ(xj)

� Subtraction: δ (xi, xj) = ϕ(xi)− ψ(xj)

� Concatenation: δ (xi, xj) = [ϕ(xi), ψ(xj)]

� Hadamard product: δ (xi, xj) = ϕ(xi)� ψ(xj)

� Dot product: δ (xi, xj) = ϕ(xi)
ᵀψ(xj)

The patchwise self-attention is a class of operators, which can identify specific

locations within their footprint. The patchwise has the following form:

yi =
∑
j∈R(i)

α
(
xR(i)

)
j
� β (xj) (18)
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Figure 14. Linear transformation layers of the self-attention block (left) in SAN

models are replaced by Bayes-linear layers of our BNNs (right). Other layers of

SAN architecture are originally maintained.

where xR(i) is a patch of feature vectors in the footprint R(i). α
(
xR(i)

)
j

is a

vector at location j in the tensor α
(
xR(i)

)
, which is spatially corresponding to

the vector xj. The weight computation α
(
xR(i)

)
can be decomposed as follows:

α (xi, xj) = γ
(
δ
(
xR(i)

))
(19)

The function γ maps a vector that is yielded by δ
(
xR(i)

)
to a tensor. This tensor

consists of weight vectors for all locations j. The function δ combines the vectors

xj from the patch xR(i), and can be explored as below:

� Star-product: δ
(
xR(i)

)
= [ϕ(xi)

ᵀψ(xj)]∀j∈R(i)

� Clique-product: δ
(
xR(i)

)
= [ϕ(xj)

ᵀψ(xk)]∀j,k∈R(i)

� Concatenation: δ
(
xR(i)

)
=
[
ϕ(xi), [ψ(xj)]∀j∈R(i)

]
The self-attention operations can be visually represented in Fig. 14 (left),

which is based on the residual blocks of ResNet architecture. Zhao et al. [115]
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designed SAN19 architecture (19 self-attention blocks), which corresponded to

ResNet-50. We build the Bayesian SAN model by simply replacing linear trans-

formation layers of SAN19 with our Bayes-linear layers. The parameters of Bayes-

linear layers are sampled as Eq.(13) with utilizing learned parameters of pre-

trained SAN19. The Bayesian self-attention block is shown in Fig. 14 (right).

The combination of Bayesian self-attention blocks generates Bayesian SAN19, as

indicated in Table 2.

Table 2. SAN19 and Bayesian SAN19 for ImageNet. SA Block, C-d sa, C-d

linear stand for a self-attention block, a self-attention operation with the output

dimension C, a linear layer with the output dimension C. Linear layers and sa

blocks of SANs are substituted by Bayes-linear layers and Bayes-sa blocks.

Layer name Output size SAN19 Bayesian SAN19

Input 224×224×3 64-d linear 64-d Bayes-linear

Transition 112×112×64
2×2, stride 2 max pool 2×2, stride 2 max pool

→ 64-d linear → 64-d Bayes-linear

SA Block 112×112×64

[
3× 3, 16-d sa

64-d linear

]
× 3

[
3× 3, 16-d Bayes-sa

64-d Bayes-linear

]
× 3

Transition 56×56×256
2×2, stride 2 max pool 2×2, stride 2 max pool

→ 256-d linear → 256-d Bayes-linear

SA Block 56×56×256

[
7× 7, 64-d sa

256-d linear

]
× 3

[
7× 7, 64-d Bayes-sa

256-d Bayes-linear

]
× 3

Transition 28×28×512
2×2, stride 2 max pool 2×2, stride 2 max pool

→ 512-d linear → 512-d Bayes-linear

SA Block 28×28×512

[
7× 7, 128-d sa

512-d linear

]
× 4

[
7× 7, 128-d Bayes-sa

512-d Bayes-linear

]
× 4

Transition 14×14×1024
2×2, stride 2 max pool 2×2, stride 2 max pool

→ 1024-d linear → 1024-d Bayes-linear

SA Block 14×14×1024

[
7× 7, 256-d sa

1024-d linear

]
× 6

[
7× 7, 256-d Bayes-sa

1024-d Bayes-linear

]
× 6

Transition 7×7×2048
2×2, stride 2 max pool 2×2, stride 2 max pool

→ 2048-d linear → 2048-d Bayes-linear

SA Block 7×7×2048

[
7× 7, 512-d sa

2048-d linear

]
× 3

[
7× 7, 512-d Bayes-sa

2048-d Bayes-linear

]
× 3

Classification 1×1×1000 average pool → 1000-d fc → softmax
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3.4 Bayesian inference via BwoBL algorithm

3.4.1 Opportunities for Bayesian inference

In recent years, much research has proved that the ensemble model outperforms

the single model, especially in adversarial attacks [49, 50, 99]. It is shown that

ensemble inference is a crux of BNNs [55]. The uncertainty of the weights makes

BNNs equivalent to the ensemble of random models but do not increase the

number of models.

Liu et al. [50] performed an adversarial Bayesian training, which achieves the

good performance of BNNs under strong PGD attacks on CIFAR-10. Nonetheless,

the challenges of adversarial Bayesian learning make the training of BNNs difficult

in real-world applications. To address this issue, we build a BNN model based

on a pre-trained DNN, which has already been the state-of-the-art performance

in image classification. We apply transfer learning from DNNs to BNNs. The

learned parameters of original DNNs are employed to execute Bayesian inference

efficiently, but our method does not add any training phase.

We represent a preliminary evaluation to compare the robustness of defen-

sive methods on CIFAR-10 under l∞ PGD and l2 C&W attacks in Tables 3 and

4. CIFAR-10 is a small dataset that is easy to implement in most defensive ap-

proaches. Table 3 verifies the construction of our BNN from pre-trained CNN and

executing Bayesian inference can boost the robustness of the pre-trained model

against adversarial attacks without the iterative adversarial training. Besides,

our BNN is more robust than BNN trained on adversarial images (Adv-BNN).

Table 4 demonstrates the robustness of our algorithm to adversarial attacks com-

pared with robust activation functions when both methods do not perform ad-

versarial training. [5] trained ResNet-20 with various activation functions on

natural CIFAR-10 and proved the robustness of their SPLASH activation func-

tion. We primarily alter convolutional layers of pre-trained ResNet-20 without

changing the activation function and sharply improve the robustness to adver-

sarial attacks. With these preliminary comparisons, the potential of our idea is

revealed on the small dataset. The detailed evaluation of a realistic dataset will

be implemented in our experiments.

With the rapid deployment of deep learning, pre-trained DNNs are universally
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Table 3. Evaluation of top-1 accuracy to compare the robustness of adversarial

training by CNN (FAST), adversarial learning by BCNN (Adv-BNN), and our

proposal on CIFAR-10 with 10000 images of the validation set, under l∞ PGD

attack with pixel perturbation (ε = 8/255) and 20 iterations.

Method Network Top-1 Accuracy (%)

FAST [98] PreActResNet-18 (CNN) 46.77

Adv-BNN [50] VGG-16 (BCNN) 47.58

Our proposal pre-trained PreActResNet-18 50.02

+ proposal (BCNN)

utilized and importantly contribute to the research community. We take advan-

tage of pre-trained models to reinforce their resistance to adversarial attacks and

avoid the overhead of the training phase. It should be emphasized that leveraging

learned parameters of existing models is key in our algorithm.

Owing to no Bayesian learning in our algorithm, we can degrade the com-

plexity of the training phase. Bayesian learning is explained by the Bayes by

Backprop algorithm [69] as follows:

1. The variational posterior is supposed to be a diagonal Gaussian distri-

bution. The weights of Bayesian model can be sampled by a unit Gaussian

distribution ξ ∼ N (0, I).

2. The posterior sample of weights: w = µ+ σ � ξ.
3. The ensemble of several forward passes to achieve the output and calculate

the loss f(w, (µ, σ)).

4. Calculate the gradient to the mean: 4µ.

5. Calculate the gradient to the standard deviation: 4σ.

6. Update the variational parameters:

µ← µ− α4µ

σ ← σ − α4σ

With Bayesian inference, we just perform steps 1, 2, and 3. Steps 1 and 2 are

to build the uncertainty on the model parameters. In step 3, we execute several

forward passes and achieve the ensemble output. Based on pre-trained models,

we copy their learned parameters (θ) and assign them to the mean of weights in
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Table 4. A comparison of robust activation functions and our proposal on CIFAR-

10 under l2 C&W attack. We compare the results of SPLASH activation function

[5] and our BNN model on 1000 images chosen from correctly classified images

of ResNet-20. We also execute our experiment five times to calculate mean ±
standard deviation of the number of success attacks as [5].

Network Activation # of success attacks

ResNet-20 [5]

ReLU 903 ± 11.8

Swish 911 ± 15.1

APL 894 ± 11.5

Tent 881 ± 11.1

SPLASH 870 ± 12.3

Our proposed ResNet-20 ReLU 665 ± 7.9

Bayesian neural networks. We seek the α hyperparameter to control the weights

towards adversarial robustness. Two important concepts, i.e, randomness and

ensemble, are combined in our approach to prevent strong gradient-based attacks.

Multiple inferences with randomness and ensemble are the reason for the high

robustness.
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3.4.2 Bayes without Bayesian Learning

In this section, we introduce Bayes without Bayesian Learning algorithm applied

for the BNN inference to improve the robustness of pre-trained DNNs.

Let x be an original image and y be a corresponding label in a dataset D.

We use l∞ norm PGD attack and l2 norm C&W attack to generate an adversar-

ial image x̂ and employ pre-trained DNN models with learned parameters θ to

construct BNNs. The inference process of BNN via BwoBL method is listed in

Algorithm 1.

From Eq. (13), we can see that a large α leads to a big variance of w that

causes the uncertainty on model parameters. This uncertainty is beneficial in

the resistance to gradient-based perturbation. In our experiment, α depends

on pre-trained DNN architectures, it is thus called structural hyperparameter.

This hyperparameter is chosen and fixed for each pre-trained DNN before the

execution of the inference phase. Based on the testing accuracy of our BNN

model under adversarial attacks, we select fixed values of α that are explained in

each experiment.

Algorithm 1. The inference phase of BNNs with BwoBL algorithm

Input: dataset D and learned parameters of pre-trained DNNs θ

Initialize: ξ ∼ N (0, I) and α

Weights of Bayes layers: w = θ + αθ � ξ
for (x, y) in D do

x̂ = attack function (θ, x, y)

for i = 1, 2, ... do # n ensemble

ŷi ← fξ(w, x̂) # several forward passes

end for

ŷ = majority voting(ŷi) # the most frequent output

end for

In general, the solution to the parameters of the BNN model cannot be

revealed by a closed-form expression because of the probabilistic variable ξ ∼
N (0, I). Consequently, Monte Carlo sampling is utilized to take one sample for

each probabilistic variable by random number generation. If a pre-trained DNN is
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Figure 15. Comparison between the majority voting output, the average output,

and the maximum output of the ensemble phase.

f(w, x) with a parameter w and an input x, our BNN can be denoted as fξ(w, x)

that is an infinite number of stochastic models. Therefore, we can execute the

probabilistic model multiple times, which is the ensemble inference procedure, to

improve the accuracy of our models.

The ensemble is a beneficial property of BNN that can raise the performance of

the model. Due to the model uncertainty, we execute several forward propagations

in the testing phase and achieve a set of different outputs. Then, how to take an

output of the ensemble model? In order to answer this inquiry, we conduct three

ways: (1) the output with the most frequency called the majority voting, (2) the

average output, and (3) the maximum output. As an example, we implement

ResNet-50 with α = 0.3 on ImageNet under l∞ norm PGD attack at ε = 2/255.

Fig. 15 confirms that majority voting is the best stable and efficient output.

Hence, we use the majority voting output to evaluate the experiments. Moreover,

we can see that a large number of samples plays an important role in ensemble

inference. It brings better accuracy but costs a considerable amount of inference

time. We make a comparison of inference time between adversarial training and

our method in Table 5. Our proposal does not consume the training time as
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Table 5. Comparison of inference time between adversarial training and our

proposal. Latency is the average inference time for one image. Each experiment

is run on a single core of Intel®Core�i7-3970X CPU and a GeForce RTX1080Ti

GPU.

Method Latency (s) # forward passes

Fast adversarial training
0.0293 1

(ResNet-50)

Our proposal
0.7524 20

(Bayesian ResNet-50)

adversarial training but needs a large inference time for the ensemble phase.

Accordingly, selecting a number of samples must guarantee high accuracy and

reasonable inference time.
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4 Robustness of BNNs with BwoBL algorithm

4.1 Assessment on CIFAR-10/100

4.1.1 Setup of BNN models and adversarial attacks

We carry out Bayes without Bayesian Learning algorithm on two small datasets

that are CIFAR-10, CIFAR-100. We utilize pre-trained ResNet-18 on natural im-

ages [143, 144] to build our Bayesian ResNet-18 (ResNet-18 + proposed BwoBL),

as introduced in Section 3.2.1. Additionally, we integrate our algorithm into pre-

trained models on adversarial images, which have been obtained by Wong et al.

[98], and call it FAST shortly. PreActResNet-18 [98] for CIFAR-10 and CIFAR-

100 are used in FAST training method. We call them PreActResNet-18 FAST in

our experiments and produce Bayesian PreActResNet-18 (PreActResNet-18 FAST

+ proposed BwoBL), as shown in Section 3.2.2. All experiments are run on a PC

with two GeForce GTX1080Ti.

It is known that Bayesian learning becomes hard for large DNN architectures

and high-dimensional data. However, Bayesian Neural Network is able to be

an efficient defense against adversarial attacks. Therefore, we proposed BwoBL

algorithm to apply the Bayesian approach to DNNs and use learned weights of

CNNs instead of Bayesian learning towards resisting PGD attacks.

PGD attacks are referred to be the strong iterative attack, which is a univer-

sal adversary among all first-order adversaries. From Eq. (9) we set PGD attack

under the pixel perturbation ε = 8/255 and the iteration it = {20, 50, 100} for

CIFAR-10 and CIFAR-100. The clip function in Eq. (9) enables PGD to iter-

ate more steps. Hence, this attack is really complicated to defensive methods,

especially adversarial training.

4.1.2 Structural hyperparameter and ensemble

Structural hyperparameter: From Eq. (13), we test the performance of our

algorithm under different values of the structural hyperparameter α to adjust the

standard deviation σ of Gaussian distribution on weights of convolutional layers

in pre-trained ResNet-18 and PreActResNet-18.
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Figure 16. The influence of α on the robustness of proposed models, under PGD

attack of ε = 8/255 and it = 20 on CIFAR-10.

In this experiment, we treat θ of Eq. (13) as learned weights of models and

check the effect of the structural hyperparameter on the robustness of the model

by changing different α levels. For example, we select

α = {0.1, 0.2, 0.3, 0.4, 0.5, 0.6, 0.7, 0.8, 0.9} (20)

for ResNet-18 and PreActResNet-18 FAST on CIFAR-10. The result is demon-

strated in Fig. 16.

We can see that the best robustness of ResNet-18 and PreActResNet-18 FAST

against PGD attack of ε = 8/255 and it = 20 on CIFAR-10 are at α = 0.7 and

α = 0.4, respectively. These values of the structural hyperparameter are also good

for ResNet-18 and PreActResNet-18 FAST on CIFAR-100. We hence fix them

for ResNet18 and PreActResNet-18 FAST on both CIFAR-10 and CIFAR-100.

Ensemble: As mentioned in Section 3.4, the ensemble phase is a crux of

BNNs, which is executed by several forward propagations and the output of the

ensemble inference is majority voting in our experiments.
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Many studies have proved the uncertainty on weights of BNNs provides the

ensemble model that obtains better performance than the single model. Nonethe-

less, the difficulty of the ensemble inference is how many samples are enough for

execution. For both CIFAR-10 and CIFAR-100, we choose the ensemble of 10

samples that is good enough for the robust assessment of our BNNs against the

PGD attack of ε = 8/255 and it = {20, 50, 100}.

4.1.3 Tolerance for adversarial attacks

As mentioned above, the pre-trained ResNet-18 and PreActResNet-18 FAST have

been used for applying BwoBL algorithm to build Bayesian ResNet-18 with α =

0.7 and Bayesian PreActResNet-18 with α = 0.4. This application is against l∞

norm PGD attack of pixel perturbation ε = 8/255 and iteration it = {20, 50, 100}
on both CIFAR-10 and CIFAR-100 when the values of pixels are in [0, 255].

It is noted that FAST adversarial training [98] is the fastest training method

currently that maintains the robust accuracy of CNN model resisting PGD at-

tacks. In this way, Wong et al. [98] referred to FGSM training, which was efficient

towards PGD adversaries but had a lower cost. Therefore, we use the results of

FAST adversarial training to compare with our BwoBL algorithm. The com-

parison between conventional CNN, FAST, and our proposal on CIFAR-10 and

CIFAR-100 under PGD attacks of ε = 8/255 and it = {20, 50, 100} steps can be

found in Figures 17 and 18.

Our algorithm has considerably improved the testing accuracy of ResNet-18

that are trained on natural images, called CNN no defense. Below strong l∞ norm

PGD attacks, CNN no defense cannot almost distinguish adversarial examples,

but our BwoBL can get 25% accuracy on CIFAR-10 without any additional train-

ing, as shown in Fig. 17. When we combine BwoBL approach with the pre-trained

PreActResNet-18 on perturbed images, the robustness of PreActResNet-18 FAST

+ BwoBL model is 50%, which is the best among defenses on CIFAR-10 currently.

CIFAR-100 is known to be a more complex dataset with 100 classes. Thus, our

algorithm only has the 10% prediction in the top-1 accuracy when it is applied

to the pre-trained ResNet-18 on natural examples. 26% accuracy can achieve

with the combination of PreActResNet-18 FAST and BwoBL, as seen in Fig. 18

(above). Because of a dataset with more classes, we evaluated the robustness
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Figure 17. The robustness (top-1 accuracy) of proposed models is com-

pared to naturally pre-trained ResNet-18 (CNN no defense) and pre-trained

PreActResNet-18 on adversarial images (FAST) against PGD attack of ε = 8/255

and it = {20, 50, 100} on CIFAR-10.

of models in the top-5 accuracy. From Fig. 18 (below), we see that BwoBL

algorithm can have the top-5 accuracy that improves FAST adversarial training.

For example, with PGD attack of ε = 8/255 and it = 20, 12% is the top-5

prediction of naturally pre-trained ResNet-18 but the top-5 accuracy of (pre-

trained ResNet-18 + proposed BwoBL) is 50% while 57% is the accuracy of (pre-

trained PreActResNet-18 FAST + proposed BwoBL). As a result, our BwoBL

algorithm can considerably boost the robustness of pre-trained networks but we

do not need to re-train these models when attack parameters change.
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Figure 18. The robustness of proposed models is compared to naturally pre-

trained ResNet-18 (CNN no defense) and pre-trained PreActResNet-18 on ad-

versarial images (FAST) against PGD attack of ε = 8/255 and it = {20, 50, 100}
on CIFAR-100. Above: top-1 accuracy. Below: top-5 accuracy.
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4.2 Evaluation on ImageNet

4.2.1 Setup of BNN models

We build up BNN models from the typical DNN architectures currently, which

achieve state-of-the-art accuracy on ImageNet. This is the realistic dataset for

the task of classifying 1000 classes with large-scale images. The fact that adver-

sarial training on ImageNet considerably consumes the computation time and the

training cost. Accordingly, there are only a few findings of adversarial training

on ImageNet successfully.

Baseline CNN models used in our experiments are ResNet-50, ResNet-101,

ResNet-152, ResNeXt-101-32×8d, EfficientNet-B0∼B7, in which ResNet-50 is

the backbone network. ResNet-101 and ResNet-152 are respectively 2× and 3×
deeper than ResNet-50, and ResNeXt-101-32×8d is 2× deeper and 4× wider

than ResNet-50. These models show that deeper and wider networks can further

improve the performance in image recognition. Moreover, Tan et al. [4] argued

that scaling up CNNs by their depth or width has not yet achieved the best

accuracy and efficiency. They investigated a compound scaling method, which

balanced three dimensions of networks, i.e., depth/width/resolution in Efficient-

Nets. These are newly outstanding networks trained on ImageNet. We use all

pre-trained EfficientNets on ImageNet [143, 145] to apply our BwoBL algorithm.

Our BNNs are built on pre-trained CNNs as mentioned in Section 3.2.

Our algorithm is integrated into not only CNNs but also other powerful DNNs,

such as SANs. Recent work has shown effective architectures that employ a

self-attention mechanism as an alternative for convolutional networks in image

classification. Zhao et al. [115] explored two types of SAN, including pairwise

and patchwise self-attention. We replace all linear transformation layers in SANs

with our Bayes-linear layers and choose pre-trained SAN19-pairwise and SAN19-

patchwise, which are built on ResNet-50 architecture to apply our proposal, as

illustrated in Section 3.3.

So as to validate our hypothesis, we compare the performance of BwoBL with

adversarial training. Although we have mentioned robust activation functions in

our preliminary evaluation (Section 3.4.1), most of them are executed on small

datasets and optimized through adversarial training to enhance their robustness
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Table 6. State-of-the-art DNN architectures are used in our experiments. We ap-

ply BwoBL algorithm to pre-trained DNNs on natural and adversarial ImageNet

to construct our BNN models.

Training data Pre-trained networks

Original

ImageNet

ResNet-50

ResNet-101

ResNet-152

ResNeXt-101-32×8d

EfficientNet-Bx

SAN19-pairwise

SAN19-patchwise

Adversarial

ImageNet

ResNet-50-FAST

EfficientNet-ADV-Bx

further to strong attacks. Thus, adversarial training is still an outstanding de-

fense. In particular, FAST [98] is the fastest method and maintains the robustness

as previous adversarial training, which implements FGSM training against PGD

attack on ImageNet with ResNet-50. We hence select this adversarial learning

to combine our BwoBL and call them ResNet-50-FAST. Furthermore, Xie et al.

[146] have executed adversarial training on ImageNet with EfficientNets, but their

target is the enhancement of image recognition models. They treat perturbed

examples as additional instances and propose an improved adversarial training

scheme - AdvProp, which is trained on both natural and adversarial images.

These networks are referred to as EfficientNet-ADV-Bx in our experiments.

All DNN architectures that we perform are summarized in Table 6. Our

experiments are run on four GeForce GTX1080Ti and two GeForce RTX3090.

We have already compared our proposal to adversarial Bayesian training un-

der strong PGD attacks on CIFAR-10 in Table 3. So far, we have not found yet

the studies of Bayesian learning on natural or adversarial ImageNet with large

models to compare in our experiments. To clarify this problem, we have con-

structed our Bayesian ResNet-50 and tried to train it on natural and adversarial
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Table 7. Comparison of training time between adversarial training on CNN,

Bayesian learning on natural images, and Bayesian learning on adversarial images.

FAST adversarial training [98] has been implemented in 15 epochs to achieve the

most robustness. 10 samples are used to execute the ensemble phase in BNNs.

Each experiment is run on a single core of Intel®Core�i9-10920X CPU and a

GeForce RTX3090 GPU.

Training method
# Training time for Total training

epochs) 1 epoch (hours) time (hours)

FAST adversarial training
15 2.8 42

(ResNet-50)

Bayesian training
15

50

750

on natural images
(expected)

(expected

(Bayesian ResNet-50) time)

Bayesian training
15

67

1005

on adversarial images
(expected)

(expected

(Bayesian ResNet-50) time)

ImageNet. The comparison of training time in Table 7 might be the reason why

has no findings of Bayesian learning on ImageNet. From Table 7, it is emphasized

that Bayesian learning expends a long training time, which is infeasible when im-

plemented on ImageNet. Compared to traditional learning, it requires more time

to converge and does not improve on existing techniques.
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4.2.2 Setup of adversarial attacks

We set two forceful kinds of adversarial attacks that are PGD and C&W algorithm

to verify the robustness of our method.

From Eq. (9), we generate l∞ norm PGD attacks with the pixel-perturbed

size ε = {2/255, 4/255}, the step size β = 1/255, and the attack iterations it =

{10, 50, 100}. It is known that increasing the number of attack iterations makes

adversarial examples harder and is an obstruction of adversarial training.

With C&W attack, we compare the resistance of the models under the at-

tack that is measured by l2 norm of perturbed images, binary search steps = 4,

max iterations = 1000, initial constant = 0.1, and confidence = 10. This estab-

lishment creates strong adversaries, which are enough to fool baseline networks.

Notice that both PGD and C&W are white-box and non-targeted attacks.

However, the white-box manner is set for pre-trained networks in Table 6. Mean-

while, our BNNs are built on these pre-trained models and utilize their learned

parameters. It is then considered indirectly white-box settings.

4.2.3 Structural hyperparameter

The crux of our BwoBL algorithm is structural hyperparameter α in Eq. (13),

which adjusts the variance of Gaussian distribution on the parameters of Bayes

layers. For each pre-trained DNN in Table 6, we seek the best α so that the

model achieves the highest accuracy under strong l∞ norm PGD attack of pixel

perturbation ε = 4/255, iteration it = 10.

We test the performance of our proposed networks in Table 6 with a wide

range of α values, for example

α = {0.1, 0.2, 0.3, 0.4, 0.5, 0.6, 0.7, 0.8, 0.9} (21)

From Fig. 19, we realize the accuracy is a practically convex upward with the

change of α. The search space of α guarantees the optimal algorithm, and the

best α corresponds to the peak of this convex upward.

Fig. 19 shows that the step size 0.1 of α makes a too big difference in the

accuracy of the model, which is difficult to identify the peak exactly. We discover

the step size 0.01 is good enough to find the peak of convex upwards. Especially,
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Figure 19. The accuracy is a convex upward with the change of structural hy-

perparameter α. The best α corresponds to the peak of the convex upward.

Our network: ResNet-50 + BwoBL. PGD attack: l∞ norm, ε = 4/255, iteration

= 10. Black and white markers stand for step size 0.1 and step size 0.01 of α,

respectively.

our Bayesian ResNet-50 with α = 0.2 and 0.3 get an approximate accuracy, but

with

α = {0.21, 0.22, 0.23, 0.24, 0.25, 0.26, 0.27, 0.28, 0.29} (22)

our proposed model continues increasing the accuracy, and we achieve its peak

at α = 0.24.

We hereby observe the effect of this factor in our proposed BNNs and treat it

as a constant for each model, which is summed up in Table 8. In the proposed

approach, we do not execute the additional training phase but we need to seek

the α hyperparameter, which controls the weights of a Bayesian neural network

towards the adversarial robustness. This search process expends an amount of

time for the loops. For example, to achieve a convex upward of the accuracy in

Fig. 19, we must perform the search loop for our Bayesian ResNet-50 in 11 hours

to determine the best α. Nonetheless, compared to the cost of adversarial training

in Table 7, this seeking is insignificant and easy to apply for various models.
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Table 8. Structural hyperparameter α that adjusts the variance of Gaussian dis-

tribution on parameters of Bayes layers fixed for our proposed BNNs.

Architectures α Architectures α

ResNet-50 0.24 SAN19-pairwise 0.10

ResNet-101 0.25 SAN19-patchwise 0.15

ResNet-152 0.26 ResNet-50-FAST 0.10

ResNeXt-101-32×8d 0.23

EfficientNet-B0 0.10 EfficientNet-ADV-B0 0.05

EfficientNet-B1 0.12 EfficientNet-ADV-B1 0.07

EfficientNet-B2 0.12 EfficientNet-ADV-B2 0.08

EfficientNet-B3 0.14 EfficientNet-ADV-B3 0.11

EfficientNet-B4 0.18 EfficientNet-ADV-B4 0.15

EfficientNet-B5 0.22 EfficientNet-ADV-B5 0.17

EfficientNet-B6 0.23 EfficientNet-ADV-B6 0.20

EfficientNet-B7 0.24 EfficientNet-ADV-B7 0.21

4.2.4 Ensemble inference

The ensemble is a beneficial property of Bayesian inference by executing the

stochastic model many times. As mentioned in Algorithm 1, we carry out several

forward passes and take the ensemble of different output samples. We assess the

majority voting output for our ensemble inference.

Consequently, how many samples do we need to implement in the ensemble

phase? In real-world applications, ensemble inference is a big challenge because

of the longer execution time. A large quantity of samples brings a better perfor-

mance of the networks but considerably consumes the inference time, especially

on big datasets and deeper neural networks. Selecting a number of forward passes

must be suitable to achieve high accuracy and reasonable inference time. Based

on the achievement in Fig. 20, we are aware that the accuracy differential between

the ensemble of 20, 30, 40, and 50 samples is not too great. We thus choose 20

that is tolerable for all our proposed models on ImageNet to obtain a trade-off

between the accuracy and the computation cost.
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Figure 20. A number of forward passes in ensemble inference. The ensemble of 20

samples is chosen to attain a trade-off between the accuracy and the computation

cost for all our proposed models. Our network: ResNet-50 + BwoBL. PGD

attack: l∞ norm, ε = 4/255, iteration = 10.

It is apparent that the inference time of BNN is more massive than that of

CNN due to the ensemble phase. This repeated inference leads to much longer

computation time, which makes BNN difficult for applying to real-world systems

[147, 148, 149, 150]. However, Wan et al. [147] succeeded in the design of an

FPGA-based hardware accelerator for BNNs, which executed the repeated in-

ference of BNNs but still got 2.1 ∼ 8.2× speedup over the CNN accelerator.

This proved that the ensemble inference of BNN could completely be spread to

real-world applications to improve the performance of DNNs.
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4.2.5 Performance on natural ImageNet

We assess the performance of all pre-trained DNNs and our proposed models on

natural ImageNet with 50000 images in the validation set. On large-scale Ima-

geNet with 1000 classes, the top-5 evaluation might achieve the better prediction

that we observe in our experiments. Our method mainly focuses on improving

the robustness of classifiers via the uncertainty generation on the weights, which

makes our BNNs robust to the adversaries rather than natural images. Therefore,

applying the BwoBL algorithm to pre-trained DNNs affects the testing accuracy

on natural examples, which is a 6.90% drop on average, as seen in Table 9. Many

studies of adversarial training indicated that the trade-off between adversarial ro-

bustness and standard accuracy was inevitable. The fact that gaining robustness

of the model would be losing accuracy on natural examples. We hence apply the

BwoBL algorithm to deeper and wider networks to yield comparable accuracies

on natural images. Table 9 shows that scaling up networks enhances not only the

accuracy of the original DNNs but also that of our proposed networks. In par-

ticular, the application of our proposal to scaling networks significantly boosts

the accuracy and 95.51%, which is only a 1.72% drop, top-5 prediction of our

proposed EfficientNet-ADV-B7 is the advanced accuracy on natural ImageNet

among defense methods currently.

4.2.6 Tolerance on PGD adversaries

We create PGD attacks on the first 10000 images in the validation set of ImageNet

and evaluate the tolerance of our BwoBL algorithm on these perturbed images.

We examine the robustness of our proposed models under l∞ norm PGD at-

tack of pixel perturbation ε = {2/255, 4/255} and iterations it = {10, 50, 100},
as shown in Tables 10 and 11. The combination of our BwoBL and pre-trained

DNNs on natural images significantly enhances the robustness, which is 44.83%

and 60.16% increases on average in ResNets and SANs, respectively. However, it

is just a slight improvement when applying BwoBL to pre-trained DNNs on ad-

versarial images, i.e., ResNet-50-FAST, which rises by 3% with pixel perturbation

ε = 4/255.
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Table 9. Comparable top-5 accuracies (%) between pre-trained DNNs and our

proposed networks on natural ImageNet.

Pre-trained networks Our proposal

ResNet-50 92.93 81.75

ResNet-101 93.55 82.75

ResNet-152 94.05 83.42

ResNeXt-101-32×8d 94.53 87.31

EfficientNet-B0 91.04 75.25

EfficientNet-B1 91.71 75.53

EfficientNet-B2 94.39 83.06

EfficientNet-B3 95.31 85.42

EfficientNet-B4 96.12 89.17

EfficientNet-B5 96.62 89.40

EfficientNet-B6 96.90 90.59

EfficientNet-B7 96.94 91.17

SAN19-pairwise 93.36 84.64

SAN19-patchwise 93.90 89.12

ResNet-50-FAST-2px 81.69 81.16

ResNet-50-FAST-4px 77.13 76.55

EfficientNet-ADV-B0 89.19 79.17

EfficientNet-ADV-B1 93.22 87.17

EfficientNet-ADV-B2 94.46 90.74

EfficientNet-ADV-B3 95.10 91.95

EfficientNet-ADV-B4 95.90 93.06

EfficientNet-ADV-B5 96.81 94.51

EfficientNet-ADV-B6 97.16 95.34

EfficientNet-ADV-B7 97.23 95.51

48



T
ab

le
10

.
R

ob
u
st

n
es

s
to

P
G

D
at

ta
ck

s:
l ∞

n
or

m
,
p
ix

el
p

er
tu

rb
at

io
n
ε

=
{2
/2

55
,4
/2

55
},

it
er

at
io

n
it

=
{1

0,
50
,1

00
},

ar
e

ev
al

u
at

ed
b
y

to
p
-5

ac
cu

ra
ci

es
(%

)
an

d
co

m
p
ar

ed
b

et
w

ee
n

n
at

u
ra

ll
y

p
re

-t
ra

in
ed

D
N

N
s

an
d

ou
r

p
ro

p
os

ed
n
et

-

w
or

k
s.

P
re

-t
ra

in
e
d

n
e
tw

o
rk

s
O

u
r

p
ro

p
o
sa

l

it
=

10
it

=
50

it
=

10
0

it
=

10
it

=
50

it
=

10
0

ε
=

2/
25

5
ε

=
4/

25
5

ε
=

4/
25

5
ε

=
4/

25
5

ε
=

2/
25

5
ε

=
4/

25
5

ε
=

4/
25

5
ε

=
4/

25
5

R
es

N
et

-5
0

10
.4

4
5.

06
2.

73
2.

15
59

.6
1

42
.8

7
44

.7
2

45
.3

2

R
es

N
et

-1
01

12
.1

5
5.

90
3.

78
3.

21
64

.6
9

50
.6

4
52

.4
9

52
.8

2

R
es

N
et

-1
52

13
.5

0
6.

39
3.

89
3.

51
66

.8
9

53
.5

5
54

.5
1

56
.6

0

R
es

N
eX

t-
10

1-
32
×

8d
22

.6
2

15
.0

9
12

.0
7

10
.8

5
75

.4
3

64
.7

0
66

.4
5

67
.2

2

E
ffi

ci
en

tN
et

-B
0

3.
56

0.
52

0.
09

0.
08

45
.8

7
25

.4
1

29
.5

2
31

.8
5

E
ffi

ci
en

tN
et

-B
1

2.
02

0.
22

0.
07

0.
05

42
.1

7
24

.9
8

28
.3

6
31

.4
9

E
ffi

ci
en

tN
et

-B
2

3.
19

0.
56

0.
18

0.
18

61
.3

9
43

.5
8

48
.6

5
52

.1
2

E
ffi

ci
en

tN
et

-B
3

2.
83

0.
72

0.
37

0.
35

67
.6

4
51

.0
8

57
.4

8
60

.2
1

E
ffi

ci
en

tN
et

-B
4

2.
56

0.
70

0.
45

0.
43

76
.5

5
63

.7
3

69
.7

1
72

.2
0

E
ffi

ci
en

tN
et

-B
5

3.
11

0.
78

0.
23

0.
12

78
.6

5
68

.8
2

74
.3

7
76

.0
6

E
ffi

ci
en

tN
et

-B
6

1.
97

0.
47

0.
13

0.
08

78
.8

9
68

.3
6

74
.6

8
76

.6
5

E
ffi

ci
en

tN
et

-B
7

1.
62

0.
27

0.
06

0.
02

8
1
.2

0
7
0
.8

8
7
7
.8

4
8
1
.4

1

S
A

N
19

-p
ai

rw
is

e
6.

82
2.

12
0.

46
0.

22
70

.7
6

59
.1

6
62

.5
9

63
.1

6

S
A

N
19

-p
at

ch
w

is
e

1.
03

0.
28

0.
16

0.
14

76
.1

0
63

.5
5

66
.9

4
68

.7
3

49



T
ab

le
11

.
R

ob
u
st

n
es

s
to

P
G

D
at

ta
ck

s:
l ∞

n
or

m
,
p
ix

el
p

er
tu

rb
at

io
n
ε

=
{2
/2

55
,4
/2

55
},

it
er

at
io

n
it

=
{1

0,
50
,1

00
},

ar
e

ev
al

u
at

ed
b
y

to
p
-5

ac
cu

ra
ci

es
(%

)
an

d
co

m
p
ar

ed
b

et
w

ee
n

ad
ve

rs
ar

ia
l

p
re

-t
ra

in
ed

D
N

N
s

an
d

ou
r

p
ro

p
os

ed

n
et

w
or

k
s.

P
re

-t
ra

in
e
d

n
e
tw

o
rk

s
O

u
r

p
ro

p
o
sa

l

it
=

10
it

=
50

it
=

10
0

it
=

10
it

=
50

it
=

10
0

ε
=

2/
25

5
ε

=
4/

25
5

ε
=

4/
25

5
ε

=
4/

25
5

ε
=

2/
25

5
ε

=
4/

25
5

ε
=

4/
25

5
ε

=
4/

25
5

R
es

N
et

-5
0-

F
A

S
T

-2
p
x

70
.1

6
56

.6
1

56
.4

9
56

.4
0

71
.8

8
59

.5
2

59
.8

2
59

.8
4

R
es

N
et

-5
0-

F
A

S
T

-4
p
x

66
.9

5
57

.8
3

57
.4

1
56

.3
1

68
.6

7
60

.2
6

59
.5

0
58

.5
9

E
ffi

ci
en

tN
et

-A
D

V
-B

0
42

.4
2

12
.7

2
8.

31
8.

26
62

.5
3

45
.6

2
48

.7
6

48
.7

8

E
ffi

ci
en

tN
et

-A
D

V
-B

1
53

.9
0

18
.1

1
10

.2
9

10
.3

9
76

.5
5

63
.5

8
64

.8
1

65
.2

4

E
ffi

ci
en

tN
et

-A
D

V
-B

2
55

.5
2

18
.9

0
10

.3
4

9.
25

82
.6

4
73

.4
2

75
.7

0
75

.8
2

E
ffi

ci
en

tN
et

-A
D

V
-B

3
65

.5
2

30
.3

6
19

.5
5

17
.9

4
86

.6
9

80
.5

0
81

.9
1

81
.9

1

E
ffi

ci
en

tN
et

-A
D

V
-B

4
64

.5
7

30
.5

3
16

.6
1

15
.3

2
88

.5
2

85
.1

6
85

.8
0

86
.2

2

E
ffi

ci
en

tN
et

-A
D

V
-B

5
66

.5
0

32
.9

7
15

.4
9

13
.4

1
91

.8
6

89
.2

9
89

.9
0

90
.2

3

E
ffi

ci
en

tN
et

-A
D

V
-B

6
64

.9
0

31
.5

1
12

.3
3

10
.8

9
93

.5
5

90
.9

2
91

.4
0

91
.5

7

E
ffi

ci
en

tN
et

-A
D

V
-B

7
62

.0
7

30
.3

0
9.

17
7.

82
9
3
.7

2
9
1
.4

8
9
2
.0

5
9
2
.1

4

50



SAN19 is built on ResNet-50 architecture, but its parameters and FLOPs

are smaller and its accuracy is higher than ResNet-50 on natural images. The

application of the BwoBL algorithm to SAN19 sharply raises the robustness of

naturally pre-trained SAN19-pairwise and SAN19-patchwise (Table 10). In which

the top-5 accuracies of our SAN19-patchwise are 76.10% and 63.55% on 2-pixel

and 4-pixel perturbed images, respectively, which outperform ResNet-50. This

proves that the BwoBL approach may be integrated into any DNN architecture

to construct a robust network against adversaries.

Table 10 also demonstrates that scaling up ResNet by the depth and the width

can considerably boost the resistance of our algorithm to adversarial attacks.

For instance, under the ε = 4/255 and it = 10 PGD attack, our ResNeXt-101-

32×8d, which is built on naturally pre-trained ResNeXt-101-32×8d, improves

the robustness by 21.83% for our ResNet-50, 4.44% for our ResNet-50-FAST-

4px, and 5.18% for our ResNet-50-FAST-2px. Furthermore, adversarial training

must be iterated to achieve the highest accuracy when attack parameters change,

such as ResNet-50-FAST-2px and ResNet-50-FAST-4px are ResNet-50 trained on

2-pixel and 4-pixel perturbed images (Table 11). In contrast, our algorithm is

conveniently applied to those models to resist forceful PGD attacks without an

additional training phase.

Additionally, increasing the iteration generates stronger PGD attacks but it

also raises the training cost. Thus, adversarial training usually uses single-step

PGD as FGSM to lower the training cost. Nonetheless, the robustness of the

models trained on FGSM examples that is ResNet-50-FAST-2px and ResNet-

50-FAST-4px will decline when the number of PGD iterations rises, as seen in

Table 11. Contrarily, our proposed models are more robust with powerful attacks.

EfficientNet is a strong family of DNNs for image classification, which deter-

mines the optimal factor for scaling networks. We observe the benefit of Efficient-

Net in our proposed algorithm with two pre-trained EfficientNet schemes. Our

EfficientNet is the connection between the BwoBL method and pre-trained Effi-

cientNet on natural images. The proposed EfficientNet-ADV is applying BwoBL

to pre-trained EfficientNet on both natural and PGD adversarial images.

We evaluate the robustness of our BwoBL method on EfficientNets under l∞

PGD perturbation of pixels ε = {2/255, 4/255} with iterations it = {10, 50, 100}.
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As shown in Table 10, pre-trained EfficientNets on natural images are almost

fooled by the attacks but our proposed EfficientNets remarkably boost the accu-

racy without the extra training. For example, the top-5 accuracy of EfficientNet-

B7 rises from 0.02% to 81.41% below PGD attack of ε = 4/255, it = 100. Fur-

thermore, Table 11 prove that EfficientNet-ADV has just resisted weak attacks

like ε = 2/255, it = 10 and becomes unsteady with respect to intense attacks.

Meanwhile, our EfficientNet-ADV is always robust against any attacks. Par-

ticularly, the proposed EfficientNet-ADV-B7 achieves the cutting-edge accuracy

under both ε = 2/255, it = 10 and 4/255, it = 100 perturbation, which is 93.72%

and 92.14%, while the accuracies of pre-trained EfficientNet-ADV-B7 are only

62.07% and 7.82%, respectively. In our understanding, 92.14% top-5 accuracy of

our EfficientNet-ADV-B7 is currently the best robustness of DNN under strong

PGD attack of ε = 4/255, it = 100 among defense methods.

From Tables 10 and 11, it is emphasized that our proposal is stably robust

on any networks against any attacks, although pre-trained models are trained on

natural or adversarial images.

4.2.7 Tolerance on C&W adversaries

C&W attack is evaluated as an additional adversary to verify the robustness of

our BwoBL algorithm. The convergence of C&W is slower than that of PGD. It

hence expends considerable time to generate a C&W attack. In the original paper

of the C&W attack [31], Carlini et al. only assessed the first 1000 images in the

test set of CIFAR-10 and MNIST. For that reason, we figure out the performance

of all networks on the first 1000 images in the validation set of ImageNet.

Even though we determine structural hyperparameter α of the weights to build

our BNNs based on PGD attack, our proposed models are still robust under strong

C&W attack, as shown in Table 12. We realize ResNet architectures are powerful

with regard to C&W attacks, and our algorithm strengthens their performance

more, i.e., a 28.6% rise on average. Other models, such as EfficientNets and SANs,

are easily attacked, but if they are combined with our BwoBL, their robustness is

substantially reinforced. From the recognition of baseline pre-trained networks is

less than 10%, our proposed EfficientNets and SANs are able to reach 88.5% and

84.4% maximum top-5 accuracy under strong C&W attack without any additional
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training phase.

It is pointed out that adversarial training with a PGD attack cannot re-

sist C&W attacks. In Table 12, ResNet-50-FAST-2px and ResNet-50-FAST-4px,

which are trained with PGD adversarial images only achieve 12.2% and 9.3% on

C&W attack images. Moreover, when applying our algorithm to both of them,

their top-5 accuracies increase by 4.4% and 6.0%, respectively. It means the ap-

plication of our BwoBL to naturally pre-trained networks is more robust than the

application to pre-trained models on adversarial examples. However, pre-trained

DNNs on the mixed dataset, including natural and PGD adversarial images, as

EfficientNet-ADV might become the best defense against any attacks when they

are combined with our BwoBL algorithm. As seen in Table 12, EfficientNet-ADV

models are almost fooled by the C&W attack but our EfficientNet-ADV networks

considerably enhance the robustness. 94.2% of the proposed EfficientNet-ADV-

B7 is the cutting-edge accuracy currently under strong C&W attack.

Tables 10, 11, and 12 verify the best robustness of our proposed BNNs resisting

both PGD and C&W attacks, though we apply the BwoBL algorithm to naturally

pre-trained DNNs or adversarial pre-trained models.
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Table 12. Robustness of our proposed networks and pre-trained DNNs to l2 norm

C&W attack are assessed by top-5 accuracies (%).

Pre-trained networks Our proposal

ResNet-50 42.5 76.9

ResNet-101 47.1 77.1

ResNet-152 46.0 79.0

ResNeXt-101-32×8d 67.4 84.3

EfficientNet-B0 3.0 60.7

EfficientNet-B1 1.3 56.9

EfficientNet-B2 1.7 73.3

EfficientNet-B3 2.2 81.8

EfficientNet-B4 2.2 83.6

EfficientNet-B5 1.2 85.8

EfficientNet-B6 0.7 85.9

EfficientNet-B7 0.3 88.5

SAN19-pairwise 3.1 78.6

SAN19-patchwise 6.5 84.4

ResNet-50-FAST-2px 12.2 16.6

ResNet-50-FAST-4px 9.3 15.3

EfficientNet-ADV-B0 4.0 53.4

EfficientNet-ADV-B1 4.3 71.1

EfficientNet-ADV-B2 5.3 76.3

EfficientNet-ADV-B3 7.6 82.5

EfficientNet-ADV-B4 7.6 88.8

EfficientNet-ADV-B5 3.9 90.3

EfficientNet-ADV-B6 4.0 91.8

EfficientNet-ADV-B7 1.9 94.2
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4.2.8 Comprehensive assessment

To sum up, our BwoBL approach can construct BNNs based on learned parame-

ters of DNNs and sharply improves the defense of pre-trained DNNs against any

adversarial attacks but does not need iteratively adversarial training. Fig. 21

summarizes a comparison between the robustness of our proposal, standard and

adversarial training. Standard training often gets a good accuracy on natural

images and becomes a valuable defense when it is combined with our proposal.

In addition, PGD adversarial training is just good for PGD attacks but not

against C&W attacks, which reduces the accuracy of standard training, as shown

in ResNet-50 of Fig. 21. Otherwise, adversarial training in EfficientNets is not

only gaining accuracy but also gaining robustness with applying our proposed

algorithm. Fig. 21 indicates that our BwoBL method importantly contributes

to improving the robustness of pre-trained models with major natural data and

cheaper adversaries resisting a diversity of adversarial attacks.

In reality, security-critical applications need a robust technique as Bayes with-

out Bayesian Learning that does not cost additional training computation and

is independent of attack algorithms but is expected to resist any attack in the

future. With these observations, we prove that Bayes without Bayesian Learning

algorithm significantly boosts the robustness of pre-trained models against ad-

versarial attacks on real datasets and deep neural networks that are challenging

to the training problem.
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ε = 4/255, iteration = 100, and C&W attack images.
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5 Conclusion

In this dissertation, we build various BNNs and explore a robust Bayesian infer-

ence against adversarial attacks, which has been based on Bayes without Bayesian

Learning algorithm. We mentioned that most of the previous defenses performed

adversarial training as an outstanding method. As we presented, the cost of

training and generating adversarial examples are substantial in adversarial learn-

ing. Additionally, catastrophic overfitting is a difficulty in this training process.

These reasons make adversarial training more complicated on large-scale data

under strong attacks. So as to avoid the iterative training towards a variety

of perturbations, we focus on Bayesian inference from pre-trained DNNs. Our

method builds BNNs on the state-of-the-art pre-trained DNNs via replacing con-

volutional layers of pre-trained CNNs and linear transformation layers of pre-

trained SANs with our Bayes layers that is an application of transfer learning.

By treating the mean of BNN weights as single-point values of the weights of

pre-trained DNNs, we concentrate on controlling the variance of the probabilistic

distribution of BNN parameters, which is assumed a structural hyperparameter.

Each pre-trained DNN is fixed by a structural hyperparameter to produce the

weight uncertainty resisting gradient-based attacks. Furthermore, the ensemble

model that is generated by the random sampling of probabilistic weights enhances

the performance of our BNNs. We hereby declare Bayesian inference as an ef-

fective resistance to a variety of adversaries without costing adversarial Bayesian

learning. Our Bayesian inference method reveals its potential towards adversarial

robustness on both small and large data, such as CIFAR-10/100 and ImageNet.

Especially, under l∞ norm PGD attack of pixel perturbation ε = 4/255 with 100

iterations and strong l2 norm C&W attack on the real dataset like ImageNet, the

top-5 accuracies of our proposed models increase by 58.18% and 62.26% on aver-

age, respectively, which are combined with naturally pre-trained networks. The

most powerful model, i.e., our EfficientNet-ADV-B7, achieves 92.14% and 94.20%

accuracy under these intense PGD and C&W attacks, which are the best robust-

ness among defense methods recently. In the future, we hope that this inference

approach can be widely applied in multiple DNN architectures and become a

robust technique of deep learning security towards a diversity of adversaries.
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