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Hierarchical Segmentation Approach to Detecting
Switching Interaction using Bayesian

Non-Parametrics∗

Jeric C. Briones

Abstract

Two common topics in time series analysis are segmentation and interaction
detection. On one hand, existing segmentation methods either estimate the dy-
namics of the time series, or extract its hierarchical structure, but usually not
both. However, we are interested in a segmentation method that discovers both
the dynamics and structure of the data. On the other hand, existing interaction
detection methods generally assume that interaction information is time-invariant.
However, we are interested in detecting interaction that changes over time, since
dynamics of time series sequences may switch. While these two problems are
seemingly unconnected, we want to use a segmentation approach for interaction
detection.

In this thesis, the problem of segmentation and interaction detection was tackled,
with the end goal of using the segments to detect interaction. For the first part, we
segmented time series sequences from dynamical systems that have a hierarchical
structure. To segment these time series sequences, we proposed a method combining
the segmentation by beta process - autoregressive hidden Markov model and the
double articulation by nested Pitman-Yor language model. For the second part,
we detected switching interaction using the resulting autoregressive models by
generating surrogates and performing non-parametric tests.

Based on experiments using synthetic toy datasets and real motion dataset, we
demonstrated that the proposed method segments the time series in both low and

∗Doctoral Dissertation, Graduate School of Information Science, Nara Institute of Science and
Technology, December 15, 2020.

i



high levels, with errors smaller than those of the existing double articulation analyzer.
We were also able to extract the dynamics of the time series using autoregressive
coefficients. Using the discovered dynamics, the proposed method also inferred
interaction information with good specificity. These results then suggest that
switching interaction could be detected using the proposed segmentation approach.

Keywords:

time series analysis, non-parametric Bayesian, segmentation, interaction detection,
switching interaction
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1. Introduction

1.1 Background

Time series modelling and analysis have been the subject of various studies in
different domains, such as biology, natural language processing, speech recognition,
and motion analysis. In these fields, topics such as time series segmentation and
interaction detection frequently appear. In fact, several methods to segment time
series sequences, as well as techniques to detect interaction between agents exist
in literature. While seemingly unconnected, it is interesting to see if segmenta-
tion methods can be used to improve and/or complement interaction detection
techniques.

1.1.1 Segmentation

Studies on time series segmentation usually fit a mathematical model to the data,
with the obtained model used to identify and differentiate the segments [4, 35, 49].
However, there are instances when basic time series models (such as autoregressive
or moving-average models) or simple linear dynamical systems may not be enough
to capture the dynamics observed. Instead of fitting a single model to all the time
series, dynamics could be better captured if the time series sequences are allowed
to switch across models [15]. If this is the case, the question of how many segments
exist in the sequence arises, as this number is not known beforehand. To solve this
problem, non-parametric Bayesian methods are usually employed. Beta process -
autoregressive hidden Markov model (BP-AR-HMM) [16, 18], for example, uses
non-parametric Bayesian approach to identify the segments without specifying the
number of segments beforehand.

Aside from the number of segments, the structure of the time series sequences
is another possible issue with segmentation, as some of these sequences may have
a hierarchical structure. For example, in natural language processing, sentences
consist of words, where each word consists of letters. In the same vein, motion data
can be viewed as a sequence of semantic actions, with each action made up of motion
primitives [26, 56, 61]. Given this hierarchical structure, methods using hierarchical
models, rather than (switching) dynamical systems, might be more appropriate
for analysis since the latter methods do not consider this hierarchical structure.
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Examples of these non-parametric Bayesian methods for hierarchical models include
the hierarchical hidden Markov model (HHMM) [13], the nested Pitman-Yor
language model (NPYLM) for sentences [38], and the double articulation analyzer
(DAA) for motion data [49]. However, while hierarchical models may be able to
model the data as a hierarchical sequence of symbols, they might not be capable of
taking into account the dynamics directly.

Despite its limitations, using dynamical systems is still particularly interesting
because of its potential as a starting point for interaction analysis. However, it is
also important to incorporate the hierarchical structure in the model. That is why
it is necessary to develop a method that considers both dynamics and structure,
with the end goal of using the said method for interaction detection.

1.1.2 Double Articulation Analyzer

One example of a method that discovers hierarchical structure in the data is the
double articulation analyzer (DAA), an unsupervised segmentation method used
for motion data. The aforementioned method uses sticky hierarchical Dirichlet
process HMM (sticky HDP-HMM) [14] and NPYLM to segment motion data into
elemental motion and unit motion, respectively. Elemental motions are essentially
low-level behaviors that can be modelled by linear dynamics. As such, using
sticky HDP-HMM can be viewed as modelling a time series sequence by fitting
piece-wise linear functions to the said sequence. Unit motions, on the other hand,
are more complex, high-level behaviors that are more semantically meaningful.
Using NPYLM chunks together the discovered elemental motions to form unit
motions.

Despite discovering the structure of the time series data, DAA does not consider
more complex dynamics for its low-level behaviors. Specifically, DAA models the
time series sequences by fitting segment-wise linear functions to the lower level
of its structure. Real world data, however, can exhibit more complex dynamics
in the lower level of the structure. This is also true for motion primitives, which
are usually modelled as non-linear functions [7, 57]. As such, it would be more
beneficial if the segmentation method can consider more complex dynamics for
the low-level behaviors, while still being able to discover the inherent hierarchical
structure of the data.
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1.1.3 Interaction Detection

Like segmentation, several interaction detection methods exist in literature. These
include methods that use depth maps and image processing to extract features
from videos and still images. Then, techniques such as deep learning, kernel models,
and support vector machines are applied to these features to detect interaction
[5, 40, 58]. In some of these works, the focus is on detecting causal interaction
[3, 27], including causal interaction detection in neuroscience applications [12, 24].
In these studies, usual approaches combine different methods from graph theory,
autoregressive models, and Granger causality. Even if there is a rich literature for
this particular field, existing methods generally share the same limitations, such
as they require annotations (which could be quite expensive), and they extract
only a single causal relationship for a given input sequence. However, most real-
world time series data are not annotated, and could exhibit more than one causal
relationship in a given sequence. That is, interaction information can switch (that
is, to change and not remain static) within a given time series sequence. Using
switching interaction analysis, such as [10], would be more appropriate. But the
number of interaction patterns are generally not known beforehand as well.

Furthermore, most studies on interaction detection are based on video segmen-
tation and analysis [40, 58]. Here, videos can be considered as low-dimensional
data. However, if motion capture (mocap) sequences are used to detect behaviors
and interactions, then more interaction information could possibly be drawn from
these high-dimensional data. These are particularly useful when applied in the
field of robotics, surveillance, and human activity recognition [2, 30, 45, 58]. Fur-
thermore, allowing interactions to switch would definitely help in better detecting
and understanding the interaction occurring in the data.

Given these limitations, detecting these switching interactions is of particular
interest to us because of its potential to better identify causal relationships. Specif-
ically, we are interested to develop an approach that detects interaction which
switches from one causal relationship to another in a given (high-dimensional) time
series sequence.
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Figure 1.1: Illustration of the proposed approach, showing both the segmentation
(left) and significance testing (right) steps.

1.2 Problem Setting

Given all these, we focus our attention on two things: segmentation and interaction
detection. While they seem unrelated at first, we are actually interested in using the
former to do the latter. That is, we are looking at using a segmentation approach
to detect switching interaction from time series sequences.

In this thesis, the main problem was developing an interaction detection method
using a segmentation approach. Specifically, this thesis proposed a method that
enabled us to detect causal switching interactions from multiple multivariate time
series sequences, each of which may exhibit various behaviors (and would thus have
varying interaction information). A segmentation method was proposed to model
hierarchically-structured sequences with dynamical systems. Specifically, we aimed
to discover both the complex dynamics of the time series data and its inherent
hierarchical structure using the proposed segmentation method.

1.3 Overview of Proposed Approach

The proposed segmentation approach to interaction detection had two steps: seg-
mentation and significance testing. Figure 1.1 shows a schematic illustration of
this proposed approach, showing the two aforementioned steps.

The first step was all about developing a segmentation method that can be used
for interaction analysis. Specifically, we segmented the given time series sequences,
where each resulting segment had assigned segment labels, as well as corresponding
AR models. On one hand, while there are methods that uses dynamical systems
for segmentation, they generally can not be used for sequences with hierarchical
structure. On the other, there are methods that do consider the hierarchical
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structure of time series sequences, but they usually ignore the dynamics of the data.
In our case, we are looking for a segmentation method for time series sequences from
dynamical systems that have a hierarchical structure. To model these hierarchically-
structured sequences with dynamical systems, we proposed a segmentation method
that integrates the segmentation from BP-AR-HMM and the double articulation in
NPYLM. The proposed method had the same structure as DAA. As such, it could
also capture the hierarchical structure of the given time series sequences. However,
the proposed method explicitly used dynamical systems (switching AR models
to be exact) to model and capture the dynamics of the lower level of the given
multivariate sequences. Lastly, ours allowed for asynchronous switching between
segments across the multiple motion data sequences in consideration. This was
possible because of the beta process used in BP-AR-HMM. On another note, both
of the methods used in the proposed segmentation method were non-parametric
Bayesian models, and had some hyperparameters to be chosen beforehand. Of
particular interest for us was the AR lag order (to be used in BP-AR-HMM),
since this hyperparameter dictated the complexity of the resulting models from
segmentation.

The second step was about using the obtained segments and AR models to
detect switching interactions. Specifically, the proposed unsupervised segmentation
method was used to identify dynamic interaction from multiple multivariate time
series sequences. To do this, the obtained AR models were used for hypothesis
testing, which then determined which pairs of time series variables had significant
interactions, and thus detected interaction between them. In this work, causal
interaction was defined in terms of Granger causality [25]: interaction between two
variables exist if one Granger causes the other. In other words, causal interaction
was viewed as the dependence of an agent’s action to the previous action of other
agents, while switching interaction was defined as the series of resulting interactions
caused by the changes in behavior within the same input sequence. Using a
segmentation approach actually allowed us to skip using annotations completely.
Moreover, detecting multiple causal relationships from a single input sequence can
be possible, without having to manually partition the input data first. These were
made possible by the use of AR models in the segmentation step. Of particular
interest for us was the resulting AR coefficient matrices, as these are frequently
used to detect interaction between variables [23, 24, 28].
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Notice that in both steps, the dynamics of the time series sequences played a
crucial role. We discovered the said dynamics when doing segmentation in the first
part, which were then used to discover interactions in the second part. Combining
the different methods mentioned beforehand, specifically using switching processes
and dynamical models simultaneously, allowed us to detect causal interactions that
vary (or switch) over time.

1.3.1 Scope of the Study

In theory, the proposed approach can be applied to any multivariate time series
sequences that have hierarchical structure. However, this dissertation focused on
applying the proposed segmentation approach to human motion data. Specifically,
sequences considered were sequences of motion data involving interacting agents,
whose component motion primitives can be described using AR models, and whose
interaction switches from time to time [2, 45]. The proposed method was applied
to two kinds of synthetic data: sets of switching AR time series sequences (with
known AR lag order), and set of motion data generated using actual human motion
capture data (with unknown AR lag order). These sets were used to determine the
effectiveness of the proposed approach, in terms of segmentation and interaction
detection.

Furthermore, of all the hyperparameters in the two non-parametric models to
be used in the segmentation step, much of the focus was on exploring the effects
of AR lag order. This parameter was given much importance since it determined
the complexity of the model, which was eventually used in significance testing step.
All other hyperparameters, on the other hand, were chosen similar to how these
values were set in existing literature.

Finally, the second step of the proposed approach only involved pairwise in-
teraction detection between two variables. That is, the proposed method only
identified the existence of interaction between two variables at a time. We also did
not quantify the detected interaction between these two variables, if any. Lastly,
detecting spurious connections was beyond the scope of this dissertation.
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1.3.2 Contribution of the Study

As previously mentioned, the main goal of this thesis was to develop an interaction
detection method using a segmentation approach. To achieve this, a segmentation
method was first proposed. This proposed segmentation method is the main
contribution of this thesis.

First, existing segmentation methods either extract the dynamics of the data,
or the structure of the data, but not both. The proposed segmentation method
did both. That is, it discovered both the dynamics and the hierarchical structure
inherent to the time series data. Furthermore, rather than fitting piece-wise linear
functions to the lower level of the structure, the proposed segmentation method
instead utilized switching autoregressive models. Doing so allowed us to capture
more complex dynamics from the time series sequences. As extracted dynamics
were more complex, the resulting segments were also more meaningful.

1.4 Organization of Dissertation

The rest of the dissertation is organized as follows: Chapters 2 and 3 show the steps
in the proposed approach, with a brief introduction of the basic algorithms used.
Specifically, the former will talk about the proposed segmentation method, while
the latter will discuss how significance testing will be carried out. Chapters 4 and 5
outline the details of the synthetic experiments carried out and the corresponding
results. Finally, Chapters 6 and 7 give some discussion of the results, as well as the
conclusion and some recommendations.
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2. Segmentation Method

For the segmentation step, we proposed a two-layered unsupervised segmentation
method, where two non-parametric Bayesian methods are used. Specifically, the
proposed segmentation method integrates BP-AR-HMM [16] and NPYLM [38]
(Figure 2.1). The first layer applies BP-AR-HMM to the time series data, and
discovers elemental behaviors (EB), which are low-level, short, simple actions
(similar to motion primitives). Segmentation is indicated by the assigned EB labels
at each time step. The obtained EB label sequences for each time series are then
summarized, before being used as an input for the second layer. The EB labels
are summarized by writing any recurring EB labels in the sequence only once. For
example, the sequence [1 1 1 2 2 1 1 1 1 3 · · · ] is summarized as [1 2 1 3 · · · ]. In the
second layer, NPYLM is applied to the summarized sequence of EB labels, where
the discovered EBs are grouped to form high-level semantic actions, called unit
behaviors (UB). This results to a sequence of UBs, where each UB is a sequence of
EBs expressed as AR models.

These two layers are then iterated a certain number of times, to improve
segmentation and AR coefficient estimation accuracy. Iteration is done by using
the results of the previous run as the initial segmentation of the next run. That is,
the resulting UB labels from the second layer are used as initial EB labels for the
first layer of the next iteration. Iteration is terminated either when the change in
likelihood is below a certain threshold, or the number of maximum iterations is
reached.

In the following, we briefly introduce the components of the proposed segmen-
tation method, BP-AR-HMM and NPYLM.

2.1 Beta Process - Autoregressive Hidden Markov Model

BP-AR-HMM is an extension of hidden Markov model (HMM) where the la-
tent variables zt each represent an AR model with lag order r and parameter
θzt = {Azt ,Σzt}, and the observed variables yt are described by the corresponding
AR model. Furthermore, this model is also a non-parametric Bayesian model with
a beta process (BP) prior (Figure 2.2). This prior is used to determine which
specific EBs are active per time series sequence. Posterior inference is used to esti-
mate the parameters of BP-AR-HMM, where Markov chain Monte Carlo (MCMC)

8



Figure 2.1: Illustration of the proposed segmentation method, showing the expected
results for each step. Each time step is assigned both an EB label (line color)
and UB label (background color). Summarized EB labels (colored numbers) and
groupings of EB labels / UB labels (numbers in square brackets) are also indicated.
Finally, included in the illustration is the iterative approach for segmentation.

algorithms are employed [16, 32]. This is because the posterior probability cannot
be calculated in a closed form.

In the following, key concepts of BP-AR-HMM would be discussed to better
understand the said model.

2.1.1 Beta Process

A beta process (BP) prior is placed on the vector of EB labels. This allows us to not
specify the number of EBs beforehand, and thus have a library of potentially infinite
EBs. BP is a completely random measure, denoted by B | c, B0 ∼ BP (c, B0), and
given by

B =
∞∑
k=1

ωkδθk , with α = B0 (Θ) , (2.1)

where B0 is a base measure, c the concentration parameter, and α the mass
parameter. Using this prior also allows us to use an infinite-dimensional (binary)
EB vector f . A realization of EB vector for time series i, fi | B ∼ BeP(B), is given
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by

fi =
∑
k

fikδθk , with fik ∼ Be (ωk) . (2.2)

Here, fik = 1 if the kth EB label (denoted by EBk) is active for time series i.

2.1.2 AR-HMM

Let y(i)
t ∈ RD be the D-dimensional observed variable at time t for time series i.

As mentioned earlier, the observed variable y
(i)
t is described by an AR-HMM, with

AR lag order r, latent variable (or EB label) z(i)t , and parameter θk = {Ak,Σk}.
Basically, the value of the observed variables a time t is a linear combination of its
past values, from time t− r to time t− 1. On the other hand, the parameters of the
AR model (coefficient matrix Ak and noise covariance matrix Σk) are dependent on
which latent variable z(i)t is active. This latent variable switches at every time step,
with the probability of it going from state k to state j being π(i)

kj . Mathematically,

z
(i)
t | z

(i)
t−1 ∼ π

(i)

z
(i)
t−1

, (2.3)

y
(i)
t | z

(i)
t ∼ N

(
A
z
(i)
t
ỹ
(i)
t ,Σz

(i)
t

)
, where y

(i)
t =

r∑
l=1

A
l,z

(i)
t
y
(i)
t−l + e

(i)
t (z

(i)
t ) (2.4)

e
(i)
t

(
z
(i)
t

)
∼ N

(
0,Σ

z
(i)
t

)
.

Here, π(i)
k refers to the transition probability for time series i when the initial

EB label is k. However, not all EB labels are active for each time series. As such,
feature-constrained transition distributions [16] are used. That is, given fi,

π
(i)
kj =

0 fij = 0

P
(
z
(i)
t = j | z(i)t−1 = k

)
fij = 1

, with
∑
j

π
(i)
kj = 1. (2.5)

Furthermore, a gamma prior is placed on the transition matrix, with

η
(i)
jk | γ, κ ∼ Gamma (γ + κδj,k, 1) (2.6)

π
(i)
j =

η
(i)
j ⊗ fi∑
k|fik=1 η

(i)
jk

, (2.7)
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Figure 2.2: Graphical representation BP-AR-HMM, showing all the priors, processes,
and hyperparameters used.

and γ, κ the transition and transition sticky parameter, respectively. Here, δj,k is
the Kronecker delta function (defined as δj,k = 1 for j = k, and δj,k = 0 otherwise),
and ⊗ is the Hadamard (or element-wise) vector product.

Finally matrix normal priors (including inverse Wishart prior) are placed on
the dynamic parameters. That is,

Σk | n0, S0 ∼ IW (S0, n0) (2.8)

Ak | Σk,M,L ∼MN (Ak;M,Σk, L) (2.9)

where n0 is the degrees of freedom, S0 a scale matrix, M the mean dynamic matrix,
and L,Σk defines covariance of Ak.

2.1.3 Posterior Inference

Posterior inference is carried out by generating samples from the posterior distribu-
tion using Markov chain Monte Carlo (MCMC) algorithm. That is, the samples
generated are (1) EB vector f given parameters θ,η, (2) state sequences z given f ,
θ, η, and (3) auxiliary variables θ, η given F and z. Moreover, the hyperparameters
α, c, κ, γ are also sampled. Birth-death reversible jump MCMC sampling [16] and
split-merge techniques [33] are used to generate unique EB vectors. In a nutshell,
MCMC alternates between sampling F|y,θ and θ|y,F (with the hyperparameters
sampled in between the cycles) to perform posterior inference.
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2.1.4 Advantages

Using BP-AR-HMM as the first layer of the segmentation method provides some
key advantages over the sticky HDP-HMM [14] used in DAA. First, we can segment
multiple time series, and have asynchronous switching between segments at the
same time. This means that the proposed segmentation method can discover
common and unique EB labels across these sequences. This is not possible for
sticky HDP-HMM, as it requires all the sequences to have exactly the same set of
active EBs, and not just a subset from the library of EB labels. In addition, the
difference between HDP and BP is better understood in the context of transition
probability matrices. In the case of the former, states are assigned to each time step
according to a transition matrix shared by all time series, while in the case of the
latter, states are assigned according to a transition matrix specific to a particular
sequence.

Also, as mentioned earlier, the use of AR models allows for the discovery of
dynamic properties of the time series data. This is again not possible when using
DAA. To be specific, since BP-AR-HMM uses AR models for the given time series yt,
the interactions between pairs of variables can be expressed in their corresponding
AR coefficient matrix Ak [23, 28]. This makes the proposed segmentation method
more suitable for further interaction analysis.

2.2 Nested Pitman-Yor Language Model

NPYLM is a hierarchical language model where both “characters” and “words” are
modeled using hierarchical Pitman-Yor processes [38, 42]. In each level, “characters”
and “words” are modeled as n-grams (which are generated using Pitman-Yor
processes), with the “character” n-gram model used in the “word” n-gram. In a
broader context, the “words” are similar to high-level unit segments while “characters”
are akin to low-level sub-unit segments, where these high-level unit segments are
composed of low-level sub-unit segments (similar to words being formed from
letters). Estimation of NPYLM parameters is done using posterior inference,
where Gibbs sampling and forward-filtering-backward-sampling are mainly used
[38, 42, 49].

In the following, key concepts of NPYLM would be discussed to better under-
stand the said model.
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2.2.1 Pitman-Yor Process

Pitman-Yor (PY) process is a stochastic process which generates a probability
distribution G similar to a given base distribution G0. This is denoted by

G | G0, θ, d ∼ PY(G0, θ, d) (2.10)

where G0 is a base measure, θ the concentration parameter, and d the discount
parameter. This process is considered a generalization of the Dirichlet process [49].

2.2.2 Hierarchical Pitman-Yor Language Model

The hierarchical Pitman-Yor language model (HPYLM) is a hierarchical structure
of Pitman-Yor-distributed n-gram models with the base measure being the im-
mediately previous (n− 1)-gram model. To illustrate this hierarchical structure,
we start with a unigram distribution GW

1 . A bigram distribution GW
2 , denoted by

GW
2 ∼ PY(GW

1 , θ, d), is generated such that this distribution will be similar GW
1 ,

especially for the high-frequency units. Likewise, a trigram distribution, denoted by
GW

3 ∼ PY(GW
2 , θ, d), is generated similar to the bigram distribution GW

2 . Following
this, the n-gram model,GW

n ∼ PY(GW
n−1, θ, d), is Pitman-Yor distributed with base

measure from the (n− 1)-gram model, and the base measure of the unigram model
being GW

0 .
The n-gram probability of a unit w = wt, given a context h = wt−n . . . wt−1, is

calculated recursively as

p (w | h) =
c (w | h)− d · thw

θ + c(h)
+
θ + d · th
θ + c(h)

p (w | h′) , (2.11)

where c (w | h) is a n-gram count, h′ = wt−n−1 . . . wt−1 is a (n− 1)-gram context,
thw is a count under the context h′ (not h),

th =
∑
w

thw (2.12)

c (h) =
∑
w

c (w | h) , (2.13)

and d, θ are hyperparameters. In this formulation, p (w | h′) can be considered as
a prior probability of w.
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Figure 2.3: Visualization of NPYLM, showing how the sub-unit n-gram model is
embedded in the unit n-gram model.

As the base measure GW
0 for the unigram model (and by extension, p (w | h′)

for GW
1 ) is not properly defined in the context of the unit n-gram model, NPYLM

uses a sub-unit n-gram model GC
n as the aforementioned base measure for GW

1 . The
sub-unit n-gram model GC

n uses hierarchical Pitman-Yor processes, similar to the
unit n-gram model GW

n . Furthermore, this sub-unit n-gram model is structured
similarly to the unit n-gram model, with the probabilities for the former being
calculated like the latter (that is, using Eq. 2.11 recursively). As such, an HPYLM
(the sub-unit n-gram GC

n ) is “nested” inside another HPYLM (the unit n-gram
GW
n ), thus explaining the “nested” part of NPYLM (Figure 2.3).

2.2.3 Posterior Inference

Posterior inference is carried out by generating samples from the posterior distri-
bution using Gibbs sampling and forward filtering-backward sampling [38, 42, 49].
In this sampler, a unit is first removed from the current unit n-gram model, then
a “new” unit is sampled by generating a new segmentation for the sequence of
sub-units. Afterwards, the “new” unit is added to the unit n-gram model, thus
updating the said model. This process of blocked Gibbs sampling is repeated sev-
eral times, where new segmentation is generated using forward filtering-backward
sampling.
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2.2.4 Advantages

When using NPYLM, the input sequences are assumed to have a double articulation
structure. Because it assumes a hierarchical structure for the data, NPYLM can
be used to model motion sequences composed of UBs, with each UB being made
up of a sequence of EBs. Using this model as the second layer of the proposed
method allows us to discover high-level semantic, more meaningful actions from
the low-level short, simple actions (akin to motion primitives) discovered in the
first layer.

Moreover, since this is an unsupervised language model, using NPYLM in the
second layer, similar to DAA, enables us to do “word” segmentation without having
an existing dictionary. Lastly, blocked Gibbs sampling also significantly reduces
the computational time needed to generate the samples [38, 49].
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3. Testing for Significance of Interaction

In the significance testing step, the obtained AR models were used as a starting
point for interaction detection. To be specific, the parameters of the AR models
were used to identify which pair of time series variables had significant interactions
between each other. This is similar to how several studies have used AR coefficients
to define interaction [23, 28]. Aside from AR coefficients, some studies have also
shown that interaction (including coupling and causality) can be detected when
the time series is transformed first to the frequency domain [12, 51]. Regardless of
where the interaction is detected, a common approach to test for significance in
general is using the method of surrogate data [54].

3.1 Method of Surrogate Data

One important component when doing any significance testing is null-hypothesis
distribution. In most cases, the test statistic in consideration has a known para-
metric null-hypothesis distribution. In cases where this distribution is not known,
the distribution can be estimated using Monte Carlo simulation, provided that the
samples from this generated distribution (or surrogates), despite being random,
share most of properties from the original time series sequences [54]. The only
property not shared by the original data and the surrogates is the property being
tested in the null hypothesis. While originally intended for testing non-linearity in
data, the method of surrogate data has been used to perform significance testing
for connectivity detection [23].

The general approach when using the method of surrogate data to detect
interaction is as follows. Surrogates are generated by shuffling the original time
series, either in the time-domain or the frequency-domain. This is to break
any existing connectivity (or interaction for this case) in the dataset. In case
of multivariate time series, shuffling is done independently for each time series
variable. Then, statistical tests are carried out using the distribution obtained from
the surrogates. These statistical tests either use the empirical distribution of the
surrogates, or some other test statistic to determine significance.

As mentioned earlier, interaction could be detected in either the time-domain
or the frequency-domain. That is, surrogates can be generated by shuffling the
input data in either time- or frequency-domain. Furthermore, the test statistic to
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be used can also be obtained from either domains. As such, we considered different
combinations of where the shuffling and testing were carried out to determine the
best possible set-up. For example, one case considered shuffling the time series in
the time-domain, but the test statistic came from the frequency-domain.

3.1.1 Surrogate Generation

Several ways to shuffle time series data have been introduced in various research.
Gilson et al. considered three ways of shuffling time series: circular permutation,
random permutation, and phase randomization [23]. The first two shuffles the time
series in the time-domain, while the last one shuffles the data in the frequency-
domain. On the other hand, Faes et al. proposed two shuffling techniques for time
series, but done in the frequency domain [12]. These shuffling techniques aim to
destroy only some of the coupling, while preserving the rest. The difference between
the two proposed techniques lies on whether the coupling being tested is direct
causality1 or causality2 between a connection or a pair of variables. Regardless of
the shuffling technique used, shuffling is performed independently for each time
series variable.

To illustrate the shuffling techniques mentioned, consider a simple time series
{yt}t=1:T . Shuffling methods presented in [23] are carried out as follows.

1. Circular permutation (CP) draws a random integer t∗ ∈ [1, T ], and returns
the shuffled time series {yt∗ , yt∗+1, · · · , yT , y1, · · · , yt∗−1}.

2. Random permutation (RP) considers a random permutation σ of 1, . . . , T ,
and returns the shuffled time series {yσ(1), · · · , yσ(T )}.

3. Phase randomization (PR) computes for the discrete Fourier transform F {yt},
multiplies it by eιϕt (where ι is the imaginary unit, and ϕt is randomly drawn
from [0, 2π)), then takes the inverse transform to obtain the shuffled time
series.

1Direct causality ya → yb exists if prediction of yb based on {zba, ya} is better than prediction
based on {zba} only.

2Causality ya ⇒ yb exists if, for at least one L, a series of L direct causality occurs, such that
yms−1 → yms for each s = 1, . . . , L, with m0 = a and mL = b.
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The two shuffling method proposed by Faes, et al. involves forcing some of the
AR coefficients to zero, depending on which connection is being tested. They are
carried out as follows [12]:

1. If direct causality for interaction j → i is being tested, set aij = 0, where
aij is the ijth entry of the AR coefficient matrix. A reduced model is then
iterated using the modified coefficient matrix, with corresponding surrogates
of the time series generated using phase randomization. Here, the generated
surrogates are called Causal Fourier Transform - Direct (CFTd).

2. If only causality for interaction j → i is of interest, then set amj = ail = 0,
where m 6= j, l 6= i. Similar to CFTd, a reduced model is also iterated
using the modified coefficient matrix, with corresponding surrogates also
generated using phase randomization. Here, the surrogates are then called
Causal Fourier Transform - Full (CFTf).

3.1.2 Test Statistic

To detect interaction between time series variables, the obtained AR coefficient
matrix (CM) and the computed spectral density matrix (SDM) of the Fourier-
transformed time series were used as test statistic. This is because having a zero
coefficient in either of these matrices indicates an absence of interaction [28, 51].
Furthermore, the empirical distribution obtained from the surrogates was used as
the null-hypothesis distribution.

When testing in the time-domain, the coefficient matrix for each surrogate was
estimated using Yule-Walker equation, as described in [23]. When testing in the
frequency-domain, the spectral density matrix for each surrogate was computed
using [6]. In both cases, the null-hypothesis distribution was made up of values
corresponding to the same matrix element being tested.

3.2 Significance Testing

3.2.1 EB Level Significance

To identify switching interaction at the EB level, the resulting AR models (the
AR coefficient matrix or the spectral density matrix, to be specific) were used for
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hypothesis testing. Time series data steps with the same EB label were concatenated
first. Method of surrogate data, as described in Section 3.1, was then employed.
Surrogates were generated based on the choice of shuffling technique, with the
chosen test statistic estimated using available methods afterwards. Then, values of
the corresponding aij (the ijth entry of chosen coefficient matrix) in each surrogate
made up the null-hypothesis distribution for testing the ijth entry of the coefficient
matrix (similar to the local test introduced by Gilson, et al. [23]). A coefficient
entry was deemed significant if it was on the critical region of the null-hypothesis
distribution, based on a specified significance level α, and a null hypothesis that
no interaction exists between the time series variables.

To illustrate, let SMEk be the binary significance matrix of EBk, with SMEk(i, j)
being its ijth entry. Then, SMEk(i, j) = 1 if either aij < ãα/2 or aij > ã1−(α/2).
Otherwise, SMEk(i, j) = 0. Here, ãρ is the ρth percentile of the null-hypothesis
distribution.

3.2.2 UB Level Significance

Significance at the UB level was determined using a time-weighted linear combina-
tion of the resulting binary significance matrix of its component EB. Combining
time series models using linear combination is not new, as it has been previously
used for combining forecasts [1, 62]. At the UB level, interaction exists between two
time series variables if the time-weighted linear combination exceeded a specified
threshold. This threshold was interpreted as the amount of time an interaction
was significant. For example, a threshold of 0.90 implied that we are looking for
interactions significant 90% of the time the UB under consideration was active. By
detecting interactions at UB level, we avoided manually selecting which behaviors
to ignore, and which behaviors to use for interaction detection.

To illustrate, consider a formed UBk, with the corresponding component EBs
[EBk1 · · ·EBkc · · ·EBkC ]. Each EBkc has a corresponding time-weight τkc , and a
binary significance matrix SMEkc obtained from the EB level significance testing
step. Here, the time-weight τkc ∈ [0, 1] represents the proportion of time steps in
UBk which were assigned an EB label EBkc. The time-weighted linear combination
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for UBk, SMUk was then computed as

SMUk(i, j) =
∑
c

[τkc · SMEkc(i, j)] . (3.1)

Finally, interaction between variables i, j was considered significant at the UB level
if SMUk(i, j) > ξ, for some threshold ξ ∈ [0, 1].
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4. Experiments

Several experiments were carried out to determine the effectiveness of the proposed
approach. Two datasets were used: toy dataset made from known AR models, and
motion dataset made from real human motion data. The former was primarily
used to evaluate the accuracy of the proposed approach using available ground
truth, while the latter was used to check the applicability of the proposed approach
with real-world data.

Experiments carried out can be divided into two basic categories: segmentation
experiments and interaction detection experiments. Each experiment category
utilized both datasets, with the toy dataset used for accuracy evaluation while the
motion dataset for real motion data applicability.

4.1 Datasets

4.1.1 Toy Dataset

Time series sequences with known AR lag order were generated to evaluate the
segmentation and interaction detection accuracy. Specifically, three subdatasets, Lq,
q = 1, 2, 3, were generated from switching qth lag order AR models with hierarchical
structure. Each subdataset Lq had four time series sequences of four dimensions
each. The time series y

(q,i)
t ∈ R4, i = 1 : 4, were formed by concatenating

UBs randomly chosen from a library of four UBs (based on predefined transition
probability matrices), with the collection of UBs different for each subdataset.
Regardless of the subdataset, each UBk used in Set Lq was composed of a maximum
of three EBs, where each EB was an AR(q), an AR model of AR lag order q, with
sparse AR(q) coefficient matrices. EBs from the same UB shared similar sparsity
patterns for their respective AR coefficient matrices. For example, UB1 could be
composed of EB2 and EB4, with both having block diagonal matrices for their
respective AR coefficient matrices.

On average, 7.50, 5.63, and 4.00 of the 16 coefficient entries in each lag were
significant (or non-zero entries) for each subdataset, respectively. Furthermore,
elements of the AR coefficient matrices were set within the range (−1, 1), where
the significant entries had an average absolute value of 0.3738, 0.2989, and 0.2373

for each subdataset, respectively.

21



Large-scale Toy Data Aside from the three aforementioned subdatasets, an-
other set of three additional subdatasets, Ts, s = 10, 20, 100, were also generated
exclusively for segmentation experiments only. These sequences were used to ex-
plore how the proposed method would perform on a larger-scale simulation setting.
These additional subdatasets were generated from switching AR(1) models, using
the same parameter settings as described above but with s time series sequences,
(s = 10, 20, 100), instead of the previous four sequences only.

4.1.2 Motion Dataset

A second dataset was generated to determine the applicability of the proposed
segmentation method with real motion data. The motion dataset had four time
series sequences, each having 16 dimensions. The time series y(i)

t ∈ R16, i = 1 : 4,
were generated by concatenating UBs randomly chosen from a library of six UBs.
The six UBs were as follows:

UB1 : walk towards each other then shake hands,
UB2 : linked arms while walking,
UB3 : synchronized walking,
UB4 : alternating squats,
UB5 : alternating jumping jacks,
UB6 : synchronized jumping jacks.

These corresponded to the motion capture sequences of the actions of Subjects 18 to
23 in CMU Graphics Lab - Motion Capture Library [8]. Each of the 16 dimensions
represents a joint angle measurement, where the first eight measurements were for
the first person, while the next eight were for the second person. The eight selected
joint angle measurements for each person were the same, and were similar to the
measurements chosen in [16]. They were the following:

right and left (R/L) shoulders, R/L elbows,
R/L knee, R/L ankles.

These angles were also normalized, and block-averaged with window size 12 time
steps.

Some things to note for this dataset. As the mocap sequences represented
UBs, true EBs for this dataset were not known. Thus, the true AR models for
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this dataset were also unknown. Consequently, true AR lag orders and true AR
coefficient matrices were also unavailable. Lastly, true significant interactions were
also not known for this dataset. This is generally the case for any real world data,
as they are not annotated for interaction, and ground truth interactions are often
subjective [10]. Despite this difficulty, it was still interesting what interactions the
proposed method could detect.

4.2 Segmentation

Several experimental set-ups for segmentation were carried out for both datasets.
As the true AR lag order was generally unknown beforehand, we performed the
proposed segmentation method to each (sub)dataset using various AR lag order.
Moreover, results from both sets were compared to those from DAA.

4.2.1 Toy Data Evaluation

The proposed segmentation method with AR orders r = 1 : 3 was applied to each
subdataset in the toy dataset. The result of the proposed method with AR(r)

applied to the dataset Lq was denoted by Lq-ARr. The proposed segmentation
method was carried out thirty times, where each run had ten iterations3 each. In
each iteration, the UB labels obtained from the prior iteration were used as the
initial EB labels of the next one.

The following values were used for the parameters of BP-AR-HMM: the con-
centration parameter c = 3, the mass parameter α = 2, both with Gamma(1, 1)

prior, for the beta process; the transition parameter γ = 1, the transition sticky
parameter κ = 25, with Gamma(1, 1) and Gamma(100, 1) prior, respectively, for
the transition matrix. The first 5,000 samples of the MCMC algorithm were
discarded and considered as burn-in, while the next 5,000 samples were used for
the analysis. The resulting state sequences for the first layer were summarized
separately for each run, where states with associated time shorter than 1% of
the total time were discarded. These summarized sequences were then used as
input for NPYLM. The parameters for NPYLM were set as follows: the discount
parameter d = 0.5 with Beta(1.5, 1) prior; the concentration parameter θ = 0.1

3Instead of having a terminating condition for the iteration step, the number of iterations was
fixed because of computational constraints.
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with Gamma(10, 0.1) prior. Similar to BP-AR-HMM, the first 5,000 samples of the
blocked Gibbs sampling were discarded as burn-in, while the next 5,000 samples
were used for analysis. The hyperparameters for both layers were chosen similar
to that of [18] (for BP-AR-HMM) and [42] (for NPYLM). Posterior inference for
BP-AR-HMM was carried out using the codes in [32], while the codes in [41] were
used for the posterior inference of NPYLM.

Large-scale Toy Data Unlike the the first three subdatasets, the experiments
were limited to only AR(1) for the additional subdatasets. That is, the proposed
method with AR(1) was applied to subdataset Ts (s = 10, 20, 100), using the same
settings as described above, but with ten, ten, and three runs for T10, T20, and
T100, respectively. Each run still had ten different chains of sampling. Similar to
the results of the other toy subdatasets, results were denoted by Ts-AR1.

4.2.2 Real Motion Data Applicability

The applicability of the proposed segmentation method to real motion data was
evaluated by applying the proposed method with AR orders r = 1 : 3 to the motion
dataset. The result of the proposed method with AR(r) applied to this dataset
was denoted by CMU-ARr. The parameters in the proposed method were set
in the same way as the previous subsection, with the exception of the transition
sticky parameter, which was set to κ = 200.

4.2.3 Comparison with DAA

The proposed segmentation method was compared with DAA using both datasets.
The state sequences were again summarized separately for each run in the two
datasets. The parameters of DAA were chosen such that they were comparable to
the parameter values of the proposed method. Since sticky HDP-HMM is usually
used when there is only one time series sequences, the sequences in each (sub)dataset
were concatenated first into one long time series, before being used as input for the
first step of DAA. The resulting EB labels were then split back accordingly, before
being summarized. For the toy dataset, states with associated time shorter than
1% of the total time were discarded, while no states were discarded for the CMU
dataset, as the states switched frequently in the first step. The results were denoted
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by Lq-DAA and CMU-DAA for the toy and CMU datasets, respectively. DAA
was performed using the codes recommended in [47].

4.3 Interaction Detection

Interaction detection experiments were also carried out for both datasets using
several experimental set-ups. However, only results from L1-AR1 and CMU-
AR1 were used in all the experimental set-ups of the second step. Results from
experimental set-ups with higher AR lag order were not utilized.

Similar to the segmentation step, the toy dataset was used to evaluate the
detection accuracy, while the motion dataset was used to check for real motion
data applicability. Specifically, EB level significance testing was performed for both
datasets, while UB level significance testing was only carried out for the motion
dataset. UB level significance testing was not carried out for the toy dataset since
the ground truth interaction was not available for this level.

4.3.1 EB Level Significance

To identify significant interactions, eight different test for significance methods were
considered. For each of the test methods considered, 500 surrogates were generated,
and a significance level of α = 0.01 was used. That is, the ijth matrix entry
was considered significant if it was less than the 0.5th percentile or greater than
the 99.5th percentile of the null-hypothesis distribution. For evaluation purposes,
note that interaction between a pair (r, s) in the original coefficient matrix was
considered significant if it had a non-zero value. Table 4.1 lists down these eight
test methods, including in which domain shuffling and testing occurred.

Results for each test method were then compared using the following evaluation
measures. In the following, TP, FP, TN, and FN refers to the number of true
positives, false positives, true negatives, and false negatives, respectively. Each of
the eight test methods was performed 50 times to have better comparison results.

1. False Positive Ratio (FPR) =
FP

FP + TN
This measures the accuracy of undetected insignificant entries with respect
to the actual insignificant entries, with a lower value being desired.
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2. Sensitivity =
TP

TP + FN
Also called recall, this measures the accuracy of detected significant entries
with respect to the actual significant entries, with a higher value being desired.

3. Specificity =
TP

FP + TN
This measures the accuracy of detected insignificant entries with respect to
the actual insignificant entries, with a higher value being desired.

4. Positive Predictive Value (PPV) =
TP

TP + FP
Also called precision, this measures the accuracy of detected significant entries
with respect to the test results, with a higher value being desired.

5. F1 score =
2TP

2TP + FP + FN
This is basically the harmonic mean of precision (PPV) and recall (sensitivity),
with a higher value being desired.

6. Accuracy =
TP + TN

TP + FP + TN + FN

7. Run time (in seconds)

Based on the metric comparisons, a subset of these eight test methods was
selected, and applied to the motion dataset to identify significant interactions
between the joint angle measurements. Test for significance of interaction for the
results of the motion dataset were carried out similar to the toy dataset. For each
of the test method chosen, 500 surrogates were generated, and a significance level
of α = 0.01 was used. This was repeated 50 times, and was performed for ten
different segmentation results.

4.3.2 UB Level Significance

To determine significance of interaction at the UB level, time-weighted linear
combinations SMUk for each formed UB in each run were computed. For each
component EB in a given formed UB, time weights τkc were first determined
by computing the fraction of total time each component EB appeared in the
given UB. Then, the binary significance matrix SMEkc for each component EB
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were multiplied to their corresponding time weights, before being added together.
Interaction between variables i, j was significant at the UB level if the average of
these time-weighted combinations exceeded 0.90. This process was repeated for all
formed UBs in a given run.

Similar to the EB level significance testing, UB level significance testing was
carried out independently for the ten different segmentation runs of EB level
significance testing performed for the motion dataset.
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Table 4.1: Different combinations of shuffling and testing methods that were used
and compared to. Note that all were applied to the toy dataset, but only a subset
was applied to the motion dataset.

Test Method
Shuffling Testing

Domain Method Domain Statistic

CP-CM Time
Circular

Time
Coefficient

Permutation Matrix

RP-CM Time
Random

Time
Coefficient

Permutation Matrix

CP-SDM Time
Circular

Frequency
Spectral Density

Permutation Matrix

RP-SDM Time
Random

Frequency
Spectral Density

Permutation Matrix

PR-CM Frequency
Phase

Time
Coefficient

Randomization Matrix

PR-SDM Frequency
Phase

Frequency
Spectral Density

Randomization Matrix

CFTf-SDM Frequency
Causal FT

Frequency
Spectral Density

(Full) Matrix

PR-SDM Frequency
Causal FT

Frequency
Spectral Density

(Direct) Matrix
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5. Results

The proposed segmentation approach to switching interaction detection yielded
positive results. First, the proposed segmentation method was successful in extract-
ing both EBs and UBs (Figure 5.1). Despite model mismatch, segmentation results
showed decent estimation accuracy. We have also demonstrated its effectiveness
with real motion data, as well as its superiority to DAA. Second, interaction
detection was also relatively successful, as shown by the computed specificity on
the experiment for the toy dataset.

5.1 Toy Data Evaluation

5.1.1 Segmentation

Figure 5.2 shows the confusion matrices for the EB labels (left) and UB labels
(right) of an example segmentation result for the toy dataset. Confusion matrices
are usually used to show the correspondence between true and estimated labels.
The values shown in this figure indicate the correspondence between true labels and
estimated labels, with the values normalized per column to allow for one-to-many
correspondence between true and estimated labels. Specifically, values close to
1 indicate that the correspondence between true and estimated labels have high
specificity, while rows with several entries close to 1 indicate that more than one
estimated label correspond to one true label.

Aside from the correspondence between labels, evaluation metrics were also
computed. Estimation accuracy was primarily measured in terms of Hamming
distance (HDist), which is the number of time steps where the estimated label was
different from the true label, summed for all time series sequences. Values were
normalized by dividing the computed HDist by the total number of time steps
of the given sequence. For this metric, the lower the HDist, the better. For the
toy data, the smallest average normalized EB HDist were obtained when the true
AR lag order was used. That is, L1-AR1 had smaller EB HDist than those of
L1-AR2 and L1-AR3, as seen in Figure 5.3. Similarly, EB HDist of L2-AR2
and L3-AR3 were also the smallest in their respective subdatasets. It was also
observed that the second layer of the segmentation step reduced the error observed
in the first layer (red lines in Figure 5.3). Except for the results of L1-AR1, UB

29



Figure 5.1: Example of segmentation results, with true EB (top layer), estimated
EB (middle layer), and estimated UB (bottom layer) for each time series. Plots
of the first four dimensions of the toy (top figure) and motion datasets (bottom
figure) are also shown in the top layer.

HDist was generally smaller than EB HDist. A possible explanation for this is
that the errors caused by EB labels contained in the same UB label were no longer
found after performing the second layer. However, in cases where the formed UBs
were undersegmented (right figures in Figure 5.4), the resulting UB HDist were
generally overstated. This undersegmentation was the primary reason why UB
HDist results of L1-AR1 were higher than their corresponding EB HDist. The
same observations were also seen in their respective adjusted Rand index (ARI)
(right figures in Figure 5.3). For this metric, the higher ARI, the better.

The joint log probabilities (LogPr), P (y,F, z), at the EB level were also
examined. Similar to EB HDist, the joint LogPr values were optimal when the true
AR lag order was used (Figure 5.5). Based from these observations, it seemed like
true AR lag order can be determined by finding the AR lag order r∗ such that

r∗ = arg min
r

(EB HDist) = arg max
r

(EB LogPr) , (5.1)

where arg min
r

(f) returns the AR lag order where f is minimum (or maximum

for arg max
r

(·)). Since the joint LogPr values are available even in the absence of

ground truth, these values can then be a potential criterion for selecting the model
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Figure 5.2: Confusion matrices for an example of segmentation results of the toy
dataset, showing both EB (left) and UB (right) label correspondence. Numbers
normalized per column. NaN columns indicate that the estimated label was no
longer present in the summarized sequence.

with cross-validation. However, in cases where a single r∗ does not exist, a new
criterion would be needed to determine the true AR lag order.

On another note, it was also observed that the number of EBs discovered,
as well as the segmentation itself, for each of the thirty run varied (Figure 5.4).
Despite this, the resulting UB segmentation were still more or less similar (Figure
5.6). The proposed proposed segmentation method was able to identify the same
UBs despite discovering different EBs. We could then say that while the the EBs
discovered depended on the run, the formed UBs were not.

When compared to the results of DAA, the proposed segmentation method
generally had better normalized HDist than those from DAA. The computed HDist
for Lq-DAA were always somewhere in the middle: never the largest, but never
also the smallest (Figure 5.3). For example, L3-DAA had the worst EB HDist
and UB HDist, while EB HDist and UB HDist for L2-DAA were better than
those for L2-AR3 but worse than those for L2-AR2 and L2-AR1. Similar to
earlier observations, the obtained segments from the second layer of DAA were
also relatively similar across the different runs. This was despite the frequent
switching at the first layer. For L1-DAA and L3-DAA, several formed UBs were
undersegmented, while L2-DAA had cases of oversegmented UBs. In fact, six and
ten of the thirty runs for L1 and L3, respectively, only had one EB and one UB,
thus failing to segment the time series sequences. This failure in segmentation was
generally not seen in any of the other runs in Lq-ARr, with L1-AR1 the only
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Figure 5.3: The average normalized HDist (left) and adjusted Rand index (right)
over all runs for each experiment in the toy dataset. Bars indicate one standard
error. Lower HDist and higher ARI are desired.
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Figure 5.4: Average number of discovered EBs and UBs (left) and average number
of UB switches (right) for each experiment in the toy dataset. As the number of
switches are less than the true value for experiments using the toy set, resulting
UBs are generally undersegmented. Bars indicate one standard deviation.
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Figure 5.5: Boxplots of the joint log probabilities P (y,F, z) of the EB step for
the toy and motion datasets. Red lines indicate median, edges of blue box are the
first and third quartiles, while the whiskers are most extreme data points except
outliers.

Figure 5.6: Example of segmentation result for Time Series 4 using the proposed
segmentation method, obtained from two different runs of L2-AR1.

34



Figure 5.7: The average normalized AR coefficient estimation errors, measured
using mean absolute error and root mean squared error, both normalized using
the range of coefficient values. Estimation errors were computed only for Lq-ARr
where q = r.

exemption.
Lastly, the proposed segmentation method had decent AR coefficient estimation

accuracy (Figure 5.7), with L1-AR1 having the smallest normalized errors. For
the said set, the average normalized mean absolute error (NMAE) was around 15%

of the range of coefficient values, while the average normalized root mean squared
error (NRMSE) was around 30% of the range of values. As having higher true AR
lag orders naturally yielded more complex models and thus have higher estimation
errors, the earlier observation was not that surprising.

Large-scale Toy Dataset Based on the results of Ts-AR1, the proposed seg-
mentation method seem to have more discovered EBs and formed UB labels when
used on large datasets. There were 13.90, 17.70, and 21.33 discovered EB labels and
21.00, 19.70, and 39.33 formed UBs for T10-AR1, T20-AR1 and T100-AR1,
respectively. The increased number of discovered labels led to more discovered
labels corresponding to the same true label. Taking these multiple correspondences
into account when computing for HDist, the resulting (adjusted) EB HDist are
0.6112, 0.6759 and 0.7086 for T10-AR1, T20-AR1 and T100-AR1, respectively,
while the corresponding UB HDist are 0.1096, 0.1633 and 0.1864, respectively. Note,
however, that the resulting UB HDist were still smaller than the EB HDist, which
is consistent with previous observations. That is, correct segmentation in UB level
can be reproduced, as long as the observed errors in the EB level were within the
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same UB label. These results then suggest that the proposed method can discover
correct high-level segmentation, despite errors in the low-level segmentation and
regardless of the number of time series sequences considered.

5.1.2 Significance Testing

The resulting AR models from the run with the lowest EB HDist from L1-AR1
were used in the second step. Table 5.1 summarizes the evaluation measures
computed from each test method. The values were averaged first over the fifty
trials, before being averaged over all AR models discovered. Based on these values,
using time-domain statistic (i.e, the coefficient matrix) led to better FPR, specificity,
and accuracy values. Moreover, run times were faster for this configuration.
Using frequency-domain statistic (i.e., spectral density matrix) resulted to better
sensitivity values. On the other hand, shuffling in the frequency domain had better
PPV values while shuffling in the time domain had better F1 score. Considering
all these, doing interaction detection using the RP-CM seemed to be the best
configuration. While not all of its metric values were the best, all of them were in
the top three. Thus, it was the best compromise between accuracy and run time.

Aside from the eight evaluation metrics, we were also interested to see how
interaction detection fared vis-a-vis the coefficient matrix. First, it was observed
that test methods with time-domain statistic had an issue with identifying small
values of the coefficient matrix as significant. This can be seen in Figure 5.8,
where small values of the coefficient matrix were mostly found to be not significant.
Furthermore, the histograms of the resulting significant and non-significant entries
indicated that they have zero and non-zero means, respectively (Figure 5.9). As
such, while using time-domain statistic (such as RP-CM) yielded generally better
results, there is a possibility that low-valued interactions would not be detected
should this test method be used. This observation was true for the other trials of
the said test method. On the other hand, unlike RP-CM and PR-CM, RP-SDM
and CFTd-SDM seemed to be capable of finding small values to be significant. That
is, using frequency-domain statistic could better detect small-valued interactions.
This observation was also true for other trials of the same configuration. Figure 5.9
indicates that the histograms for both the significant and non-significant entries
seemed to be similar, as the two histograms coincided with each other.
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(a) RP-CM (b) PR-CM

(c) RP-SDM (d) CFTd-SDM

Figure 5.8: The four figures compare the actual (absolute) value of the coefficient
with the estimated (absolute) values of all the ‘true’ significant interactions. True
positives and false negatives are labeled accordingly. Results displayed are for one
trial in the test method used.
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(a) RP-CM (b) PR-CM

(c) RP-SDM (d) CFTd-SDM

Figure 5.9: The four figures display the histogram of the significant and non-
significant entries based on the results of the test method used. Results displayed
are for one trial in the test method used.
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5.2 Real Motion Data Applicability

5.2.1 Segmentation

For the motion dataset, CMU-AR1 had the smallest average normalized UB
HDist when compared with CMU-AR2 and CMU-AR3 (Figure 5.10b). However,
CMU-AR2 and CMU-AR3 had larger LogPr values than CMU-AR1 (Figure
5.5). Because r∗ (from Eq. 5.1) does not exist, the optimal AR lag order could not
be determined. Despite this, the obtained segmentation were still fairly accurate
and acceptable, regardless of AR order used.

Similar to earlier observations, the number of discovered EBs and the EB labels
still varied for each run for this dataset. Yet, the resulting segmentation at the UB
step were still quite similar. For example, consider the resulting segmentation in
Figure 5.11. Here, the UB [1 8 1] was UB5 : alternating jumping jacks motion.
In another segmentation, the same UB label corresponded to [D E], with the
component EBs referring to completely different things. Despite the difference in
component EBs, both [1 8 1] and [D E] referred to the same true UB (in this case,
UB5). Thus, the proposed segmentation method still identified the same semantic
behaviors despite discovering different motion primitives in each run.

Comparing the proposed method with that of DAA, the proposed method again
had better results than DAA. CMU-AR1 had slightly smaller UB HDist (0.1815)
compared to that of CMU-DAA (0.2080), with the resulting segmentation from
the second step still comparably similar across the different runs. Moreover, CMU-
AR1 also had higher UB ARI (0.6847) compared to CMU-DAA (0.6384). Unlike
the the obtained results from the proposed method, the formed UBs in the CMU
dataset using DAA were mostly oversegmented. As such, adjustments were made
to match the resulting labels with the ground truth (Figure 5.10). Similar to earlier
observations when DAA is applied to the toy set, several runs (seven of thirty to be
exact) in CMU-DAA failed to segment the time series sequences. In comparison,
segmentation failure was observed in only two, two, and four of the thirty runs in
CMU-AR1, CMU-AR2, and CMU-AR3, respectively.

5.2.2 Interaction Detection

The obtained AR models from the previous step were used in the significance
testing step, using RP-CM. Figures 5.12 and 5.13 show an example interaction
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(a) Confusion matrices for EB (left) and UB (right) labels

(b) Averaged normalized HDist (left) and adjusted Rand index (right)

(c) Average number of discovered behaviors (left) and UB switches (right)

Figure 5.10: Evaluation metrics used in the toy dataset were also computed similarly
for the motion dataset. Bars indicate one standard error.
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Figure 5.11: Example of segmentation result for Time Series 3 using the proposed
segmentation method, obtained from two different runs of CMU-AR1.

detection result from one of the segmentation results used. In Figure 5.12, the
number of significant entries for each elemental behavior discovered were displayed,
with the numbers grouped depending on whose joint angle measurements were
interacting. Using the significance matrix as reference, the block matrices on the
diagonals indicate the interaction between the joint angles of the same agent, while
the off-diagonal block matrices represent the interaction between the joint angle of
one agent and the joint angle of the other.

As the number of discovered EB labels varied per run, so did the results from
the interaction detection at the EB level. What was common to all of them, though,
was the high number of coefficient entries deemed significant. Furthermore, it was
also observed that the component EBs of UB3 always had a higher number of
significant entries when compared to the other EBs. For reference, this UB referred
to the synchronized walking movement. At the UB level, however, fewer interaction
pairs were deemed significant at a threshold of 0.90. Similar to the results at the
EB level, results at the UB level varied as well. What was common, though, was
the results for UB4 : alternating squats. For this UB, most of the joint angles
of both agents depended on knee angle of both agents (Figure 5.13). This then
suggests that performing alternating squats depended on how the knee angle moves.
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(a) EB Level

(b) UB Level

Figure 5.12: The number of significant entries discovered for one of the segmentation
results used. Solid lines represent interactions of joint angle measurements from dif-
ferent agents, while dashed lines represent interactions of joint angle measurements
from the same agent.

43



(a) UB1: walk then shake hands

(b) UB4: alternating squats

Figure 5.13: Example of resulting connectivity plots for the significance matrix of
UB1 and UB4. A directed edge A→ B means that B depends on the lag values of
A. Blue lines in the connectivity plots represent interaction between joint angles of
the same agent, while black lines represent interaction between the joint angles of
different agents.
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6. Discussion

6.1 Segmentation

Based on the results using toy and motion datasets, the proposed segmentation
method could segment multiple related time series, even if the true AR lag order
was not used. However, accuracy would be compromised if there was a mismatch
between AR lag order used and the true AR lag order. Nonetheless, not using the
true AR order still gave an acceptable segmentation. To be specific, using AR(1),
regardless of the true AR order, was worth considering. This gave a simpler model,
but one where some accuracy in the first layer was given up. Fortunately, some of
these errors were corrected in the second layer. Furthermore, it was also shown that
correct segmentation could be obtained, regardless of the number of time series
sequences in the dataset.

On another note, despite having different results at the EB step in each run,
the proposed segmentation method had similar results at the UB step. The
proposed method properly and consistently identified the high-level segments,
despite discovering different low-level segments. As such, we could say that the
high-level segments were actually invariant to the low-level segments.

6.1.1 Comparison with DAA

While similar in structure, the proposed segmentation method has key differences
over DAA, with these differences most evident in the first layer of the proposed
method. As the first layer of the proposed segmentation method uses BP-AR-HMM,
we gain the advantages of the said model over sticky HDP-HMM. First, sequences
can have shared and unique EB labels, thanks to the BP prior. That is why some of
the EB labels are active in all of the sequences, while some are only active in some
of the sequences. Second, using BP (in BP-AR-HMM), instead of HDP (in sticky
HDP-HMM), allowed for sequence-specific transition matrices, instead of transition
matrices used by all sequences. That is why not only can the sequences have
different sets of active EB labels, they can also have different switching patterns
for EB labels. Third, as there is an AR in BP-AR-HMM, the first layer of the
proposed method can explicitly capture the dynamics of the data. These resulting
AR models are useful in carrying out the second step of the proposed approach.
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Based on resulting experiments, we confirmed that the proposed method indeed
had some advantages over DAA. For one, the proposed method allowed for asyn-
chronous switching of segments, unlike DAA. For DAA to allow such asynchronous
switching, we had to first concatenate the time series sequences, and thus implicitly
assume that they form a single time series sequence only. This was clearly not
the case, as the start and end of each sequences were not connected. Second, the
proposed method had better accuracy than DAA. One major cause of the high
HDist for Lq-DAA and CMU-DAA was its tendency to discover only one EB,
and consequently only one UB. This means that the method failed to segment the
dataset at all, thus increasing the average HDist significantly.

6.2 Significance Testing

Results from the significance testing step indicated that switching interaction could
be identified using the proposed segmentation approach. Specifically the obtained
AR models from the segmentation step could be used to perform interaction
detection. Furthermore, the choice of shuffling method and test statistic greatly
affected the computed evaluation metric, where each configuration had its own
set of advantages and disadvantages. Accuracy and sensitivity were moderately
good while specificity was good, regardless of the test method used. Of particular
interest was the trade-off between the ability to detect small-valued interactions
and the run time, as seen from using SDM as test statistic. To be specific, methods
that used frequency-domain statistic seemed to be capable of detecting interactions
with small coefficient values. However, their run times were way longer than their
time-domain counterpart. Given all these, RP-CM was deemed the best option
to use for interaction detection at the EB level. It offered the best compromise
between accuracy and complexity among the eight test methods considered.

Another problem that arose in the significance testing step at the EB level
was the high number of significant entries discovered, as seen from the results of
the motion dataset. Interpreting the results obtained at the EB level proved to
be challenging, as there were cases where almost all of the entries were deemed
significant. Having all entries significant would then make detecting significant
interaction moot and useless. Fortunately, this was remedied when interaction
detection was done at the UB level. Using the time-weighted combinations actually
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allowed for easier interpretation, since the temporal aspect of the interaction was
now considered. Despite allowing for easier interpretation, the question of what
should be the threshold value arose at this step. The threshold value would greatly
affect how many variable pairs would become significant, and thus has to be
carefully considered.

Moreover, it was observed that in some runs, formed UBs only had one com-
ponent EB. In such cases, the significance testing at the UB level had the same
result as the testing at the EB level, rending the second significance testing moot.
Interpreting the results were then still difficult, thus removing the advantage of
adding a second significance testing layer.
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7. Conclusions

7.1 Summary

In this thesis, we put forward the problem of using a segmentation approach
to switching interaction detection. Specifically, this thesis was divided into two
major parts: (1) proposing a segmentation method for interaction data, and (2)
developing an interaction detection method for switching interaction data using
the segmentation method from (1).

To segment time series sequences from hierarchically-structured dynamical
systems, we proposed a method integrating the segmentation by BP-AR-HMM and
the double articulation by NPYLM. That is, we proposed an iterative two-layered
unsupervised segmentation method where the first layer used BP-AR-HMM to
discover low-level segments, and the second layer used NPYLM to form high-level
segments. Results indicated that the proposed segmentation method can discover
both low-level and high-level segments with good accuracy. Furthermore, the
proposed method had high-level segments invariant to the discovered low-level
segments.

To detect switching interaction, we proposed to use the obtained AR models
from the first step. That is, we used the method of surrogate data to identify
which entries in either the AR coefficient matrix or the spectral density matrix
were significant. Surrogates were generated using different shuffling techniques,
with shuffling carried out in either the time-domain or frequency-domain. Results
indicated that each test method configuration had its own set of advantages and
disadvantages. RP-CM (random permutation shuffling, with the coefficient matrix
as test statistic) emerged as the best compromise. Results from this test method
yielded moderate accuracy and good specificity. Significance at the UB level was
then identified using time-weighted linear combinations. This particularly helped in
reducing the number of significant entries discovered, as there were quite a handful
discovered at the EB level.

7.2 Conclusion

Given all these, we then conclude that we can detect switching interaction using the
proposed segmentation approach. Specifically, the proposed segmentation method
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can segment multiple time series sequences into low-level (EB) and high-level (UB)
segments, and can be used to identify variable pairs with significant switching
interaction. This is because the proposed method not only extracted EBs and UBs,
but also estimated the dynamics using AR coefficients. Since using AR(1) is a
feasible and viable option, the resulting coefficient matrices are simple and can be
used for interaction analysis in the second step. Using method of surrogate data
allows us to identify which variable pairs have significant interactions. Moreover,
switching interactions can be detected when the aforementioned method is coupled
with the obtained AR models from the discovered segments in the first step.

Thus, the proposed segmentation approach (and consequently, the proposed
segmentation method) can extract interactions from time-switching variables. This
was made possible thanks to the dynamics discovered, expressed as switching
AR models. Furthermore, the proposed method has potential applications to
many fields, such as causality analysis, computational neuroscience, and cognitive
interaction design studies [53].

7.3 Recommendations

Despite having promising results in this thesis, several recommendations are in
order to further improve this work. First of all, concerns raised in Section 1.3.1
could be addressed. For one, the proposed segmentation method should be applied
to actual sequences from motion capture data involving two interacting humans to
further verify its applicability to real motion data. While we did apply the proposed
method to actual motion data, the switches in the sequences used were synthetic
in nature. As such, it would be interesting to see if the proposed method would
work for sequences with natural switching behaviors. Moreover, the significance
testing step could be improve further to take into account spurious connections.
These connections are caused by indirect dependencies between variable pairs,
such as when the two variables have a common driver or “cause” [44]. Runge, et
al. suggested using transfer entropy (specifically conditional mutual information
(CMI)) and causal discovery algorithms, instead of Granger causality, as the basis
for interaction detection [44].

There are also recommendations on the model side of the proposed approach.
These include working on a (theoretically) unified model for the segmentation step,
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similar to non-parametric Bayesian DAA [50], extending the significance testing
step for higher AR lag order, so as to relax the AR(1) assumption, and modifying
the second step to improve the interpretability of the results. Improvements to
surrogate generation should also be considered. While doing random permutation
was deemed the best way to generate surrogates in [23], Runge argued that it had
the tendency to inflate false positives, especially for multivariate setting. One
downside of using random permutation is that it also destroys any connections
between variables that are not being tested. As such, he recommends to use a local
permutation scheme, where connections not being tested are preserved, similar to
how [12] used CFTd surrogates.
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