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Machine Speech Chain∗

Andros Tjandra

Abstract

Despite the close relationship between speech perception and production, re-

search in automatic speech recognition (ASR) and text-to-speech synthesis (TTS)

has progressed more or less independently without exerting much mutual influ-

ence. In human communication, on the other hand, a closed-loop speech chain

mechanism with auditory feedback from the speaker’s mouth to her ear is crucial.

We take a step further and develop a closed-loop machine speech chain model

based on deep learning. The sequence-to-sequence model in closed-loop archi-

tecture allows us to train our model on the concatenation of both labeled and

unlabeled data. While ASR transcribes the unlabeled speech features, TTS at-

tempts to reconstruct the original speech waveform based on the text from ASR.

In the opposite direction, ASR also attempts to reconstruct the original text tran-

scription given the synthesized speech. To the best of our knowledge, this is the

first deep learning framework that integrates human speech perception and pro-

duction behaviors. Our experimental results show that the proposed approach

significantly improved performance over that from separate systems that were

only trained with labeled data.

In this thesis, first I present a study about end-to-end speech modeling in gen-

eral and followed by their application for ASR and TTS. Later, the basic of ma-

chine speech chain is described in detail in Chapter 3. Next, we integrate speech

chain with speaker embedding model in Chapter 4 to achieve multi-speaker speech

chain and improve the ASR and TTS performance on multi-speaker dataset set-

tings. In Chapter 5, we identify the issue where the output of ASR is discrete

variables, therefore we proposed a way to fully backpropagate the loss from TTS

∗Doctoral Dissertation, Graduate School of Information Science, Nara Institute of Science

and Technology, February 20, 2020.
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to the ASR model by using the straight-through estimator. In Chapter 6, we

propose an alternative ASR training with reinforcement learning to solve the

discrepancy between training and inference stage.

Keywords:

speech chain, deep learning, machine learning, semi-supervised, speech recogni-

tion, speech synthesis
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Chapter 1

Introduction

1.1. Speech Chain on Human Speech Communi-

cation

Speech chain, a concept introduced by Denes et al. [1], describes the basic mech-

anism involved in speech communication when a spoken message travels from the

speaker’s mind to the listener’s mind (Fig. 1.1). It consists of a speech produc-

tion mechanism in which the speaker produces words and generates speech sound

waves, transmits the speech waveform through a medium (i.e., air), and creates

a speech perception process in a listener’s auditory system to perceive what was

said. Over the past few decades, researchers have struggled to understand the

principles underlying natural speech communication. Many attempts have also

been made to replicate human speech perception and production with machines

to support natural modality in human-machine interactions. In the following

subsection, we will describe several technologies that allow human-machine inter-

actions over speech information.
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Figure 1.1. Speech chain [1] and the connection with spoken language technolo-

gies.
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1.2. Technology for Speech Production and Per-

ception

1.2.1 Speech Recognition

Automatic speech recognition (ASR) is an advanced spoken language technologies

that enabled machines to process and transcript the speech into human readable

format. This process mimics the human auditory system where they listen with

their ears and process the sound waves into a concept inside their brain. Various

ASR approaches have relied on acoustic-phonetics knowledge [4] in earlier works

to template-based schemes with dynamic time warping (DTW) [5, 6]. Later on,

the data-driven approaches with rigorous statistical modeling of a hidden Markov

model-Gaussian mixture model (HMM-GMM) [7, 8] reached better performance

and scaled better with the amount of data and vocabulary size. Since the deep

learning [9] become a popular choice for many machine learning tasks, the role

of GMM for acoustic modeling was slowly replaced with various deep neural

network architecture such as deep stacked recurrent neural networks (RNNs)

[10, 11], convolutional layers [12], etc.

1.2.2 Speech Synthesis

Text-to-speech (TTS) or speech synthesis is an advanced speech generation tech-

nologies that enabled machines to produce natural sound waves based on the text

input. This process mimics the human vocal system where our brain produces

some context and our vocal chord start moving and produces sound waves. In a

similar direction as ASR, TTS technology has gradually shifted from the foun-

dation of a rule-based system using waveform coding and an analysis-synthesis

method [13, 14, 15] to waveform unit concatenation [16, 17] and a more flexible

approach using the statistical modeling of a hidden semi-Markov model-GMM

(HSMM-GMM) [18, 19]. Recently, after the resurgence of deep learning, interest

has also surfaced in the possibility of utilizing a neural approach for ASR and

TTS systems. Many state-of-the-art performances in ASR [10, 20, 21] and TTS

[22, 23, 24] tasks have been successfully constructed based on neural network

frameworks. Later on, end-to-end speech synthesis model [25, 26, 27] generates
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high quality and natural speech.

1.2.3 Limitation

Despite the close relationship between speech perception and production, ASR

and TTS research has progressed more or less independently without exerting

much influence on each other. Training an accurate speech recognition system

usually requires large amount of paired speech and text dataset. In the process,

gathering a large amount of paired speech and text is costly and requires a lot

of effort and time consuming. It might be a difficult to have a large paired

data especially for low-resource languages. However, unlabeled data is cheap

and easy to obtain with minimal effort. Unfortunely, the current ASR or TTS

system are still cannot use the unlabeled data to improve their performance. In

human communication, on the other hand, a closed-loop speech chain mechanism

has a critical auditory feedback mechanism from the speaker’s mouth to her ear

(Fig. 1.1).

Unfortunately, investigating the inherent links between these two processes is

very challenging. Difficulties arise because methodologies and analyses are nec-

essarily quite different when they are extracting the underlying messages from

speech waveforms, as in speech perception, or generating an optimum dynamic

speaking style from the intended message, as in speech production. Until re-

cently, it was impossible in a joint approach to reunite the problems shared by

both modes. However, due to deep learning’s representational power, many com-

plicated hand-engineered models have been simplified by letting deep neural nets

(DNNs) learn their way from input to output spaces [28]. With this newly emerg-

ing approach to sequence-to-sequence mapping tasks, a model with a common ar-

chitecture can directly learn the mapping between variable-length representations

of different modalities: text-to-text sequences [29, 2], speech-to-text sequences

[30, 31], text-to-speech sequences [25], and image-to-text sequences [32], etc.

1.3. Thesis Contribution

The main goals of this thesis is to proposed a mechanism for the computer-based

speech processing system to handle data limitation inspired by human speech

4



chain mechanism. Specifically, we develop a closed-loop machine speech chain

model based on deep learning and construct a sequence-to-sequence model for

both ASR and TTS tasks, as well as a loop connection between these two pro-

cesses. The sequence-to-sequence model in closed-loop architecture allows us to

train our model on the concatenation of both labeled and unlabeled data. While

ASR transcribes the unlabeled speech features, TTS attempts to reconstruct the

original speech waveform based on text from ASR. In the opposite direction, ASR

also reconstructs the original text transcription given the synthesized speech. To

the best of our knowledge, this is the first deep learning model that integrates

human speech perception and production behaviors.

As we describe in the outline before, we have made several novel ideas during

our studies:

1. Basic machine speech chain that integrates ASR and TTS and performs on

single-speaker task.

2. Multi-speaker speech chain with a speaker-embedding network for handling

speech with different voice characteristics.

3. Machine speech chain with a straight-through estimator to allow end-to-end

feedback loss through discrete units or subwords.

We shows that our proposed methods jointly train both ASR and TTS pa-

rameters together. Speech chain also greatly improved the performance of ASR

and TTS in the semi-supervised and supervised settings. In the latter part of

this thesis, I also proposed an alternative training mechanism to minimize the

discrepancy during training and inference stage for ASR. By using reinforcement

learning, we got a significant improvement compared to the model trained with

teacher forcing mechanism.

5



Chapter 2

End-to-End Speech Modeling

In this chapter, we cover some basic knowledges of sequence-to-sequence model.

After that, we explain about sequence-to-sequence ASR and TTS. These infor-

mation will be used extensively over many following chapters and served as the

main framework for our researches.

2.1. Sequence-to-Sequence

Figure 2.1. Sequence-to-sequence architecture [2].

Sequence-to-sequence model is a neural network that directly models condi-

tional probability between two dynamic length sequence pθ(y|x) = pθ(y1, .., yT |x1, .., xS)

where x = [x1, ..., xS] is the source sequence with length S and y = [y1, ..., yT ] is

the target sequence with length T and parameterized by θ. Sequence-to-sequence

model [2, 33] consists of two components: encoder and decoder. The encoder

6



tasks is to represent a variable length source sequence x into fixed lengths vector

representation v. The decoder tasks is to generate the output target sequence yt

step-by-step, conditioned to the previous output y1, ..., y<t and fixed encoder rep-

resentation v. Both encoder and decoder are consisted of LSTM [11] layers. To

calculate the conditional probability of generating target sequence, we formulate

these operations as:

pθ(y1, .., yT |x1, .., xS) =
T∏
t=1

pθ(yt|y<t, v). (2.1)

However, encoder-decoder model has difficulty when the source or target se-

quence are too long. The reason is the decoder depends only to a fixed vector v

from the encoder side, creating an information bottleneck and limit the capabil-

ities to find relevant information in the specific time-step. Therefore, attention

mechanism was introduced by [29] to overcome the issue. Attention mechanism

creates a “bridge” between encoder hidden states with the decoder hidden states.

It allows the decoder to focus only the relevant information from the encoder

states and ignore the other information. Attention modules produce context in-

formation ct at time t based on the encoder hidden states hse and decoder hidden

states hdt :

he = [he1, .., h
e
S] = Enc(x) (2.2)

hdt = DecState(yt−1, h
d
t−1,h

e) (2.3)

at(s) = Align(hes, h
d
t )

=
exp(Score(hes, h

d
t ))∑S

s=1 exp(Score(hes, h
d
t ))
. (2.4)

ct =
S∑
s=1

at(s) ∗ hes (2.5)

There are several variations for score functions [34]:

Score(hes, h
d
t ) =


〈hes, hdt 〉, dot product

heᵀs Wsh
d
t , bilinear

V ᵀ
s tanh(Ws[h

e
s, h

d
t ]), MLP

(2.6)

7



where Score : (RM×RN)→ R, M is the number of hidden units for the last layer

of encoder and N is the number of hidden units for the decoder. We illustrates a

sequence-to-sequence with attention mechanism in Figure 2.2.

Figure 2.2. Sequence-to-sequence architecture with attention mechanism.

After we get the context information ct, we concatenated ct with hdt and predict

the target output yt:

yt = Wo [hdt , ct] (2.7)

where Wo is a matrix for linear projection in this example. The encoder and

decoder layers are not limited to LSTM, it could be replaced with GRU [35] or

convolution layer [36].
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Figure 2.3. Teacher forcing training strategy: loss function L(·, ·) denotes the

loss between predicted p(yt) and ground-truth label yt.

2.2. Training and Decoding Sequence-to-Sequence

Model

In the sequence-to-sequence model, the decoder usually generate the output step-

by-step, not whole sequences at the same time. This type of decoder are usually

described as autoregressive decoder. Here, we formulate the autoregressive de-

coder that output probability over class as the prediction:

p(yt), h
d
t = Dec(yt−1, h

d
t−1,x), (2.8)

which calculate the output probability pyt by conditioning on previous output

yt−1, previous hidden state hdt−1 and input source sequence x. Function Dec is

a simplified decoder operation from Eqs. 2.3-2.5 which output decoder hidden

states hdt and predicted output p(yt).

Training autoregressive decoders are mostly done with teacher-forcing strat-

egy. Basically, teacher-forcing conditioned the input with ground-truth during

the training stage. In the Figure 2.3, we show the example of teacher forcing.

For each time step, we calculate a loss (the loss function itself depends on the na-

ture of the task and their output representation) and accumulate the loss across

multiple time-step. However, teacher-forcing training sometimes fail to account

9



Figure 2.4. Greedy decoding during inference stage.

the ground-truth are not available during inference. Thus, any errors during the

early time-step might accumulate in the later time-step and decrease the model

robustness against longer utterances. I will revisit this issue and propose a solu-

tion in Chapter 6

During the inference stage, we do not have any ground-truth for the decoder

input. Therefore, we replace previous output y<t with predicted ỹ<t. There are

two most common strategies for decoding during the inference stage: greedy and

beam-search decoding.

Greedy decoding is the simplest decoding strategy and runs with linear com-

plexity O(T ) where T is the length of the target sequence. Based on the previous

hypothesis, we only need to pick the index with the largest probability as the pre-

dicted hypothesis at the current time-step. We show the process in Figure 2.4.

However, most of the time greedy decoding does not generate optimal hy-

potheses because we only consider one hypothesis in the current time-step instead

of expanding all search space. On the other hand, expanding the search space

S with size V = ‖S‖ exhaustively also not a good option since the space and

time complexity growth exponentially for each time-step with O(V T ) complexity.

Therefore, beam-search decoding constraints the search space by only keeping a

limited number of good hypotheses and prune out hypotheses with low scores. In

the implementation, we could use the priority queue to sort the hypotheses and
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Figure 2.5. Beam-search decoding during inference stage with size k = 2.

take only top-k hypothesis to be expended in the future steps and discard the

rest to avoid memory issues. In the end, beam-search time and space complexity

reduced into O(k T ). In Figure 2.5, we simulate a beam search with search space

size 3 and beam size k = 2.

2.3. Sequence-to-Sequence ASR

Based on the sequence-to-sequence model on Section 2.1, sequence-to-sequence

ASR follows a similar architecture as Figure 2.2. We model the conditional proba-

bility pθ(y|x) where the input source x for speech recognition tasks is a sequence

of feature vectors like the MFCC or Mel-spectrogram. Therefore, x ∈ RS×D,

where D is the number of feature dimensions and S is the total frame length

for an utterance. Output y, which is a speech transcription sequence, can be

either a phoneme or grapheme (character) sequence. Figure 2.6 shows the overall
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structure of the attention-based encoder-decoder model that consists of encoder,

decoder, and attention modules.

The loss function for ASR can be formulated as:

`ASR = LASR(y,py) = − 1

T

T∑
t=1

C∑
c=1

1(yt = c) ∗ log pyt [c], (2.9)

where C is the number of output classes.

Figure 2.6. Sequence-to-sequence ASR architecture: the encoder consists of a

fully connected layer + stack bidirectional LSTM and the decoder consists of a

unidirectional LSTM with attention mechanism.
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2.4. Sequence-to-Sequence Model for TTS

Parametric speech synthesis resembles a sequence-to-sequence task where we gen-

erate speech given a sentence. Using a sequence-to-sequence model, we model the

conditional probability between pθ(x|y), where y = [y1, ..., yT ] is the sequence of

characters with length T and x = [x1, ..., xS] is the sequence of (framed) speech

features with length S. From the sequence-to-sequence ASR model perspective,

we now have an inverse model for reconstructing the original speech given the

text.

In this work, our core architecture is based on Tacotron [25] with several struc-

tural modifications. Figure 2.7 illustrates our modified Tacotron. In the encoder

sides, we project our input characters with an embedding layer. The character

vectors are fed into several fully connected layers followed by a non-linear activa-

tion function. We pass the result into the CBHG block (1-D Convolution Bank

+ Highway + bidirectional GRU) with eight filter banks (filter size ranging from

1 to 8). The CBHG output is expected to produce representative information

he = [he1, ..., h
e
T ] for the decoder.

Our modified decoder has one input layer and three output layers (instead

of two as in the original Tacotron). The first output layer generates a sequence

of log Mel-scale spectrogram frames xM = [xM1 , ..., x
M
S ]. At the s-th step, the

input layer is fed by a previous step-log Mel-scale spectrogram xMs−1, and then

several fully connected layers and a non-linear activation function are processed.

Next, we use a stacked LSTM with a multilayer perceptron (MLP) attention with

alignment and context history [37] to extract the expected context cs information

based on the current decoder input and encoder states he. We project the context

with a fully connected layer to predict the Mel-scale spectrogram.

The second output layer reconstructs log-magnitude spectrogram xR = [xR1 , ..., x
R
S ]

given the first layer generated output xM . After we get complete the sequences

of the log Mel-scale spectrogram, we feed them into a CBHG block followed by a

fully connected layer to predict the log magnitude spectrogram.

The third output layer generates binary prediction bs ∈ [0, 1] (1 if the s-th

frame is the end of speech, otherwise 0) based on the current log-Mel spectrogram

generated by the first output layer and expected context cs from the decoder with

the attention layer. We add the binary prediction layer because the output from
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the first and second decoder layers is a real value vector, and we cannot use an

end-of-sentence (eos) token to determine when to stop the generation process.

Based on our initial experiment, we found that our modification helped Tacotron

determine the end of speech more robustly than forcing the decoder to generate

frames with a 0 value at the end of the speech. We also enable our model to

learn from multiple speakers by concatenating the projected speaker embedding

into the input before the LSTM layer, first output regression layer, and second

output regression layer.

For training the TTS model, we used the following loss function:

`TTS = LTTS(x, x̂) =
1

S

S∑
s=1

‖xMs − x̂Ms ‖22 + ‖xRs − x̂Rs ‖22

− (bs log(b̂s) + (1− bs) log(1− b̂s))

, (2.10)

where x̂ = (x̂M , x̂R, b̂) are the predicted Mel-scale spectrogram, the magnitude

spectrogram, and the end-of-frame probability, and x = (xM,xR, b) is the ground

truth. In the decoding process, we use the Griffin-Lim [38] algorithm to itera-

tively estimate the phase spectrogram and reconstruct the signal with the inverse

short-time Fourier transform (STFT) from the predicted magnitude and phase

spectrogram.
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Figure 2.7. Sequence-to-sequence TTS (Tacotron) architecture with frame end-

ing binary prediction. (FC = Fully Connected, CBHG = Convolution Bank +

Highway + bi-GRU)

.
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Chapter 3

Basic Machine Speech Chain

3.1. Overview

We start by explaining an overall basic machine speech chain mechanism. For a

better understanding, we illustrated the speech chain loop in Fig. 3.1(a). Speech

chain consists of a sequence-to-sequence ASR (see section 2.3), a sequence-to-

sequence TTS (see section 2.4), and a loop connection from ASR to TTS and

from TTS to ASR. The key idea is to jointly train both the ASR and TTS models.

As mentioned above, the sequence-to-sequence model in closed-loop architecture

allows us to train our model on the concatenation of both the labeled (paired)

and unlabeled (unpaired) data.

Figure 3.1. (a) Overview of machine speech chain architecture. Examples of

unrolled process: (b) from ASR to TTS and (c) from TTS to ASR.

To further clarify the learning process during supervised and unsupervised
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training, we unrolled the architecture as follows:

1. Paired speech-text training for ASR and TTS

Given the labeled data (speech-text paired data), both models can be

trained independently by minimizing the loss between their predicted target

sequence and the ground truth sequence via teacher forcing.

2. Unpaired speech data only (ASR → TTS)

Given the unlabeled speech features, ASR transcribes the unlabeled input

speech, while TTS reconstructs the original speech waveform based on the

output text from ASR. Figure 3.1(b) illustrates the mechanism. We may

also treat it as an autoencoder model, where the speech-to-text ASR serves

as an encoder and the text-to-speech TTS as a decoder.

3. Unpaired text data only (TTS → ASR)

Given only the text input, TTS generates speech waveform, while ASR also

reconstructs the original text transcription given the synthesized speech.

Figure 3.1(c) illustrates the mechanism. Here, we may also treat it as

another autoencoder model, where the text-to-speech TTS serves as an

encoder and the speech-to-text ASR as a decoder.

With such autoencoder models, ASR and TTS can teach each other by adding

a reconstruction term of the observed unlabeled data to the training objective.

Details of the algorithm can be found in Alg. 1.

3.2. Experiment on Single-Speaker Task

To verify our proposed method, we experimented on a corpus with a single speaker

because, until recently, most TTS systems by deep learning are trained on a single

speaker dataset.

We utilized a natural speech single-speaker dataset named LJSpeech [39] that

contains about 13,100 utterances. Because there is no official dev and test split

from this dataset, we shuffled it and randomly took 94% (total 12,314 utts) for

training, 3% (total 393 utts) for dev, and 3% (total 393 utts) for the test set.

Later, we split the train-set again to smaller ratio to compare the result between
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Algorithm 1 Speech Chain Algorithm (part 1)

1: Input:Paired speech and text dataset DP , text-only dataset YU , speech-only

dataset X U , supervised loss coefficient α, unsupervised loss coefficient β

2: REPEAT ...

3: A. Supervised training with speech-text data pairs

4: Sample paired speech and text (xP ,yP ) = ([xP1 , .., x
P
SP

], [yP1 , .., y
P
TP

]) from DP

with speech length SP and text length TP .

5: Generate a text probability vector by ASR using teacher forcing:

pyt = P (yt|yP<t,xP ; θASR),∀t ∈ [1..TP ]

6: Generate best predicted speech by TTS using teacher forcing:

x̂Ps = argmax
z

P (z|xP<s,yP ; θTTS);∀s ∈ [1..SP ]

7: Calculate the loss for ASR and TTS . Eq. 2.9 & 2.10

`PASR = LASR(yP ,py; θASR) (3.1)

`PTTS = LTTS(xP , x̂P ; θTTS) (3.2)

8: B. Unsupervised training with unpaired speech and text

9: # Unpaired text data (TTS → ASR):

10: Sample text yU = [yU1 , .., y
U
TU

] from YU

11: Generate speech by TTS: x̂U ∼ PTTS(·|yU ; θTTS)

12: Generate text probability vector by ASR from TTS’s predicted speech using

teacher forcing: pyt = P (yt|yU<t, x̂U ; θASR); ∀t ∈ [1..TU ]

13: Calculate the loss between original text yU and reconstruction probability py

`UASR = LASR(yU ,py; θASR) (3.3)

14: # Unpaired speech data (ASR → TTS):

15: Sample speech xU = [xU1 , .., x
U
SU

] from X U

16: Generate text by ASR: ŷU ∼ PASR(·|xU ; θASR)

17: Generate speech by TTS from ASR’s predicted text using teacher forcing:

x̂Us = argmax
z

PTTS(z|xU<s, ŷU ; θTTS); ∀s ∈ [1..S]

18: Calculate the loss between original speech xU and generated speech x̂U

`UTTS = LTTS(xU , x̂U ; θTTS) (3.4)
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Algorithm 2 Speech Chain Algorithm (part 2)

19: # Loss combination:

20: Combine all weighted loss into a single loss variable

`ALL = α ∗ (`PTTS + `PASR) + β ∗ (`UTTS + `UASR) (3.5)

21: Calculate TTS and ASR parameters gradient with

the derivative of `ALL w.r.t θASR, θTTS

GASR = ∇θASR
` (3.6)

GTTS = ∇θTTS
` (3.7)

22: Update TTS and ASR parameters with gradient descent

optimization (SGD, Adam, etc)

θASR ← Optim(θASR, GASR) (3.8)

θTTS ← Optim(θTTS, GTTS) (3.9)

23: UNTIL convergence of parameter θTTS, θASR
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the paired only and paired + unpaired data. In Figure 3.2, we illustrate how

we split the training data for supervised (baseline) with small ratio of paired

data, supervised (upperbound) with full paired data and semi-supervised with

paired, unpaired text and unpaired speech. For the unpaired speech and text,

there are 70% remaining unused data. To get the unpaired text, we take it by

randomly sample 35% (without replacement) from the unused data. For the

unpaired speech, we take it from the remaining 35% data. Therefore, there is no

overlap between unpaired speech and unpaired text dataset.

Figure 3.2. Illustration for training data split between three different scenarios.

3.2.1 Feature Extraction

For the speech features, we extracted two different sets of features: Mel spec-

trogram and magnitude spectrogram. Both the Mel spectrogram and magnitude

spectrogram are extracted based on STFT with the librosa package [40]. All

speech waveform were sampled at 16 kHz. Given the raw speech waveform, we

applied pre-emphasis (coefficient 0.97) and extracted the spectrogram with STFT

(50-ms frame length, 12.5-ms frame shift, 2048-points FFT). After getting the

spectrogram, we applied absolute and log operation to extract the log magnitude

spectrogram features. To generate the Mel spectrogram features, we extracted

the 80-dims Mel-scale coefficient from the magnitude spectrogram followed by

log operation. Our final set is comprised of an 80-dimension log-Mel spectrogram

and 1025-dimension log magnitude spectrogram. The log magnitude spectrogram
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features are used by TTS and the log-Mel spectrogram features are used by both

TTS and ASR.

For the text, we converted all of the sentences into lowercase and replaced

some punctuation marks (for example, ” into ’). In the end, we have 26 letters

(a-z), six punctuation marks (,:’?.-), and three special tags (<s>, </s>, <spc>)

to denote the start, end of sentence, and spaces between words.

3.2.2 Model Details

Our ASR model is an encoder-decoder with an attention mechanism. On the en-

coder side, we used a log-Mel spectrogram as the input features (in unsupervised

process, the log-Mel spectrogram was generated by TTS), which are projected by

a fully connected layer and a LeakyReLU (l = 1e − 2) [41] activation function,

and processed by three stacked bidirectional LSTM (BiLSTM) layers with 256

hidden units for each direction (512 hidden units). We applied sequence subsam-

pling [33, 31] to reduce the memory usage and computation time on the each

LSTM layer and reduced the length of the speech features eight times shorter.

On the decoder side, the input character is projected with a 128-dims embedding

layer and fed into a one-layer LSTM with 512 hidden units. We calculated the

attention matrix with an MLP scorer (Eq. 2.6) followed by a fully connected layer

and a softmax function. In the decoding phase, the transcription was generated

by beam-search decoding (size = 5), and we normalized the log-likelihood score

by dividing it by its own length to prevent the decoder from favoring the shorter

transcriptions. We did not use any language model or lexicon dictionary in this

work.

Our TTS model hyperparameters are generally the same as the original Tacotron,

except that we used LeakyReLU instead of ReLU for most of the parts. On the

encoder sides, the CBHG used K = 8 different filter banks instead of 16 to reduce

our GPU memory consumption. For the decoder sides, we used a two-stacked

LSTM instead of a GRU with 256 hidden units. Our TTS predicted four consec-

utive frames in one time-step to reduce the number of time-steps in the decoding

process.
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Both the ASR and TTS models are implemented with the PyTorch library 1.

3.2.3 Experiment Results

For the ASR, we compare the character error rate (CER) between different sce-

narios in Table 3.1. For the TTS experiment, we did both objective and subjective

evaluations. In the objective evaluation, we compare the L2-norm squared be-

tween the predicted and ground truth log Mel-spectrogram in Table 3.2. We

experimented with a different ratio between the paired and unpaired data from

the LJSpeech dataset. In the subjective evaluation, based on the quality of the

synthesized speech using mean opinion score (MOS) test based on five-point scale

(5: very good - 1: very poor). We compare three systems: 1) baseline with paired

speech-text 30%, 2) speech chain with paired speech-text 30%, unpaired text 35%

and unpaired speech 35 (no overlap)% and 3) upperbound paired speech-text

100%. To generate the samples, we randomly picked 20 utterances from the test

set. In total, we have 27 subjects and each subject evaluates 60 utterances. We

report the subjective evaluation result in Figure 3.4.

The results show that after the ASR and TTS models are trained with a

small paired dataset, they start to teach each other using unpaired data and gen-

erate useful feedback. Here, we improved both the ASR and TTS performance

significantly compared to only using a portion of the paired dataset. We pro-

vided some samples from the single speaker speech chain TTS experiments on

https://speech-chain-single-spk-demo.netlify.com/.

3.3. Discussion

In this section, we presented a basic speech chain mechanism and demonstrated

the ability to train both ASR and TTS modules with paired and unpaired speech

and a text dataset. However, there is a limitation in the unpaired training:

1. For training unpaired text, given an unpaired text, we can only generate

speech with a specific speaking style. The speaking style is limited based

on the speaker set that we used in the supervised TTS training.

1PyTorch https://github.com/pytorch/pytorch
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Table 3.1. ASR experiment result for LJSpeech single-speaker natural speech

dataset.
Supervised (Baseline)

Model Paired
Unpaired

CER (%)
Text Speech

Enc-Dec Att 10% - - 31.7

Enc-Dec Att 20% - - 9.9

Enc-Dec Att 30% - - 6.8

Enc-Dec Att 40% - - 4.9

Enc-Dec Att 50% - - 4.1

Semi-supervised (Speech Chain)

Enc-Dec Att 10% 45% 45% 12.3

Enc-Dec Att 20% 40% 40% 5.6

Enc-Dec Att 30% 35% 35% 4.7

Enc-Dec Att 40% 30% 30% 3.8

Enc-Dec Att 50% 25% 25% 3.5

Supervised (Upperbound)

Enc-Dec Att 100% - - 3.1

2. In the unpaired speech training, the ASR transcribes a sentence. However,

our TTS can only reconstruct the speech if the speaker identity from the

unpaired speech is provided and the speaker embedding for that person has

been seen during the supervised training.
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Figure 3.3. Side-by-side CER (%) comparison between baseline, speech chain and

upperbound with different percentage of paired speech-text data.
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Table 3.2. TTS experiment result for LJSpeech single-speaker natural speech

dataset.
Supervised (Baseline)

Model Paired
Unpaired

L2-norm2

Text Speech

Enc-Dec Att 10% - - 1.05

Enc-Dec Att 20% - - 0.91

Enc-Dec Att 30% - - 0.71

Enc-Dec Att 40% - - 0.69

Enc-Dec Att 50% - - 0.66

Semi-supervised (Speech Chain)

Enc-Dec Att 10% 45% 45% 0.87

Enc-Dec Att 20% 40% 40% 0.73

Enc-Dec Att 30% 35% 35% 0.66

Enc-Dec Att 40% 30% 30% 0.65

Enc-Dec Att 50% 25% 25% 0.64

Supervised (Upperbound)

Enc-Dec Att 100% - - 0.606
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Figure 3.4. MOS with 95% confidence interval between baseline, speech chain

and upperbound scenario.
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Chapter 4

Multispeaker Machine Speech

Chain with One-shot Speaker

Adaptation

4.1. Overview

Figure 4.1 illustrates the updated speech chain mechanism. Similar to the earlier

version, it consists of a sequence-to-sequence ASR [42, 31], a sequence-to-sequence

TTS [25], and a loop connection from ASR to TTS and from TTS to ASR. The

key idea is to jointly train the ASR and TTS models. The difference is that,

in this version, we integrate a speaker recognition (SPKREC) model inside the

loop illustrated in Fig. 4.1(a). As mentioned above, we can train our model on

the concatenation of both labeled (paired) and unlabeled (unpaired) data. We

describe the learning process below.

1. Paired speech-text dataset (see Fig. 4.1(a)) Given the speech utter-

ances x and the corresponding text transcription y from dataset DP , both

the ASR and TTS models can be trained independently. Here, we can train

ASR by calculating the ASR loss `PASR directly with teacher forcing. For

TTS training, we generate a speaker-embedding vector z = SPKREC(x),

integrate z information with TTS, and calculate the TTS loss `PTTS via

teacher forcing.
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Figure 4.1. (a) Overview of proposed machine speech chain architecture with

speaker recognition; (b) Unrolled process with only speech utterances and no text

transcription (speech → [ASR,SPKREC] → [text + speaker vector] → TTS

→ speech); (c) Unrolled process with only text, but no corresponding speech

utterance ([text + speaker vector by sampling SPKREC] → TTS → speech →
ASR → text). Note: grayed box is the original speech chain mechanism.

2. Unpaired speech data only (see Fig. 4.1(b)) Given only the speech

utterances x from unpaired dataset DU , ASR generates the text transcrip-

tion ŷ (with greedy or beam-search decoding) and SPKREC provides a

speaker-embedding vector z = SPKREC(x). Given the generated text and

the original speaker vector z, TTS then reconstructs the speech waveform

x̂ = TTS(ŷ, z) via teacher forcing. We then calculate the loss `UTTS between

x and x̂.

3. Unpaired text data only (see Fig. 4.1(c)) Given only the text tran-

scription y from unpaired dataset DU , we need to sample speech from the

available dataset x̃ ∼ (DP ∪ DU) and generate a random speaker vector

z̃ = SPKREC(x̃) from SPKREC. Then, TTS generates the speech utter-

ance x̂ with greedy decoding. Given the generated speech x̂, ASR recon-

structs the text ŷ = ASR(x̂) via teacher forcing. We then calculate the

loss `UASR between y and ŷ.

We combine all losses together and update both the ASR and TTS model:
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` = α ∗ (`PASR + `PTTS) + β ∗ (`UASR + `UTTS) (4.1)

θASR ← Optim(θASR,∇θASR
`) (4.2)

θTTS ← Optim(θTTS,∇θTTS
`), (4.3)

where α, β are hyperparameters to scale the loss between the supervised (paired)

and unsupervised (unpaired) loss, and ∇θASR
`, ∇θTTS

` are the gradient of com-

bined loss ` w.r.t. ASR θASR and TTS parameters θTTS.

4.2. Speaker Recognition and Embedding

Speaker recognition is a task to determine the identity of the speaker based on a

spoken utterances. Another related tasks to speaker recognition is speaker identi-

fication, where the speaker identification model needs to predict if a pair of speech

are come from same identity or not. By generating a embedding that correspond

to the speaker identity, it can be used to predict both tasks. There are several

traditional methods for speaker recognition such as i-vectors [43] and PLDA-

based approach [44]. Since the deep learning approach become more popular,

several deep learning architectures (DeepSpeaker [45], [46]) have been proposed

to directly learn speaker representation from speech features. In Figure 4.2 we

illustrate DeepSpeaker architecture in more details.

To generate a speaker representation for speaker recognition task, we assume

our input is a speech feature x ∈ RS×din . Then, we construct a deep neural

network by stacking convolution, recurrent, pooling, etc and generate a fixed size

vector z ∈ Rdz . On the top of dz, we attach a linear projection and softmax

activation function to calculate the probability along all possible N speakers.

z = SPKEMB(x) (4.4)

py = Softmax(zWz) (4.5)

To optimize the speaker representation model, there are several loss functions

such as negative log-likehood:

`NLL = −
N∑
n=1

1(y = n) ∗ log py[n], (4.6)
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or distance-based such as triplet loss [47, 48]:

`TRI =
∑
a,p,n

ya=yp 6=yn

max(‖za − zp‖22 + ‖za − zn‖22, 0) (4.7)

where a, p, n are the anchor, positive and negative example and za, zp, zn are their

embedding respectively. In the training stage, those losses could be combined

together and improved the final model performance [45].

Figure 4.2. Deep learning based speaker embedding (DeepSpeaker) architecture.

4.3. Sequence-to-Sequence TTS

with One-shot Speaker Adaptation

A parametric TTS can be formulated as a sequence-to-sequence model where the

source sequence is a text utterance y = [y1, .., yT ] with length T and the target

sequence is a speech feature x = [x1, .., xS] with length S. Our model objective is
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to maximize P (x|y; θTTS) w.r.t. TTS parameter θTTS. We build our model upon

the basic structure of the “Tacotron” TTS [25] and “Deep Speaker” [45] models.

The original Tacotron is a single-speaker TTS system based on a sequence-to-

sequence model. Given a text utterance, Tacotron produces the Mel spectrogram

and linear spectrogram followed by the Griffin-Lim algorithm to recover the phase

and reconstruct the speech signal. However, the original model is not designed

to incorporate speaker identity or to generate speech from different speakers.

On the other hand, Deep Speaker is a deep neural speaker-embedding sys-

tem (here denoted as “SPKEMB”). Given a sequence of speech features x =

[x1, .., xS], Deep Speaker generates an L2-normalized continuous vector embed-

ding z. If x1 and x2 are spoken by the same speaker, the trained Deep Speaker

model will produce the vector z1 = SPKEMB(x1) and the vector z2 = SPKEMB(x2),

which are close to each other. Otherwise, the generated embeddings z1 and z2 will

be far from each other. By combining Tacotron with Deep Speaker, we can do

“one-shot” speaker adaptation by conditioning the Tacotron with the generated

fixed-size continuous vector z from Deep Speaker with a single speech utterance

from any speaker.

Here, we adopt both systems by modifying the original Tacotron TTS model

to integrate the Deep Speaker model. Figure 4.3 illustrates our proposed model.

From the encoder module, the character embedding maps a sequence of characters

into a continuous vector. The continuous vector is then projected by two fully

connected (FC) layers with the LReLU[41] function. We pass the results to a

CBHG module (1D Convolution Bank + Highway + bidirectional GRU) with

K=8 (1 to 8) different filter sizes. The final output he = [he1, ..h
e
T ] from the

CBHG module represents high-level information from input text y.

On the decoder side, we have an autoregressive decoder that produces the cur-

rent output Mel spectrogram x̂Ms given the previous output xMs−1, the encoder con-

text vector ct, and the speaker-embedding vector z. First, at time-step s-th, the

previous input xMs−1 is projected by two FC layers with LReLU. Then, to tell our

decoder which speaker style will be produced, we feed the corresponding speech

utterance and generate speaker-embedding vector z = SPKEMB(xM). This

speaker embedding z is generated using only one utterance of the target speakers;

thus it is called “one-shot” speaker adaptation. After that, we integrate speaker
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Figure 4.3. Proposed model: sequence-to-sequence TTS (Tacotron) + speaker

information via neural speaker embedding (Deep Speaker).
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vector z with a linear projection and sum it with the last output from the FC layer.

Then, we apply two LSTM layers to generate current decoder state hds. To retrieve

the relevant information between the current decoder state and the entire encoder

state, we calculate the attention probability as(t) = Align(het , h
d
s);∀t ∈ [1..T ] and

the expected context vector cs =
∑T

1 as(t)∗het . Then, we concatenate the decoder

state hds, context vector cs, and projected speaker-embedding z together into a

vector, followed by two fully connected layers to produce the current time-step

Mel spectrogram output xMs . Finally, all predicted outputs of Mel spectrogram

xM = [xM1 , .., x
M
S ] are projected into a CBHG module to invert the correspond-

ing Mel spectrogram into a linear spectrogram xR = [xR1 , .., x
R
S ]. Additionally,

we have an end-of-speech prediction module to predict when the speech is fin-

ished. The end-of-speech prediction module reads the predicted Mel spectrogram

x̂Ms and the context vector cs, followed by an FC layer and sigmoid function to

produce a scalar bs ∈ [0..1].

In the training stage, we optimized our proposed model by minimizing the

following loss function:

`TTS = LTTS(x, x̂, z, ẑ)

=

(
S∑
s=1

γ1
(
‖xMs − x̂Ms ‖22 + ‖xRs − x̂Rs ‖22

)
−γ2

(
bs log(b̂s) + (1− bs) log(1− b̂s)

))
+γ3

(
1− 〈ẑ, z〉
‖ẑ‖2 ‖z‖2

)
, (4.8)

where γ1, γ2, γ3 are our sub-loss hyperparameters, and xM ,xR, b, z are the ground-

truth Mel spectrogram, linear spectrogram, and end-of-speech label and speaker-

embedding vector from the real speech data, respectively. x̂M , x̂R, b̂ represent the

predicted Mel spectrogram, linear spectrogram, and end-of-speech label, respec-

tively, and speaker-embedding vector ẑ = SPKEMB(x̂M) is the predicted speaker

vector from the Tacotron output. Here, `TTS consists of three different loss for-

mulations: Eq. 4.8 line 1 applies L2-norm squared error between the ground

truth and predicted speech as a regression task, Eq. 4.8 line 2 applies binary

cross entropy for end-of-speech prediction as a classification task, and Eq. 4.8
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line 3 applies cosine distance between the ground-truth speaker-embedding z and

predicted speaker-embedding ẑ, which is the common metric for measuring the

similarity between two vectors; furthermore, by minimizing this loss, we also

minimize the global loss of speaker style [49, 50].

4.4. Experiment on Multi-speaker Task

4.4.1 Corpus Dataset

In this study, we ran our experiment on the Wall Street Journal (WSJ) CSR Cor-

pus [51]. The complete data are contained in an SI284 (SI84+SI200) dataset. We

followed the standard Kaldi [52] s5 recipe to split the training set, development

set, and test set. To reformulate the speech chain as a semi-supervised learning

method, we prepared SI84 and SI200 as paired and unpaired training sets, re-

spectively. SI84 consists of 7138 utterances (about 16 hours of speech) spoken

by 83 speakers, and SI200 consists of 30,180 utterances (about 66 hours) spoken

by 200 speakers (without any overlap with speakers of SI84). We use “dev93” to

denote the development and “eval92” for the test set.

4.4.2 Feature and Text Representation on WSJ dataset

For the feature extraction, we use a same configuration as Section 3.2.1 The text

utterances were tokenized as characters and mapped into a 33-character set: 26

alphabetic letters (a-z), 3 punctuation marks (’.-), and 4 special tags 〈noise〉,
〈spc〉,〈s〉, and 〈/s〉 as noise, space, start-of-sequence, and end-of-sequence to-

kens, respectively. Both the ASR input and TTS output shared the same text

representation.

4.4.3 Model Details

For the ASR and TTS encoder-decoder, we use a same setting as Section 3.2.2.

We set the sub-loss hyperparameter in Eq. 4.8 with γ1 = 1, γ2 = 1, γ3 = 0.25.

For the speaker recognition model, we used the Deep Speaker model and

followed the original hyperparameters in the original paper. However, our Deep
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Table 4.1. Character error rate (CER (%)) comparison between results of su-

pervised learning and those of a semi-supervised learning method, evaluated on

test eval92 set (without any lexicon & language model on the decoding step)
Model CER (%)

Supervised training:

WSJ train si84 (paired) → Baseline

Att Enc-Dec [54] 17.01

Att Enc-Dec [55] 17.68

Att Enc-Dec (ours) 17.35

Supervised training:

WSJ train si284 (paired) → Upperbound

Att Enc-Dec [54] 8.17

Att Enc-Dec [55] 7.69

Att Enc-Dec (ours) 7.12

Semi-supervised training:

WSJ train si84 (paired) + train si200 (unpaired)

Label propagation (greedy) 17.52

Label propagation (beam=5) 14.58

Proposed speech chain (Sec. 4) 9.86

Speaker is only trained on the WSJ SI84 set with 83 unique speakers. Thus, the

model is expected to generalize effectively across all remaining unseen speakers

to assist the TTS and speech chain training. We used Adam optimization with a

learning rate of 5e−4 for the ASR and TTS models and 1e−3 for the Deep Speaker

model. All of our models in this manuscript are implemented with PyTorch [53].

4.4.4 Experiment Results

Table 4.1 shows the ASR results from multiple scenarios evaluated on eval92.

In the first block, we trained our baseline model by using paired samples from

the SI84 set only, and we achieved 17.35% CER. In the second block, we trained

our model with paired data of the full WSJ SI284 data, and we achieved 7.12%

CER as our upperbound performance. In the last block, we trained our model

with a semi-supervised learning approach using SI84 as paired data and SI200 as

unpaired data. For comparison with other models trained with semi-supervised
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Table 4.2. L2-norm squared on log-Mel spectrogram to compare the supervised

learning and those of a semi-supervised learning method, evaluated on test eval92

set. Note: We did not include standard Tacotron (without SPKEMB) into the

table since it cannot output various target speakers.
Model L2-norm2

Supervised training:

WSJ train si84 (paired) → Baseline

Proposed Tacotron (Sec. 4.3) (ours) 1.036

Supervised training:

WSJ train si284 (paired) → Upperbound

Proposed Tacotron (Sec. 4.3) (ours) 0.836

Semi-supervised training:

WSJ train si84 (paired) + train si200 (unpaired)

Proposed speech chain (Sec. 4 + Sec. 4.3) 0.886

learning, we carried out label-propagation [56]. Label propagation is a simple way

to do semi-supervised learning. First, we train initial model with paired speech-

text DP . The pre-trained model is used to generate the hypothesis from the

unpaired speech X U . Later, we add the unpaired speech and their correspondent

hypothesis into training set and treat them as a paired dataset. Our result showed

that by using label-propagation with beam-size=5, we successfully reduced the

CER to 14.58%. Nevertheless, our proposed speech-chain model could achieve

a significant improvement over all baselines (paired only and label-propagation)

with 9.89% CER, close to the upperbound results.

For the TTS experiment, we did both objective and subjective evaluations.

In the objective evaluation, we calculated the difference with L2-norm squared

between ground truth and the predicted log-Mel spectrogram and presented the

result on Table 4.2. We observed similar trends with the ASR results, where the

semi-supervised training with speech chain method improved significantly over

the baseline and close to the upperbound result. In the subjective evaluation,

based on the quality of the synthesized speech using mean opinion score (MOS)

test based on five-point scale (5: very good - 1: very poor). To generate the sam-

ples, we randomly picked 20 utterances from the test set. In total, we have 26

subjects and each subject evaluates 60 utterances. We report the subjective eval-
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Figure 4.4. MOS with 95% confidence interval between baseline, speech chain

and upperbound scenario.

uation result in Figure 4.4. We provided some samples from multi-speaker speech

chain TTS experiments on https://speech-chain-multi-spk-demo.netlify.com/.

4.5. Discussion

In this section, we introduced an improved speech chain mechanism by integrat-

ing a speaker recognition model inside the loop. By using the new system, we

eliminated the downside from our basic speech chain, where we are unable to

incorporate the data from unseen speakers. We also extended the capability of

TTS to generate speech from an unseen speaker by implementing the one-shot

speaker adaptation. Thus, the TTS can generate speech with a similar voice char-

acteristic only with a one-shot speaker example. Inside the speech chain loop, the

ASR also gets new data from the combination between a text sentence and an

arbitrary voice characteristic. Our results show that after we deployed the speech-

chain loop, the ASR system achieved significant improvement compared to the
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baseline (supervised training only) and other semi-supervised technique (label

propagation). Like the trends in ASR, the TTS system also showed improvement

compared to the baseline (supervised training only).

However, there is a limitation from the single speaker speech chain (Chapter 3)

and multispeaker speech chain. We could not backpropagate the loss from the

TTS into the ASR modules because of the output from the ASR model are discrete

variables. Therefore, we tried to mitigate this issue in the following chapter.
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Chapter 5

End-to-end Feedback Loss on

Speech Chain

5.1. Overview

In the speech chain mechanism, given speech features x = [x1, .., xS] (e.g., Mel

spectrogram) and text y = [y1, .., yT ], we fed the speech to the ASR module and

the ASR decoder generated continuous vector hdt step by step. To calculate proba-

bility vector py = [py1 , .., pyT ], we applied the softmax function pyt = softmax(hdt )

to decoder output hdt . For each class probability mass in pyt , pyt [c] was defined

as:

pyt [c] =
exp(hdt [c]/τ)∑C
i=1 exp(hdt [i]/τ)

, ∀c ∈ [1..C]. (5.1)

Here, C is the total number of classes, hdt ∈ RC are the logits produced by the

last decoder layer, and τ is the temperature parameters. Setting temperature τ

using a larger value (τ > 1) produces a smoother probability mass over classes

[57].

For the generation process, we generally have two different methods:

1. Conditional generation given ground truth (teacher forcing):

If we have paired speech and text (x,y), we can generate pyt from autore-

gressive ASR decoder DecASR(yt−1,h
e), conditioned to ground-truth text
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yt−1 in the current time-step and encoded speech feature he = EncASR(x).

At the end, the length of probability vector py is fixed to T time-steps.

2. Conditional generation given previous step model prediction:

Another generation process to decode ASR transcription uses its own pre-

diction to generate probability vector pyt . There are many different genera-

tion methods, such as greedy decoding (1-best beam-search) (ỹt = argmaxcpyt [c]),

beam-search, or stochastic sampling (ỹt ∼ Cat(pyt)).

After the generation process, we obtained probability vector py and applied dis-

cretization from continuous probability vector pyt to ỹt either by taking the class

with the highest probability or sampling from a categorical random variable. Af-

ter getting a single class to represent the probability vector, we encoded it into

vector [0, 0, .., 1, .., 0] with one-hot encoding representation and gave it to the

TTS as the encoder input. The TTS reconstructs Mel spectrogram x̂ with the

teacher-forcing approach. The reconstruction loss is calculated by:

`recTTS = LrecTTS(x, x̂) =
1

S

S∑
s=1

‖xMs − x̂Ms ‖22, (5.2)

where x̂Ms is the predicted (or reconstructed) Mel spectrogram and xMs is the

ground-truth spectrogram at s-th time-step.

We directly calculated the gradient from the reconstruction loss w.r.t. the

TTS parameters (∂`recTTS/ ∂θTTS) because all the operations inside the TTS mod-

ule are continuous and differentiable. However, we could not calculate the gra-

dient from the reconstruction loss w.r.t. the ASR parameters (∂`recTTS/∂θASR)

because we have a discretization operation from pyt → onehot(ỹt). Therefore, we

applied a straight-through estimator to enable the loss from `recTTS to pass through

discrete variable ỹt.
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Figure 5.1. a) Multispeaker machine speech chain mechanism; b) Baseline ([3]):

feedback loss from TTS is only backpropagated through the TTS module, and the

ASR module is not updated because variable ŷ is non-differentiable; c) Proposal:

feedback loss from TTS is backpropagated through discrete variable ŷ, and ASR

modules are updated based on the estimated gradient from the TTS module by

a straight-through estimator.

41



5.2. End-to-End Feedback Loss

5.2.1 Straight-through Argmax

The straight-through estimator [58, 59] is a method for estimating or propagating

gradients through stochastic discrete variables. Its main idea is to backpropagate

through discrete operations (e.g., argmaxc pyt [c] or sampling ỹt ∼ Cat(pyt)) like an

identity function. We describe the forward process and the gradient calculation

with a straight-through estimator in Fig. 5.2.

Figure 5.2. Straight-through estimator on argmax function. Given in-

put x and model parameters θ, we calculate categorical probability mass P (x; θ)

and apply discrete operation argmax. In the backward pass, the gradient from

stochastic node y to P (x; θ), ∂y/∂P (x; θ) ≈ 1 is approximated by identity.
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In the implementation, we created a function with different forward and back-

ward operations. For the argmax one-hot encoding function, we formulated the

forward operation:

z̃t = argmax
c

pyt [c] (5.3)

ỹt = onehot(z̃t). (5.4)

Here, we describe ỹt as a one-hot encoding vector with the same length as

the pyt vector. When the loss is calculated and the gradients are backpropagated

from loss `recTTS, we formulate the backward operation:

∂ỹt
∂pyt

≈ 1. (5.5)

Therefore, when we backpropagate the loss from Eq. 5.2 with the straight-

through estimator approach, we calculate the TTS reconstruction loss gradient

w.r.t. θASR:

∂`recTTS
∂θASR

=
T∑
t=1

∂`recTTS
∂ỹt

· ∂ỹt
∂pyt

· ∂pyt
∂θASR

(5.6)

≈
T∑
t=1

∂`recTTS
∂ỹt

· 1 · ∂pyt
∂θASR

. (5.7)
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Figure 5.3. Given speech feature x, ASR generates a sequence of probability

py = [py1 , py2 , ..., pyT ]. If we have a ground-truth transcription, we can calculate

LASR (Eq. 2.9). The TTS module generates speech features and we calculate

reconstruction loss LrecTTS (Eq. 5.2). After that, the gradients based on LASR
are propagated through the ASR module, and the gradients based on LrecTTS are

propagated through the TTS and ASR modules by a straight-through estimator.
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5.2.2 Straight-through Gumbel-Softmax

Besides taking argmax class from probability vector pyt , we also generated a

one-hot encoding by sampling with the Gumbel-Softmax distribution [60, 61].

Gumbel-Softmax is a continuous distribution that approximates categorical sam-

ples and the gradients can be calculated with a reparameterization trick. For

Gumbel-Softmax, we replaced the softmax formula for calculating pyt (Eq. 5.1):

pyt [c] =
exp((hdt [c] + gc)/τ)∑C
i=1 exp((hdt [i] + gi)/τ)

, ∀c ∈ [1..C], (5.8)

where g1, .., gC are i.i.d. samples drawn from Gumbel (0, 1) and τ is the

temperature. We sample gc by drawing samples from the uniform distribution:

uc ∼ Uniform(0, 1) (5.9)

gc = − log(− log(uc)), ∀c ∈ [1..C]. (5.10)

To generate a one-hot encoding, we define our forward operation:

z̃t = argmaxc pyt [c] (5.11)

ỹt = onehot(z̃t). (5.12)

At the backpropagation time, we use the same straight-through estimator

(Eq. 5.5) to allow the gradients to flow through the discrete operation.

5.2.3 Combined Loss for ASR

Our final loss function for ASR is a combination from negative likelihood (Eq. 2.9)

and TTS reconstruction loss (Eq. 5.2) by sum operation:

`FASR = `ASR + `recTTS. (5.13)

To summarize our explanation in this section, we provide an illustration in

Fig. 5.3 that explains how sub-losses `ASR and `recTTS are backpropagated to the

rest of the ASR and TTS modules.
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5.3. Experiment on Multi-speaker Task in Su-

pervised Settings

5.3.1 Dataset

We evaluated the performance of our proposed method on the WSJ dataset [51].

Our settings for the training, development, and test sets are the same as the

Kaldi s5 recipe [52]. We trained our model with WSJ-SI284 data. Our validation

set was dev 93 and our test set was eval 92. For the feature extraction and text

tokenization, we use the same setting as Section 4.4.2.

5.3.2 Model Details

For the ASR model, we used a standard sequence-to-sequence model with an

attention module (Section 2.3). We use the same encoder setting as Section 3.2.2.

On the decoder sides, we projected one-hot encoding from the previous character

into a 256-dims continuous vector with an embedding matrix, followed by one

unidirectional LSTM with 512 hidden units. For the attention module, we used

the content-based attention + multiscale alignment (denoted as “Att MLP-MA”)

[37] with a 1-history size. In the evaluation stage, the transcription was generated

by beam-search decoding (size = 5), and we normalized the log-likelihood score

by dividing it by its own length to prevent the decoder from favoring shorter

transcriptions. We did not use any language model or lexicon dictionary in this

work. In the training stage, we tried ST-argmax (Section 5.2.1) and ST-Gumbel

softmax (Section 5.2.2). We also tried both teacher forcing and greedy decoding

to generate ASR probability vectors py in the training stage. For each scenario,

we treated temperature τ = [0.25, 0.5, 1, 2] as our hyperparameter and searched

for the best temperature based on the CER on the development set.

For the TTS model, we used the modified Tacotron which is explained in

Section 2.4 and we use same settings as Section 3.2.2.
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Table 5.1. ASR experiment result on WSJ dataset test eval92.

Baseline (`ASR)

Model CER (%)

Att MLP [54] 11.08

Att MLP + Location [54] 8.17

Att MLP [55] 7.12

Att MLP-MA (ours) [37] 6.43

Proposed (`ASR + `recTTS)

Model pyt generation ST CER (%)

Att MLP-MA argmax 5.75

Att MLP-MA
Teacher forcing

gumbel 5.7

Att MLP-MA argmax 5.84

Att MLP-MA
Greedy

gumbel 5.88

5.3.3 Experiment Results

For our baseline, we trained an encoder-decoder with MLP + multiscale alignment

with a 1-history size [37]. We also added several published results to our baseline.

All of the baseline models were trained by minimizing negative log-likelihood `ASR

(Eq. 2.9).

All the models in the proposed section were trained with a combination from

two losses, `ASR + `recTTS, and the ASR parameters were updated based on the

gradient from the sum of the two losses. We have four different scenarios, most

of which provide significant improvement compared to the baseline model that

is only trained on LASR loss. With teacher forcing and sampling from Gumbel-

softmax, we obtained 11% relative improvement compared to our best baseline

Att MLP-MA.

5.4. Discussion

In this chapter, we trained our ASR module by adding feedback from the TTS

reconstruction loss. However, the ASR output is not differentiable because of the

transcription generated by the discretization process. To address this problem, we
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used a straight-through estimator to enable the gradient from the TTS module to

flow through discrete variables. We tried various scenarios with different decoding

and discretization processes. From our experimental results, with teacher-forcing

and sampling from Gumbel-Softmax, we improved the ASR performances by 11%

relative CER reduction compared to our baseline.
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Chapter 6

Improving End-to-End ASR via

Reinforcement Learning

In this chapter, I will discuss about my additional research contribution on speech

recognition. We revisit the problem of discrepancy between training and inference

stage on sequence-to-sequence ASR (as we mentioned in Section 2.2).

6.1. Introduction

End-to-end sequence models are typically composed of three different compo-

nents: encoder, decoder, and attention. The encoder part extracts features from

the source sequence. The decoder part forms an autoregressive model, which

conditionally generates the target sequence step-by-step based on the previous

output, current state, and encoder features. The attention part is used to calcu-

late the relevance between the current decoder state and encoder features. For

training an autoregressive decoder model, the most popular approach is by using

teacher forcing [62]. In teacher forcing, the decoder generates output prediction

by using the ground-truth input for current time-step. However, in the inference

stage, the decoder has no access to the ground-truth transcription. The decoder

needs to rely on its own previous prediction as to the input. As the decoding

steps going further, any mistakes from the decoder might be accumulated into the

future and the predicted target sequence are diverging from the optimal solution.

Besides the difference between the generation method, the mismatch between
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the objective in the training and the metric for evaluation could also been prob-

lematic [63, 64]. In the training stage, the probability predicted by teacher forc-

ing are trained via maximum likelihood estimation (MLE). Therefore, the loss

are usually calculated based on the log-probability for each time-step. However,

a models are usually evaluated with different objective or metric such as Lev-

enshtein distance for speech recognition and BLEU [65] for machine translation.

Therefore, optimizing the model parameters with the correct metric is necessary

to obtain its best performance in the inference stage.

Here, we introduce an alternative method for optimizing the ASR model by

utilizing the concept from reinforcement learning (RL). To be more precise, we

apply one of the RL methods called a policy gradient (REINFORCE) [66] to

solve the problem arising from teacher forcing and MLE objective. We assume

the ASR autoregressive decoder as an RL agent that produces an action for each

time-step, thus we could (1) generate the target sequence transcription with the

model’s own prediction instead of teacher forcing, thus simulates the prediction in

the inference stage, and (2) construct a reward function that is highly correlated

with Levenshtein distance and maximize the expected reward with respect to the

agent. By incorporating the RL method for optimizing our model, the model

is still able to be trained end-to-end and also optimized exactly towards ASR

evaluation metric.

6.2. Related Works

Reinforcement learning is one of important types of machine learning where an

agent that interacts with its environment learns how to maximize the rewards

using feedback signals. Reinforcement learning have been successfully applied in

many applications, including building an agent that can learn how to behave in

environment and play a game without having any explicit knowledge [67, 68],

control tasks in robotics [69], and dialogue system agents [70, 71].

Not limited to those areas, reinforcement learning has also been adopted

for improving end-to-end deep learning architecture. To date, Ranzato et al.

[63] proposed to combine REINFORCE with an MLE training objective called

MIXER. In the early stage of training, the first s steps were trained with MLE
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and the remaining T -s steps with REINFORCE. They decreased s as the training

progress over time. By using REINFORCE, they trained the model using non-

differentiable task-related rewards (e.g., BLEU for machine translation). In this

manuscript, we did not need to deal with any scheduling or mix any sampling with

the teacher-forcing ground-truth. Furthermore, MIXER did not sample multiple

sequences based on the REINFORCE Monte Carlo approximation.

In machine translation tasks, Shen et al. [72] could improve the neural ma-

chine translation (NMT) model using Minimum Risk Training (MRT). A Google

NMT [64] system combined MLE and MRT objectives to achieve better results.

Zhang et al. [73] also points out the gap between training and inference, they

address this issue by sampling context words not only from the ground truth

sequence but from the model prediction during training. In ASR tasks, Shanon

et al. [74] performed WER optimization by sampling paths from the lattices that

were used during sMBR training, which seemingly resembles the REINFORCE

algorithm. But the work was only applied to a CTC-based model. From a proba-

bilistic perspective, MRT formulation resembles the expected reward formulation

used in reinforcement learning. Here, MRT formulation equally distributed the

sentence-level loss into all of the time-steps in the sample. To the best of our

knowledge, we are the first to publish the work on optimizing attention-based

encoder-decoder ASR with reinforcement learning approach [75]. Later on, sim-

ilar work is also published by Karita et al. [76]. The main difference between

our work and their work is the design of the reward function and the sampling

process.

6.3. Sequence-to-Sequence ASR

A sequence-to-sequence (seq2seq) is an end-to-end neural network model that map

a dynamic length sequence X = [x1, x2, ..., xS] with length S to another dynamic

length sequence Y = [y1, y2, ..., yT ] with length T time-step [2]. In the basic form,

seq2seq could be formulated as Pθ(Y|X) parameterized by model parameters θ.

In ASR case, we build a seq2seq model that generate a text transcription Y

(e.g., character or phoneme) given a speech features X (e.g., MFCC or Mel-

spectrogram). We show our complete structure for seq2seq ASR in Chapter 2.3.
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The decoder task is to generate a target discrete sequence Y :

P (Y |X; θ) =
T∏
t=1

P (yt|ct, hDt , yt−1; θ), (6.1)

where ct is the relevant context generated by the attention module. This equation

represent an conditional autoregressive model that produces current time-step

target probability yt given the previous time-step output yt−1, a decoder state hDt
(which consists of a compressed representation for decoder from time 1 to t− 1)

and a context vector ct.

Training seq2seq model mostly done by using maximum likelihood estimation

(MLE):

θ∗ = argmax
θ

P (Y |X; θ)

= argmax
θ

T∏
t=1

P (yt|ct, hDt , yt−1; θ). (6.2)

Based on the maximum likelihood criterion, we obtained optimal model θ∗ by

minimizing the negative log-likelihood (NLL) calculated by the teacher-forcing

generation method:

LNLL = − logP (y|x; θ),

= − log
T∏
t=1

P (yt|ct, hDt , yt−1; θ),

= −
T∑
t=1

logP (yt|ct, hDt , yt−1; θ). (6.3)

For each time-step, the teacher-forcing approach generates the label probability

based on the ground-truth label at time-t. In Fig. 6.1, we illustrate the generation

process based on the teacher-forcing method. Loss function NLL is described as

follows:

NLL(yt, p(yt)) = −
∑
c

1{yt = c} log p(yt = c), (6.4)

where p(yt) = P (yt|ct, hDt , yt−1; θ).
However, in the inference stage, since we have no access to the ground-truth

transcription, our model must rely on its own previous prediction as input for the
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current time-step. We illustrated the decoding process with a greedy approach by

taking the label index based on the highest probability mass on p(yt) in Fig. 6.2.

Figure 6.1. Training stage: generation via teacher-forcing method sets the model

input with ground-truth transcription. For each time-step, decoder generates

probability vector p(yt), and we calculate negative log-likelihood between p(yt)

and ground-truth y
(n)
t .
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Figure 6.2. Testing/inference stage: decoder doesn’t have access to ground-truth

transcription. Therefore, for each time-step t, decoder input depends on model

prediction from previous time-step t − 1. For greedy decoding (1-best search),

we took the label from highest probability ỹt−1 = argmax
yt−1

P (yt−1|hD(n)
1 ) and use

selected label ỹt−1 for current decoder input.

6.4. Reinforcement Learning

In this section, we briefly discuss reinforcement learning, which is an area of

machine learning where the agent learns by interacting inside a specific environ-

ment. In the learning stage, the agent receives a state and sequentially generates

an action through multiple time-steps and eventually the environment returns a

reward as a signal feedback for the agent. If agents get a high reward value, it

means that they are doing a good job related to their given tasks. Our final goal

is to make agents that can choose a series of optimal actions that maximize the

reward in that environment.

The RL method can be described formally by the Markov Decision Process

(MDP) [77]. Here the agent and environment interact in discrete time-steps

t = [1, 2, .., T ]. We formulate a MDP property as a tuple: (S,A,P ,R) where
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• S = {S1, S2, .., Sn} is a set of the environment’s states and ∀t ∈ [1..T ], st ∈
S;

• A = {A1, A2, .., Am} is a set of possible actions for the agent and ∀t ∈
[1..T ], at ∈ A;

• P : S × S × A → [0, 1] is a state transition probability where P(s′|s, a) is

the probability of transitioning to state s′ given state s and action a;

• R : S ×A → R is a reward function that returns a value given a state and

an action.

In Fig. 6.3, we illustrated the interaction between an agent and its environment

within MDP notation. The MDP process starts from state s1 as the initial agent’s

state. The initial state s1 is defined by the environment (e.g., s1 is the location

of robot starting point inside certain arena). Based on the initial state s1, the

agent chooses actions a1 ∈ A. Given current state s1 ∈ S and selected action

a1, new state s2 is drawn or generated based on state transition probabilities

s2 ∼ P(s2|s1, a1) where s2 ∈ S. We repeat the process and generate a sequence

of states and action from time t ∈ [1..T ]:

s1
a1−→ s2

a2−→ s3
a3−→ ...

aT−2−−−→ sT−1
aT−1−−−→ sT . (6.5)

For each trajectory s1, a1, s2, a2, .., the environment returns a series of rewards

as a signal feedback:

R(s1, a1) + γR(s2, a2) + γ2R(s3, a3) + .., (6.6)

where γ ∈ [0, 1) is the discount factor for future rewards. RL’s main target is to

optimize an agent that chooses the most optimal actions over time to maximize

the expected reward:

Eat∼π[R(s1, a1) + γR(s2, a2) + γ2R(s3, a3) + ..] (6.7)

Policy function π : S → A maps a state to an action. Given state st, the policy

function returns feasible action at = π(st). Value function V π(s) : S → R is

defined:

V π(s) = Eat∼π[R(s1, a1) + γR(s2, a2) + ..|s1 = s]. (6.8)
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Figure 6.3. Interaction between agent and their environment inside an MDP.

Given current state st, the agent choose an action at. The environment responds

to the selected action and generates a new state st+1 and a reward rt+1.

The value function calculates the expected reward given state s and action at ∼ π

taken from policy π. We got the following optimal value function

V ∗(s) = max
π

V π(s) ∀s ∈ S. (6.9)

Given optimal value function V ∗(s), optimal policy π∗ becomes

π∗ = argmax
π

V ∗(s) ∀s ∈ S. (6.10)

To extend the value function, a Q-function predicts the expected reward given

state-action pair Q : S ×A → R defined:

Qπ(s, a) = Eat∼π[R(s1, a1) + γR(s2, a2) + ..|s1 = s, a1 = a]. (6.11)

The optimal Q-function Q∗(s, a) is the maximum action value-function over poli-

cies

Q∗(s, a) = max
π

Qπ(s, a) ∀s ∈ S,∀a ∈ A. (6.12)

We retrieved best policy π∗(s) given state s:

π∗(s) = argmax
a

Q∗(s, a) ∀s ∈ S. (6.13)

Reinforcement learning can be solved in several ways. First, we can directly

optimize policy function π to maximize the expected reward in Eq. 6.7. Policy
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gradient [66] is one of the algorithm that optimizes parameterized policy πθ with

respect to the expected reward. Parameterized policy πθ can also be represented

with a neural network and optimized directly by first-order optimization such as

stochastic gradient descent (SGD). Second, we can find the optimal policy based

on Eq. 6.13 based on the Q-function. Q-learning [78] learns a policy and informs

the agent of the expected reward given a certain state and action pair. If we have

discrete states and actions, Q-learning can be implemented with a simple table

where the state and action pairs are defined by columns and rows and the expected

reward value is in the cell. However, when we have high-dimensional states and

action spaces, we can replace the table with a function that approximates the

Q-function, such as simple linear regression or a deep neural network [79].

6.5. Policy Gradient Training for Sequence-to-

Sequence ASR

We present our proposed method to incorporate policy optimization with seq2seq

ASR architecture. First, we present an overview about policy gradient (REIN-

FORCE) optimization strategy. Later, we describe several reward functions that

we used to optimize our agent in the reinforcement learning environment.

6.5.1 Policy Gradient

Policy gradient is a method based on policy function formulation. The policy

πθ(a|s) optimized directly by adapting the parameters θ to increase the expected

reward E[Rt|πθ] [77]. The parameters θ depends on the function that we use to

approximate the policy. Here, we use deep neural network to parameterized the

policy function and θ denotes a collections of neural network weight matrices. To

bridge the ASR with reinforcement learning optimization, we need to formulate

within an MDP tuple (S,A,P ,R), where S is the state space, A is the action

space, P is the transition probability between a state to another state, and R is

the reward function.

We define our RL agent as a seq2seq ASR model where the agent function

is to predict the transcription given a sequence of speech features. We describe
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the state st ∈ S as a temporary state st = [ct, h
D
t ] from seq2seq decoder at time

t ∈ {1..T}. Action state at ∈ A is the discrete output token from the decoder

such as character or phoneme symbols. The transition probability P are implied

by the operation from RNN cell inside the decoder. Lastly, reward function R
are designed to be highly correlated with the quality measure for an ASR system.

We provide the detail in Section 6.5.2.

We assume
(
X(n), Y (n)

)
is a pair between speech features and their groundtruth

transcription. The reward R(n) calculated between the groundtruth Y (n) and

sampled transcription Ỹ (n,·). We are looking to maximize the expected reward

EY [R(n)|πθ] with respect to seq2seq parameters θ where πθ(at|st) = P (yt|hD(n)
t , c

(n)
t ; θ) =

P (yt|y<t, X(n); θ). In order to optimize θ, we calculate the expected reward gra-

dient with respect to the parameters θ:

∇θEY
[
R(n)|πθ

]
= ∇θ

∫
P (Y |X(n); θ)R(n) dY

=

∫
∇θP (Y |X(n); θ)R(n) dY

=

∫
P (Y |X(n); θ)

∇θP (Y |X(n); θ)

P (Y |X(n); θ)
R(n) dY

=

∫
P (Y |X(n); θ)∇θ logP (Y |X(n); θ)R(n) dY

= EY
[
∇θ logP (Y |X(n); θ)R(n)

]
≈ 1

M

M∑
m=1

R(n,m)∇θ logP (Ỹ (n,m)|X(n); θ), (6.14)

whereM is the number of samples, Ỹ (n,m) ∼ P (Y |X(n); θ) is them-th sample from

model θ conditioned on input X(n), and R(n,m) is the calculated reward between

ground-truth Y (n) and sample Ỹ (n,m). From another perspective, Eq. 6.14 is a bit

identical with the gradient from Minimum Risk Training (MRT) [72].

Occasionally using only a single reward signal for a whole sequence of sample

Ỹ (m,n) is not sufficient. For example, Eq. 6.14 can be expanded as:

1

M

M∑
m=1

M∑
m=1

R(n,m)∇θ

T∑
t=1

logP (ỹ
(n,m)
t |X(n); θ) (6.15)
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which is we distribute the sequence reward R(n,m) to all time-step equally. There

might be a sub-optimal case where the reward is negative caused by several

time-step action, but we penalize all time-step with negative reward instead.

Therefore, we could substitute the reward R(n) with time-distributed reward

R
(n)
t ∈ R, ∀t ∈ {1..T}. The reward R

(n)
t might have different value between differ-

ent time-step, thus it could provide more informative feedback for each time-step.

Mathematically, we substitute Eq. 6.14 t = [1, .., T ] with:

∇θEY

[
T∑
t=1

R
(n)
t |πθ

]

= ∇θ

∫
P (Y |X(n); θ)

(
T∑
t=1

R
(n)
t

)
dY

=

∫
P (Y |X(n); θ)

∇θP (Y |X(n); θ)

P (Y |X(n); θ)

(
T∑
t=1

R
(n)
t

)
dY

=

∫
P (Y |X(n); θ)∇θ logP (Y |X(n); θ)

(
T∑
t=1

R
(n)
t

)
dY

= EY

[(
T∑
t=1

R
(n)
t

)
∇θ logP (Y |X(n); θ)

]

= EY

[(
T∑
t=1

R
(n)
t

)
T∑
t=1

∇θ logP (yt|y<t, X(n); θ)

]

≈ EY

[
T∑
t=1

R
(n)
t ∇θ logP (yt|y<t, X(n); θ)

]
(6.16)

≈ 1

M

M∑
m=1

T (m)∑
t=1

R
(n,m)
t ∇θ logP (ỹ

(n,m)
t |ỹ(n,m)

<t , X(n); θ), (6.17)

where T is the length of transcription Y , R
(n)
t is the generalized reward based

on the current state and action at time-t. In Eq. 6.17, R
(n,m)
t is the reward from

m-th sample, time-step t-th and compared with n-th utterance groundtruth, and

T (m) denotes the sample Ỹ (n,m) length. To calculate the expected reward from

Eq. 6.14 and Eq. 6.17, we need to integrate all possible transcription across ran-

dom variable Y . It is unrealistic because the search space are growing exponential

for each time-step. Therefore, we do Monte-carlo sampling M times per sequence
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Ỹ (n,m) ∼ P (Y |X(n); θ) for each utterance X(n) to get an approximated expected

reward.

To summarize our explanation, we compared the differences between teacher-

forcing and policy gradient loss calculation from Figs. 6.1 and 6.4. In the teacher-

forcing method, the model predictions are generated based on the ground-truth

transcription. However, in the policy gradient method, first we sample M se-

quences by Monte Carlo sampling and stop after getting an </s> symbol. Then

we calculate discounted reward R
(n,m)
t for each time-step based on the future

rewards. We provide pseudocode to complete our explanation in Alg. 3.

6.5.2 Reward Construction for ASR Tasks

One important component for optimizing an agent using an reinforcement learn-

ing approach is to design a good reward function that closely corresponds to the

metric that we used to evaluate our agent performance. In our case, our agent is

ASR systems that were evaluated based on the edit-distance or the Levenshtein

distance algorithm. Therefore, we composed our reward function with a modified

edit-distance algorithm and divided the reward into two different types:

Sentence-level reward

Based on Eq. 6.14, we need to calculate the reward by comparing ground-truth

transcription Y (n) and sampled transcription Ỹ (n,m). In this case, we designed

reward function R(Ỹ (n,m), Y (n)) to calculate R(n,m):

R(n,m) = R(Ỹ (n,m), Y (n)) = −ED(Ỹ (n,m), Y (n))

|Y (n)|
, (6.18)

where ED(·, ·) is an edit-distance function. In practice, we would like to min-

imize the edit-distance between the sample and the ground-truth transcription.

However, for the reinforcement learning environment, we design a reward func-

tion with the opposite output. For example, if our model produces two samples,

Ỹ (n,1) and Ỹ (n,2), the first Ỹ (n,1) is “closer” to Y (n) than the second Ỹ (n,2), then

the reward function must fulfill: R(Ỹ (n,1), Y (n)) > R(Ỹ (n,2), Y (n)). Therefore, we

multiply the edit-distance result by -1 to fulfill the requirement of the reward

function.
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Figure 6.4. Policy gradient set decoder input to be conditioned on its own

prediction sampled from previous time-step to predict current time-step output

probability. Therefore, decoder doesn’t rely on a ground-truth transcription like

teacher-forcing method. Expected rewards for model transcription are approxi-

mated by the average from multiple sample trajectories.
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Algorithm 3 Pseudocode for sampling text on sequence-to-sequence ASR

1: procedure Sample(Speech features x, sample size M, vocab size V)

2: y in = [<S>,..,<S>] ∈ RM . init with start token <S> M times

3: l sample logp = [[] for in [1..M]]

4: l sample act = [[] for in [1..M]]

5: l sample len = [-1,..,-1] . init sample length

6: tt = 0

7: model.encode(x) . encode speech into hE

8: finished = False

9: repeat

10: p y = model.decode(y in) ∈ RM×V

11: log p y = log(p y)

12: for m in [1..M] do

13: a y ∼ Categorical (p y[m]) . sample action from Categorical

distribution
14: y in[m] = a y . set next decoder input

15: if l sample len[m] == -1 then

16: l sample logp[m].add(

log p y[m, a y]))

17: l sample act[m].add(a y)

18: if a y == <\s> then

19: l sample len[m] = tt+1

20: end if

21: end if

22: end for

23: finished = all(l sample len 6= -1)

24: until finished == True . all samples meet </s>

25: return l sample logp, l sample act

26: end procedure
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Since the REINFORCE gradient estimator is usually too noisy and might

hinder our learning process, there are several tricks to reduce the variance [80, 81].

Here we normalize reward R(n,m):

µn =
1

M

M∑
m=1

R(Ỹ (n,m), Y (n))

σ2
n =

1

M

M∑
m=1

(
R(Ỹ (n,m), Y (n))− µn

)2
R(n,m) =

R(Ỹ (n,m), Y (n))− µn
σn

. (6.19)

We normalize our reward across M samples into zero mean and unit variance.

We provide the pseudocode for calculating sentence-level reward in Algorithm 4.

Token-level reward

Rather than having only a single reward attributed to the whole sequence, we

could also construct a better reward function which give a feedback for every time-

step. Here we design a reward function that could provide an intermediate reward

before the sample transcription finished. This reward functionR(Ỹ , Y (n), t) calcu-

late R
(n)
t by utilizing the edit-distance algorithm. We define reward R(Ỹ , Y (n), t):

R(Ỹ (n,m), Y (n), t) =
|Y (n)| − ED(Ỹ

(n,m)
1:t , Y (n)) if t = 1

ED(Ỹ
(n,m)
1:t−1 , Y

(n))− ED(Ỹ
(n,m)
1:t , Y (n)) if 1 < t < T

−ED(Ỹ (n,m), Y (n)) if t = T

(6.20)

where ED(·, ·) is the edit-distance function between two transcriptions, Ỹ
(n,m)
1:t is

a substring of Ỹ (n,m) from index 1 to t, |Y (n)| is the ground-truth length, and

T is the sample transcription Ỹ (n,m) length. Intuitively, we calculate whether

the current new transcription at time-t decreases the edit-distance compared to

previous transcriptions and multiply it by -1 for a positive reward if our new

edit-distance at time t is smaller than the previous t − 1 edit-distance. Also, at
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the end-of-sentence at time-T , we give a penalty based on the final edit-distance

between the sample and the ground-truth transcription. In Fig. 6.5, we illustrate

our reward scoring at each time-step from different trajectory samples.

In most cases, the current selected action affects future states and actions as

well. Therefore, we should also account for some of the future rewards in the

current time-step. Reward R
(n)
t can be written:

R
(n,m)
t =R(Ỹ (n,m), Y (n), t)

+ γR(Ỹ (n,m), Y (n), t+ 1)

+ γ2R(Ỹ (n,m), Y (n), t+ 2) + ...

+ γT−tR(Ỹ (n,m), Y (n), T ), (6.21)

where γ is the discount factor.

Additionally, since the REINFORCE estimator has high variance and could

cause instability in the training stage, we apply the following normalization for

reward R(n,m):

R
(n,m)
t =

R(Ỹ (n,m), Y (n), t)− µ(n,t)

σ(n,t)
if 1 ≤ t < T

R(Ỹ (n,m), Y (n), t)− µ(n,</s>)

σ(n,</s>)

if t = T ,

(6.22)

where µ(n,t), σ(n,t) is the reward mean and standard deviation for all samples at

the t-th timestep, µ(n,</s>), σ(n,</s>) is the reward mean and standard deviation

for all the samples at the end of the transcription (denoted with <\s>), and T

is the sample transcription Ỹ (n,m) length. We separate the mean and the stan-

dard deviations between <\s> and non-<\s> labels because the reward function

(Eq. 6.20) has different ways to calculate the reward. We provide the pseudocode

for calculating token-level reward in Algorithm 5.
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Figure 6.5. Based on Eq. 6.20, we provide an example for how to calculate the

reward for each sample trajectory.
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Algorithm 4 Pseudo-code for policy gradient with sentence-level reward R

1: procedure LossPGSentence(Speech features x, ground-truth text y gold,

sample size M, vocab size V)

2: l s logp, l s act = Sample(x, M, V)

. Algorithm 3
3: l r = []

4: for m in [1..M] do

5: # Calculate reward between ground-truth and each sample

6: l r.add(R(y gold, l s act[m])) . Eq. 6.18

7: end for

8: # Reward normalization

9: l r = (l r - mean(l r)) / std(l r) . Eq. 6.19

10: # Calculate loss and update θASR model

11: L = 0

12: for m in [1..M] do

13: for t in [1..len(l s act[m])] do

14: L += -l s logp[m, t] * l r[m]

15: end for

16: end for

17: θASR = Optim(θASR,∇θASR
L) . update ASR parameters

18: end procedure
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Algorithm 5 Pseudocode for policy gradient with token-level reward Rt

1: procedure LossPGToken(Speech features x, ground-truth text y gold,

sample size M, discount factor γ, vocab size V)

2: l s logp, l s act = Sample(x, M, V)

. Algorithm 3
3: l r = [[] for in [0..M]]

4: for m in [1..M] do

5: for t in [1..len(l s act[m])] do

6: # Calculate reward between ground-truth and each sam-

ple at time-t

7: l r[m].add(R(l s act[m],

y gold, t)) . Eq. 6.20
8: end for

9: end for

10: # Calculate discounted reward

11: for m in [1..M] do

12: R = 0

13: for t in [len(l s act[m]) .. 1] do

14: R = l r[m, t] + γ * R

15: l r[m, t] = R

16: end for

17: end for

18: # Reward normalization

19: l r = normalization(l r) . Eq. 6.22

20: # Calculate loss and update θASR model

21: for m in [1..M] do

22: for t in [1..len(l s act[m])] do

23: L += -l s logp[m, t] * l r[m, t]

24: end for

25: end for

26: θASR = Optim(θASR,∇θASR
L) . update ASR parameters

27: end procedure
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Table 6.1. WSJ subset information
Subset Utterances Duration Speakers

train si84 7138 16 h 83

train s284 38154 80 h 282

eval dev93 503 65 m 10

eval test92 333 42 m 8

6.6. Experiment

6.6.1 Speech Dataset and Feature Extraction

We evaluate our proposed method using Wall Street Journal dataset (WSJ) [82].

Following Kaldi s5 recipe [52], we use same training, validation and test sets

partition. For the training, we a smaller set (train si84) for preliminary and

faster experiment, then later we use full set (train si284). The speech features

are computed with 80-dimension log Mel-filterbank with 25 ms window width and

10 ms window step. The text transcription are tokenized into characters, which

contains alphabet, space, dashes, periods, apostrophes, noise and end-of-sentence

(</s>). We describe the details for such as number of utterances, duration and

unique speakers for each set on WSJ in Table 6.1.

6.6.2 Model Architecture

Our encoder input is a sequence of Mel-frequency spectrogram with 80 dimen-

sions. For each frame, the input is projected by a dense linear layer with 512

output units and transformed by leaky rectifier unit (LeakyReLU) [41] as the

non-linear activation function. Later, the output from dense linear layer was pro-

cessed by three bi-directional LSTMs [11] (bi-LSTM) with 512 hidden units (256

hidden units for each direction). We apply hierarchical sub-sampling [83, 42]

by a factor of 2 for all bi-LSTM output and the final encoder states has T/8

length compared to the original speech features. This trick is useful to reduce the

computation time and memory usage for seq2seq model.

Our decoder has an autoregressive form which takes the character output

from the previous time-step as the current time-step input. Every character is
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projected by a continuous vector via character embedding with 128 dimensions.

Later, one uni-directional LSTM with 512 units project the character vector.

The attention module with MLP scorer (256 units projection layer) calculates

the context vector ct, concatenated with the LSTM output and finally projected

into a categorical probability distribution with a softmax layer. To optimize our

seq2seq ASR model, we use Adam [84] with learning rate lr = 0.0005.

We have two steps of training seq2seq ASR. First, we pre-train seq2seq ASR

by minimizing NLL criterion (Eq. 6.4) via teacher forcing generation until the

loss is stable and converged. Later, we continue the training by summing the RL

objective with the NLL criterion at the same time until the character error rate

(CER) in the dev set stops decreasing.

We use beam-search (beam-size = 5) decoding to transcript the speech utter-

ance in the testing step. Each beam score is calculated by their log probability

logP (Y |X; θ) and divided by the hypothesis length to prevent the top-K beams

promoting shorter hypothesis. In this work, we did not utilize any lexicon dictio-

nary or language model. We use Pytorch k1 library to implement our model and

loss function.

1PyTorch https://github.com/pytorch/pytorch/

69

https://github.com/pytorch/pytorch/


70



6.6.3 Results and Discussion

Table 6.2. Character error rate (CER) report from WSJ train si84 set (small

set), comparing the result between baseline (without RL) and proposed method

(NLL + RL). All decoding results were produced without additional language

model or lexicon dictionary.
Models Results

WSJ-SI84 CER (%)

NLL

CTC [54] 20.34 %

Seq2Seq Content [54] 20.06 %

Seq2Seq Location [54] 17.01 %

Joint CTC+Att (MTL) [54] 14.53 %

Seq2Seq (ours) 17.68 %

NLL + RL

Seq2Seq + RL

(sentence-level R, M = 5)
16.88 %

Seq2Seq + RL

(sentence-level R, M = 10)
15.38 %

Seq2Seq + RL

(sentence-level R, M = 15)
15.21 %

Seq2Seq + RL

(token-level Rt, M = 5, γ = 0)
15.17 %

Seq2Seq + RL

(token-level Rt, M = 5, γ = 0.5)
15.34 %

Seq2Seq + RL

(token-level Rt, M = 5, γ = 0.95)
14.75 %

Seq2Seq + RL

(token-level Rt, M = 10, γ = 0)
15.08 %

Seq2Seq + RL

(token-level Rt, M = 10, γ = 0.5)
14.45 %

Seq2Seq + RL

(token-level Rt, M = 10, γ = 0.95)
14.29 %

Seq2Seq + RL

(token-level Rt, M = 15, γ = 0)
14.99 %

Seq2Seq + RL

(token-level Rt, M = 15, γ = 0.5)
14.25 %

Seq2Seq + RL

(token-level Rt, M = 15, γ = 0.95)
13.92 %
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Table 6.2 shows the ASR performance on the WSJ-SI84. Here, we compare our

proposed model (NLL + RL) with the baseline (without RL). Our baseline model

is an attention encoder-decoder that was only trained with the NLL objective. In

addition, we also compared our results with several published models, including

CTC, standard seq2seq, and the Joint CTC-Attention model trained with the

NLL objective. The main difference between our seq2seq model with others is

that our decoder calculates the attention probability and context vector based

on the current hidden state instead of the previous hidden state. Furthermore,

we also reused the previous context vector by concatenating it with the input

embedding vector.

We ran various experiments with different scenarios:

• Reward types:

1. sentence-level reward (Sec. 6.5.2)

2. token-level reward (Sec. 6.5.2)

• Sample sizes:

1. M = 5

2. M = 10

3. M = 15

• Discount factors (for token-level reward):

1. γ = 0

2. γ = 0.5

3. γ = 0.95

To show the effect of different sample sizes, we plotted the performances into

different lines with respect to the CER in Fig. 6.6. From another perspective,

we also provided Fig. 6.7 to compare the performances within different reward

formulations and discount factors.

Based on the result in Table 6.2, we observed the following:

72



Figure 6.6. CER (%) comparisons between different sample sizes M
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Figure 6.7. CER (%) comparison between different reward types and discount

factors γ.
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1. Increasing sample size M from 5 to 10 and 10 to 15 generally improved the

performance. Unfortunately, the training time also increased linearly with

sample size M .

2. Token-level reward improved the performance more than the model trained

with the sentence-level reward.

3. Discount factor γ = 0.95 provided a better result than γ = 0.5 and γ = 0.0

in most cases.

Next we extended our experiment on WSJ train si284, which is much larger

than train si84. Since our previous observation about the train si84 dataset con-

cluded that sample M = 15 gave a better result than any smaller sample size, we

fixed our sample size to M = 15.

Table 6.3. Character error rate (CER) report from WSJ train si284 set (large

set), comparing the result between baseline (without RL) and proposed method

(NLL + RL). All decoding results were produced without additional language

model or lexicon dictionary.

Models Results

WSJ-SI284 CER (%)

MLE

CTC [54] 8.97 %

Seq2Seq Content [54] 11.08 %

Seq2Seq Location [54] 8.17 %

Joint CTC+Att (MTL) [54] 7.36 %

Seq2Seq (ours) 7.69%

MLE+RL

Seq2Seq + RL

(sentence-level R)
7.26%

Seq2Seq + RL

(token-level Rt, M = 15, γ = 0)
6.64 %

Seq2Seq + RL

(token-level Rt, M = 15, γ = 0.5)
6.37 %

Seq2Seq + RL

(token-level Rt, M = 15, γ = 0.95)
6.10 %
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We provide the result from WSJ train si284 in Table 6.3. From the table,

we could observe that the combination between NLL teacher forcing and RL ob-

jective significantly improve the seq2seq ASR performance compared to a model

trained by NLL teacher forcing only. For both train si84 and train si284 dataset,

the best discount factor for token-level reward is γ = 0.95.

6.7. Conclusion

This manuscript introduced an alternative strategy for training end-to-end ASR

models by integrating an idea from reinforcement learning. Our proposed method

integrates: (1) the power of sequence-to-sequence approaches to learn mapping

between speech signals and text transcription; and (2) the strength of reinforce-

ment learning to directly optimize the model with ASR performance metrics.

Here, several different scenarios for training with RL-based objectives are explored

with various reward functions, sample sizes, and discount factors. Experimental

results reveal that by combining RL-based objectives with MLE objectives, our

model performance could significantly improve in comparison to the model that

just trained with MLE objectives. The best system achieved up to 6.10% CER in

WSJ-SI284 using token-level rewards, sample size M = 15, and discount factor

γ = 0.95.
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Chapter 7

Discussion

7.1. Related Works

The learning process by using reconstruction loss as the criterion has been pop-

ularized by autoencoder-based models. For example, denoising autoencoder [85]

learns robust representative features by learning to reconstruct from a noisy in-

put. Constrastive autoencoder [86] improves the representation upon denoising

autoencoder model by penalized the norm for the Jacobian matrix of encoder ac-

tivation with respect to the input. Variational autoencoder (VAE) [87] introduced

an stochastic autoencoder under Bayesian formulation with simple normal distri-

bution as the prior. All of these model has either implicit or explicit objective

that encourage the latent variable to be compact and contain enough informa-

tion to reconstruct the input. It draws a similarity with speech chain during a

scenario: (speech → ASR → text → TTS → speech) where the text represent

compact representation of speech utterances.

In the computer vision field, image-to-image translation between different

styles is a very hard problem since there is a limited number of pairs and it is

hard to create the annotation. However, CycleGAN [88] is proposed to tackle

the image-to-image translation with purely unsupervised data. They have two

generators, where the first generator transforms the image from domain A to

domain B, and the second generator inverse transforms the image from domain

B to domain B. During the training stage, combining cycle consistency loss from

the first generator and second generator with adversarial loss. However, there
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are some similarities between domain A and B (e.g, from horse images to zebra

images) and CycleGAN use identity loss to preserve some similarity from image

A and image B. Compared to our problem, speech and text doesn’t contain the

same amount of information and there is no intermediate loss such as identity loss

to guide the generation in the middle. In the speech chain, we use standard loss

functions such as regression loss L2-norm for TTS and classification loss negative

log-likelihood (NLL) for ASR. Compared to GAN loss which involves minimax

game between the generator and discriminator, standard reconstruction losses are

less sensitive to the change of hyperparameters or architectures.

Approaches that utilize learning from source-to-target and vice-versa, as well

as feedback links, remain scant. He et al. [89] quite recently published a work

that addressed a mechanism called dual learning in neural machine translation.

Their system has a dual task: source-to-target language translation (primal)

versus target-to-source language translation (dual). The primal and dual tasks

form a closed loop and generate informative feedback signals to train the trans-

lation models, even without the involvement of a human labeler. This approach

was originally proposed to tackle training data bottleneck problems. With a

dual-learning mechanism, the system can leverage monolingual data (in both the

source and target languages) more effectively. First, they construct one model to

translate from the source to the target language and another to translate from

the target to the source language. After both the first and second models have

been trained with a small parallel corpus, they start to teach each other using

monolingual data and generate useful feedback with language model likelihood

and reconstruction error to further improve the performance.

Another similar work in neural machine translation was introduced by Cheng

et al. [90] and Senrich et al. [91]. This approach also exploited monolingual

corpora to improve neural machine translation. Their system utilizes a semi-

supervised approach for training neural machine translation (NMT) models on the

concatenation of labeled (parallel corpora) and unlabeled (monolingual corpora)

data. The central idea is to reconstruct monolingual corpora using an autoencoder

in which the source-to-target and target-to-source translation models serve as the

encoder and decoder, respectively.

In this manuscript, we addressed similar problems in spoken language pro-
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cessing tasks. This paper presents a novel mechanism that integrates human

speech perception and production behaviors. With a concept that resembles dual

learning in NMT, we utilize the primal model (ASR) that transcribes the text

given the speech versus the dual model (TTS) that synthesizes the speech given

the text. However, the main difference between NMT is that the domain be-

tween the source and the target here are different (speech versus text). While

ASR transcribes the unlabeled speech features, TTS attempts to reconstruct the

original speech waveform based on the text from ASR. In the opposite direction,

ASR also attempts to reconstruct the original text transcription given the syn-

thesized speech. Nevertheless, our experimental results show that the proposed

approach also identified a successful learning strategy and significantly improved

performance over that of separate systems that were only trained with labeled

data.

After our preliminary work, several works have discussed our methods and

built on top of them. Karita et al. [92] form a text and speech autoencoder

and train unpaired data with reconstruction loss. Ren et al., [93] replaced the

LSTM-based encoder-decoder with Transformer modules for both ASR and TTS

and achieved good performance with small paired speech-text in single speaker

dataset. Rosenberg et al. [94] explored the effect of data augmentation by using

TTS on the larger experiment. Kurata et al. [95] improved ASR performance

by adding feature reconstruction loss during training. Ueno et al. [96] use syn-

thetic speeches from multi-speaker TTS to improve their Acoustic2Word speech

recognition system. Baskar et al. [97] proposed an alternative to backpropagate

through discrete variables by using a policy-gradient method, compared to our

proposal using a straight-through estimator. Hori et al. [98] replaced TTS with

text-to-encoder (TTE) to avoid the need for modeling the speaking style during

the reconstruction.

7.2. Conclusions

This thesis addressed various issues of current speech processing technology such

as the ASR and TTS research are independently progressed without exerting

much influence on each other, limitation of current ASR and TTS where we
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required a large amount of paired speech and text to achieved high accuracy re-

sult. Inspired by the nature of human communication where there is an auditory

feedback mechanism from the speaker’s to their ear, called a speech chain mecha-

nism. Here, we proposed a novel machine speech chain mechanism based on deep

learning to emulate the feedback loop idea to the computer system.

In the Chapter 3, we present the basic speech chain with sequence-to-sequence

model. The closed-loop architecture allows us to train our model on the concate-

nation of both labeled and unlabeled data. To test the feasibility of our idea,

we run the experiment on the single-speaker dataset. Based on the experiment

result, the unpaired data from speech and text can improve the performance of

ASR and TTS on the single speaker task.

After the success of our preliminary experiment on the single-speaker dataset.

We expand our single speaker speech chain into a multi-speaker speech chain in

Chapter 4. However, there are some obstacles where most of the TTS systems are

designed to generate voice from a single speaker. Therefore, we proposed a new

end-to-end TTS architecture with one-shot speaker adaptation by conditioning

the decoder with speaker embedding from a speaker embedding network. Our

experimental results show improvement in the ASR and TTS models for the

multi-speaker dataset.

During the development of the speech chain, we noticed that there is a dis-

continuity between the ASR and TTS module, caused by the output of ASR

are represented with discrete variables. Because we represent the text with dis-

crete variables, we could not do backpropagate TTS loss with respect to the

ASR parameters. Therefore, we introduced an extension to allow backpropaga-

tion through the discrete output from the ASR module with a straight-through

estimator in Chapter 5.

During my research period, I analyzed some problems in the training sequence-

to-sequence ASR. Most of the sequence-to-sequence models are trained by the

teacher forcing method because of its simplicity and effectiveness. However, there

is a discrepancy between the training and the inference stage. In the inference

stage, the model does not have access to the ground truth during the decod-

ing and any small error during the early stage of decoding might propagate to

the later stage. Another problem also arises from the objective function where
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the teacher forcing use negative log-likelihood instead of the directly minimizing

ASR task metric such as word/character error rate. To solve both issues, we pro-

posed another method for training ASR via reinforcement learning in Chapter 6.

We showed that by optimizing the ASR model with reinforcement learning and

deriving a reward function based on edit-distance, we could improve the ASR

performance significantly.

7.3. Future Directions

At the moment, the machine speech chain has been extended for various appli-

cations such as:

1. Code-switching ASR [99]

Creating a parallel code-switching corpus is hard and time-consuming. There-

fore, we tried to develop a code-switching ASR by using paired non-code

switching datasets and unpaired code-switching speech and text. This ap-

proach successfully improved the ASR performance on code-switching sig-

nificantly in terms of word error rate on the code-switching speech.

2. Multimodal speech-chain [100]

Extending speech chain capabilities into other modalities such as visual

modality. This approach incorporates image captioning and image re-

trieval/generation into the speech chain loop and improves the performance

of the ASR system.

3. Unsupervised subword discovery with speaker style disentanglement [101].

Inspired by a similar architecture with a multi-speaker machine speech

chain, we build a conditional autoencoder with the discrete variable to

represent the context of the speech and disentangle the speaker’s identity

as well. The proposed model are successfully achieved low ABX discrim-

ination score and high-quality voice conversion result in ZeroSpeech 2019

challenge [102].

In the future, is necessary to further validate the effectiveness of our ap-

proach to various languages and conditions (i.e., spontaneous, noisy, and emo-

tion). Speech synthesis with one-shot adaptation (e.g. emotion, speaking rate,
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etc) also worth to be explored near the future.Lastly, we also interested to explore

how to implement the speech chain mechanism to assist human communication,

for example, provide assistance for a person who has a hearing impairment.
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