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Relation Extraction:
Perspective from Weakly Supervised Methods∗

Phi Van Thuy

Abstract

Relation extraction is the task of recognizing and extracting semantic relations
over entities expressed in text. Existing supervised systems for relation extraction
require a large amount of labeled relation-specific data. However, in practice,
most relation extraction tasks do not have any supervised training data available.

In this study, we focus on two main weakly supervised approaches, namely
bootstrapping and distantly supervised relation extraction methods, which re-
duce the cost of obtaining labeled examples in supervised learning. The first part
of the study addresses the subtasks of automatic seed selection for bootstrap-
ping relation extraction, and noise reduction for distantly supervised relation
extraction. Ours is the first work that formulates them as ranking problems, and
propose methods that can be applied for both subtasks. Experiments show that
our proposed methods achieve a better performance than the baseline systems in
these subtasks.

The second part of the dissertation investigates distant supervision, a weakly
supervised algorithm that automatically generates training examples by aligning
free text with a knowledge base. We propose a novel neural model that combines

∗Doctoral Dissertation, Graduate School of Information Science, Nara Institute of Science
and Technology, September 15, 2019.

i



a bidirectional gated recurrent unit model with a form of hierarchical attention
that is better suited to relation extraction. We demonstrate that an additional
attention mechanism called piecewise attention, which builds itself upon segment
level representations, significantly enhances the performance of the distantly su-
pervised relation extraction task. In addition, we propose a contextual inference
method that can infer the most likely positive examples in bags with very lim-
ited contextual information. The experimental results show that our proposed
methods outperform state-of-the-art baselines on benchmark datasets.

Keywords:

relation extraction, weak supervision, bootstrapping, automatic seed selection,
distant supervision, noise reduction, piecewise attention, contextual inference
method
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Chapter 1

Introduction

1.1 Motivation

An important information extraction task is relation extraction, whose goal is to
recognize and extract semantic relations over entities expressed in text. Auto-
matic extraction of semantic relations is a challenging task and has been studied
by many researchers during recent years. It is also a crucial step towards applica-
tions in several fields, such as question answering, text summarization, machine
translation, information retrieval and others.

Popular approaches for relation extraction include: 1) designing some linguis-
tic rules to capture patterns in text, or 2) developing a supervised relation ex-
traction system based on syntactic and semantic features extracted from the text
given a set of positive and negatives relation examples. Both of these approaches
have their own inevitable weaknesses. In the rule-based methods, patterns need
to be manually defined for domain-specific semantic relations. These rules are
usually hard to maintain and adapt to new domains. On the contrary, exist-
ing supervised systems for relation extraction require a large amount of labeled
relation-specific data. However, in practice, most relation extraction tasks do not
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have any supervised training data available.

In this study, we focus on two main weakly supervised approaches, namely
bootstrapping and distantly supervised relation extraction methods, which signif-
icantly reduce the expensive cost for data labeling and human effort required.

Bootstrapping for relation extraction [1–3] is a class of minimally supervised
methods frequently used in machine learning: initialized by a small set of exam-
ples called seeds, to represent a particular semantic relation, the bootstrapping
system operates iteratively to acquire new instances of a target relation. Boot-
strapping only requires a limited number of seeds to start with and harvests more
instances from unlabeled data.

Another approach, called “distant supervision” [4], does not require any la-
bels on the text. The assumption of distant supervision is that if two entities
participate in a known Freebase relation, any sentence that contains those two
entities might express that relation. Although distant supervision is still limited
by the quality of training data, it can extract semantic relations between entities
in a large amount of plain text weakly supervised by external knowledge bases,
such as Freebase [5] and Wikidata [6, 7].

The high-level overview of my research is shown in Figure 1.1. The first part
of this study addresses the subtasks of automatic seed selection for bootstrap-
ping relation extraction, and noise reduction for distantly supervised relation
extraction. Ours is the first work that formulates them as ranking problems,
and propose methods that can be applied for both subtasks. Our methods are
inspired by ranking instances and patterns computed by the HITS algorithm,
and selecting cluster centroids using K-means, latent semantic analysis (LSA),
or the non-negative matrix factorization (NMF) method. Experiments show that
our proposed methods achieve a better performance than the baseline systems in
these subtasks.

The second part of the dissertation investigates distant supervision, a weakly

2
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Figure 1.1: A high-level overview of my research.

supervised algorithm that automatically generates training examples by aligning
free text with a knowledge base. We propose a novel neural model that combines
a bidirectional gated recurrent unit (BiGRU) model with a form of hierarchical
attention that is better suited to relation extraction. We demonstrate that an
additional attention mechanism called piecewise attention, which builds itself
upon segment level representations, significantly enhances the performance of the
distantly supervised relation extraction task. In addition, we propose a contextual
inference method that can infer the most likely positive examples in bags with
very limited contextual information. The experimental results show that our
proposed methods outperform state-of-the-art baselines on benchmark datasets.

1.2 Contribution

The main contributions of this dissertation are as follows:

• Methods for automatic seed selection for bootstrapping relation extraction
and noise reduction for distant supervised relation extraction.

• An annotated dataset of 5, 727 part-whole relations, which contains 8 sub-
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types for the bootstrapping relation extraction system.

• Experimental results showing that the proposed models outperform base-
lines on two datasets in the subtasks of automatic seed selection and noise
reduction.

• A novel BiGRU model combined with an additional attention mechanism
called piecewise attention for distantly supervised relation extraction.

• A contextual inference method for improving bag label prediction for dis-
tantly supervised relation extraction.

• An annotated dataset of 5, 863 sentences, which is checked by annotators for
false positive examples, to guarantee the quality of the distant supervision
testing data.

• Experimental results showing that the proposed models outperform various
state-of-the-art baselines on both original and annotated datasets for the
distantly supervised relation extraction task.

1.3 Organization of the Dissertation

This dissertation is structured as follows:

Chapter 1 presents the introduction and motivation for this research.

Chapter 2 provides an overview of the weakly supervised relation extraction
task and related works in common relation extraction tasks.

Chapter 3 presents common evaluation metrics used in most relation extrac-
tion systems.

Chapter 4 presents our proposed ranking-based automatic seed selection and
noise reduction methods for weakly supervised relation extraction.

4



Chapter 5 investigates distant supervision for relation extraction using the
piecewise attention and the bag-level contextual inference method.

Chapter 6 concludes the dissertation with discussions, a summary of the work,
its contributions, and the direction of future research and improvements.
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Chapter 2

Background on Weakly
Supervised Relation Extraction

2.1 Relation Extraction Task

In general, relation extraction is defined as the task of extracting semantic relation
between arguments. In the context of this study, we are interested in extracting
binary relations, i.e., the relations between two entities, in the English newswire
domain.

Trađitionally, relation extraction can be naturally cast as a supervised classifi-
cation problem. Given a piece of text that contains two entity mentions, the goal
of the relation extraction task is to determine whether that text contains a rela-
tion between the two entities [8]. Let the triple r(e1, e2) denote a relation, where e1

and e2 are two entities contained in text, and r is a target relation1. Examples of
binary relations include located_in(Osaka, Japan), or born_in(Barack_Obama,

1Most of existing work in relation extraction focuses on the case where two entities e1 and
e2 are pre-tagged in the unstructured text, and for a given pair of entities we need to determine
the type of relationship that exists between the pair.
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Honolulu).

Next, we introduce the background of two main weakly supervised approaches,
namely bootstrapping and distantly supervised relation extraction methods, which
significantly reduce the expensive cost for data labeling and human effort required.

2.2 Bootstrapping Relation Extraction

2.2.1 Background

Bootstrapping relation extraction [1–3] is a class of minimally supervised meth-
ods frequently used in machine learning: initialized by a small set of examples
called seeds, to represent a particular semantic relation, the bootstrapping system
operates iteratively to acquire new instances of a target relation.

Early bootstrapping methods are DIPRE [2] and Snowball [3], which rely on
a few seeds and make use of bootstrapping to obtain patterns that express rela-
tions between entities in a large web-based text corpus. DIPRE represents the
occurrences of seeds as three contexts of strings (words before the first entity,
words between the two entities, and words after the second entity), and gener-
ates extraction patterns, i.e., extractors, by clustering contexts based on string
matching. Snowball is inspired by DIPRE but it computes a TF-IDF represen-
tation of each context. Snowball’s recall is generally higher than DIPRE’s, while
the precision of both techniques is comparable. Pantel and Pennacchiotti [9]
propose a bootstrapping algorithm called Espresso to learn binary semantic rela-
tions, such as hypernym and meronym, by using the PMI-based pattern rankings.
Recently, Ittoo and Bouma [10] use a minimally-supervised approach to extract
part-whole relations from text iteratively. The novelty in their approach lies in
using Wikipedia as a knowledge base, from which they first acquire a set of reli-
able patterns that express part–whole relations. They use different seed sets for
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different subtypes of part-whole relations, and achieved an overall precision of
80%.

Bootstrapping only requires a limited number of seeds to start with and har-
vests more instances from unlabeled data. Selecting “good” seeds is one of the
most important steps to reduce semantic drift, where the relations found by the
system move further and further away from the original semantic relations de-
fined by the seed sets, due to the ambiguity of the participating entities (words
or phrases). However, seed selection is not yet well understood as pointed out
by Kozareva and Hovy [11], since previous work mainly used random seed se-
lection strategies, or manually chose the most frequent examples of the desired
relations. Few semi-automatic or automatic seed selection methods have been
proposed for a variety of tasks: word sense disambiguation [12,13], named entity
recognition [14], single-relation extraction [11].

We previously applied the bootstrapping algorithm to the part-whole relation
extraction task [15] (described in subsection 2.2.2). The subtask of automatic
seed selection for bootstrapping relation extraction is investigated in Chapter 4.

2.2.2 Our Prior Work on Part-Whole Relation Extraction

The Espresso algorithm [9] is a well-known bootstrapping system for extracting
pairs of entities in a particular relationship. It takes as input a few seed instances
and iteratively learns surface patterns to acquire more instances, and has proved
to be effective by significantly improving recall while keeping high precision. The
Espresso bootstrapping algorithm iterates between the following three phases:
Pattern Induction, Pattern Ranking/Selection, and Instance Extraction.

In the Pattern Induction phase, the Espresso algorithm takes as input a set
of instances I and produces as output a set of patterns P that connects the seed
instances in a given corpus.
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In the Pattern Ranking/Selection phase, the Espresso system creates a Pattern
Ranker, and selects top-k patterns based on the pattern reliability score for the
next phase. The reliability of a pattern p, rπ(p) is the average strength of
association across input i in the set of instances I, weighted by the reliability of
each instance i:

rπ(p) =
∑i∈I(

pmi(i, p)
maxpmi

∗ rι(i))

|I| (2.1)

where rι(i) is the reliability of instance i (defined below) and maxpmi is the max-
imum pointwise mutual information between all patterns and all instances. The
pointwise mutual information (PMI) between instance i = (x, y) and pattern p
is measured using the following formula:

pmi(i, p) = log
|x, p, y|

|x, ∗, y||∗, p, ∗| (2.2)

where |x, p, y| is the frequency of the pattern p linked with the instance (x, y),
and the asterisk (*) represents a wildcard. Then, pmi(i, p) is multiplied with
the discounting factor used in [16] to mitigate a bias towards infrequent events.

In the Instance Extraction phase, the Espresso algorithm retrieves from the
corpus the set of instances I that match any of the patterns in P, then creates an
Instance Ranker, and selects the top-m instances based on the instance reliability
score. The reliability of an instance i, rι(i), is defined as:

rι(i) =
∑p∈P(

pmi(i, p)
maxpmi

∗ rπ(p))

|P| (2.3)

In our previous work [15], we improved the Espresso system for the part-
whole relation extraction task by integrating a word embedding approach into its
iterations.

The key idea of our proposed Espresso+Word2vec model is utilizing an ad-
ditional ranker component, namely Similarity Ranker in the Instance Extraction
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Figure 2.1: Illustration of our proposed model (Espresso+Word2vec) for extract-
ing part-whole relations.

phase of the Espresso system. This ranker component uses the embedding off-
set information between instance pairs of part-whole relations. For each new
instance, our ranker calculates the average similarity score between this instance
and previous instances. The similarity score of an instance i, SIM(i), is defined
as:

SIM(i) =
∑j∈IPrevious

Cos_sim(i, j)
|IPrevious|

(2.4)

where Cos_sim(i, j) is the cosine similarity between two instances, and IPrevious

is the set of extracted instances. Our calculation is mainly based on the recently
proposed Word2vec model. We use the word2vec tool, and pre-trained vectors
published by Google2.

Figure 2.1 provides an illustration of our proposed model. In the Instance
2https://code.google.com/p/word2vec/
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Extraction phase, the Espresso bootstrapping algorithm ranks instances first by
the instance reliability, and removes unrelated pairs, e.g. (people, house). This
is intended to address the “semantic drift” phenomenon, as the proposed system
filtered out the noisy instance (people, house) instead of keeping it for the next
iteration. Then, the Similarity Ranker ranks the remaining instances and keeps
top-n instances that have the highest similarity score. In our illustration, the
instance (computer, life) is eliminated to keep a high precision over iterations.

The experiments show that our proposed Espresso+Word2vec system achieved
a precision of 84.9% for harvesting instances of the part-whole relation, and out-
performed the original Espresso system. Espresso+Word2vec is also the main
system used in Chapter 4 for evaluating our different automatic seed selection
strategies.

2.3 Distantly Supervised Relation Extraction

2.3.1 Background

Another weakly supervised approach that we focus on is distant supervision,
which exploits existing knowledge bases instead of annotated texts as the source
of supervision. The original assumption of distant supervision is that if two en-
tities participate in a known Freebase relation, any sentence that contains those
two entities might express that relation [4]. This assumption indicated that all
sentences containing a known relation (e.g., in Freebase) might be potential true
positive relation mentions. It is too strong and may cause the issue of incor-
rect labels. Consequently, it will deteriorate the performance of a model trained
on such noisy data. At-least-one models make a relaxed distant supervision as-
sumption [17]: if two entities participate in a relation, at least one sentence that
mentions these two entities might express that relation. In this case, at least one
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mention is considered as a true positive.

Ridel et al. [17], Hoffmann et al. [18], and Surdeanu et al. [19] introduced a
series of models casting distant supervision as a multiple-instance learning prob-
lem [20]. In this multi-instance setting, the training set contains many entity-pair
bags, and each bag consists of many relation mentions. Each relation mention is
an occurrence of a pair of entities with the source sentence3. The labels of the
bags are known; however, the labels of the relation mentions in these bags are
unknown.

A distant supervision system has several key differences from traditional su-
pervised relation extraction systems. First, the primary goal of a distant supervi-
sion system is to determine whether a relation between a given pair of entities is
expressed somewhere in the text, and not necessarily where it is expressed [17]. In
other words, a distant supervision system should predict labels for relations (i.e.,
entity pair labels), not relation mentions (i.e., sentence labels). By contrast, the
objective of standard supervised relation extraction systems is to classify relation
mentions (i.e., a sentence mentioned a specific entity pair). One of the most
important benefits of focusing on relations instead of relation mentions is that
it allows us to aggregate evidence for a relation from several places in the cor-
pus. Second, in standard supervised learning, the gold annotations of all training
sentences are given, whereas in distant supervision, only entity pair labels are
provided. This, however, may serve as a challenge because distant supervision
generates many noisy mentions that do not support target relations.

2.3.2 Labeling Procedure of Distant Supervision

We are given a corpus C and a knowledge base K that contains known triples
(e1, r, e2) in which r ∈ R (the set of relations we are interested in) and (e1, e2)

3Although some previous work used the term instance to indicate the sentence containing
two entities, we used the original term relation mention as used in [17].
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Relation 1st Entity 2nd entity
Born_In Barack_Obama Honolulu

… … …

Knowledge base

Corpus

1. Barack_Obama was born in Honolulu, Hawaii on August 4, 1961.

2. In August 1961, Barack_Obama was born in Honolulu, Hawaii, thousands of 
miles from the American mainland.

3. I never knew about Hawaii's admiration for President Barack_Obama, until 
Honolulu artist and co-lead director of Pow!

4. Barack_Obama grew up in Honolulu and has returned to Hawaii with his 
daughters several times.

…

Au
to

m
at

ic
 L
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el
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g

Figure 2.2: Labeling procedure of distant supervision.

is an entity pair that expresses the relation r. The labeling procedure of distant
supervision for the relation extraction task is as follows:

• We align K to C; and for a triple (e1, r, e2) in K, all sentences (relation
mention candidates) in C that simultaneously mention both entities e1 and
e2 constitute a bag and are deemed as having the relation r. This generates
a dataset that has labels on the entity-pair (bag) level with (possibly noisy)
positive examples.

• Previous works typically assumed that if the argument entity pair (e1, e2)

does not appear in K as holding a relation, all of the corresponding relation
mentions in C are automatically annotated as negative examples (i.e., with
“NA” labels).

Figure 2.2 shows a simple example of the labeling procedure of distant super-
vision in the relation extraction task. In the knowledge base, e.g., Freebase, e1

14



= Barack_Obama and e2 = Honolulu are two related entities, and r = Born_In
is the target relationship between them. According to the assumption of distant
supervision, all sentences in the corpus, e.g., Wikipedia texts, that contain both
entities e1 = Barack_Obama and e2 = Honolulu are considered to be (possibly
noisy) positive training examples.

The data generated by the labeling procedure above can then be used by
supervised learning algorithms to train relation extraction models.
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Chapter 3

Common Evaluation Metrics for
Relation Extraction

To test the effect of proposed relation extraction models, and to analyse the per-
formance of the systems in general, several different evaluation metrics are used
in the relation extraction task. This chapter gives details of common evaluation
metrics used in most relation extraction systems.

3.1 Precision, Recall and F1 Score

Since the relation extraction task can be naturally cast as a supervised classifi-
cation problem, evaluation metrics like Precision, Recall and F1 Score are used
for performance evaluation.

The Precision measures the fraction of automatically extracted relations which

17



were correct over all the predicted relations in the testing set:

Precision(P) =
Number of correctly extracted relations
Total number of extracted relations (3.1)

The Recall measures the fraction of relations that were extracted over all
actual relations that exists and should be extracted in the text:

Recall(R) =
Number of correctly extracted relations

Actual number of relations (3.2)

The F1 Score is the harmonic mean of Precision and Recall. In our study, we
give equal importance to Precision and Recall:

F1 Score = 2PR
P + R

(3.3)

3.2 Held-Out and Human Evaluation

In the absence of labeled testing data, evaluating weakly and semi-supervised
methods is a slightly different process although the underlying metrics remain
the same (Precision, Recall and F1 Score) [21].

In bootstrapping relation extraction, a small sample drawn randomly from
the output is treated as a representative of the output and manually checked by
human for actual relations. Then, the precision is calculated using the Equa-
tion 3.1. Calculating the recall is difficult given the large volume of relationships
that are extracted.

In distantly supervised relation extraction, we can evaluate labels in two ways:
(1) by holding out part of the Freebase relation data during training, and compar-
ing newly extracted relation mentions against this held-out data, and (2) having
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humans who look at each positively labeled entity pair and determine whether
the relation actual holds between the two entities [4]. The former evaluation is
an automated method. The Wikipedia texts will be aligned and annotated with
the Freebase knowledge base to create a set of testing relation mentions. The
Freebase relations will serve as a gold benchmark. This automated evaluation
will make it possible to see the relative difference in performance between the
different relation extraction systems using the Precision, Recall, and F1 Score.
We can also report the precision/recall curves in the experiments.

As distant supervision may produce incorrect labels due to its automatic
labeling procedure, the human evaluation is conducted to manually check the
newly discovered relation mentions. Then, we can report the precision of top-k
outputs with high confidence produced by relation extraction models. Note that
we can not calculate the recall because the label of each relation mention in a
particular bag is not provided. However, in combination with the automated
evaluation, this human evaluation will give a detailed insight in the behaviour of
the relation extraction systems.
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Chapter 4

Ranking-Based Automatic Seed
Selection and Noise Reduction
for Weakly Supervised Relation
Extraction

In bootstrapping relation extraction, selecting “good” seeds is one of the most im-
portant steps to reduce semantic drift, which is a typical phenomenon of the boot-
strapping process. In distantly supervised relation extraction, another weakly
supervised approach, noise reduction methods can reduce the issue of incorrect
labels in positively labeled data generated based on the distant supervision as-
sumption, which affects the performance of supervised learning.

This chapter presents the methods to figure out seeds for bootstrapping re-
lation extraction, and filter out the noise from distant supervision. The main
novelty of our work is defining the problems of automatic seed selection and
noise reduction as the ranking problem. These problems are finding the rank-
ing of data points (seeds or noisy examples), therefore suitable methods need to
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score the data points based on a particular ranking criterion. From this insight,
we propose various strategies such as K-means, Hypertext-induced topic search
(HITS), latent semantic analysis (LSA), and non-negative matrix factorization
(NMF) to solve the two problems with one method. For the experiments, we
provide an annotated dataset of subtypes of part-whole relations. We compare
our novel methods on both subtasks of seed selection and noise reduction, and
these outperform the baselines.

4.1 Related Work

In our work, we propose methods that can be applied for both automatic seed
selection and noise reduction by formulating these tasks as ranking problems ac-
cording to different ranking criteria. We provide an overview of previous work
related to seed selection approaches for bootstrapping algorithms, and noise re-
duction methods for distant supervision in this section.

4.1.1 Automatic Seed Selection for Bootstrapping Rela-
tion Extraction

Seed selection approaches for bootstrapping can be divided into manual, random,
and automatic methods. Several works used a manual seed selection methodology,
e.g., proposed by Hearst [22], Agichtein and Gravano [3] and Pantel et. al. [9].
Ittoo et. al. [10] and Phi and Matsumoto [15] also used a manual strategy,
combing with the information of the frequencies of the target relations.

Rather than using the manual approach, seeds can be chosen at random [23,
24].

As manually selecting the seeds requires tremendous effort, some research
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proposed methods to select the seed automatically. Eisner and Karakos [12] used
a “strapping” approach to evaluate many candidate seeds automatically for a
word sense disambiguation task. Kozareva and Hovy [11] proposed a method for
measuring seed quality using a regression model and applied it to the extraction
of unary semantic relations, such as“people” and “city”. Kiso et al. [13] suggested
a Hyperlink-Induced Topic Search (HITS) based approach to ranking the seeds,
based on Komachi et al.’s analysis [25] of the Espresso algorithm [26]. Movshovitz-
Attias and Cohen [14] generated a ranking based on pointwise mutual information
(PMI) to pick up the seeds from existing resources in the biomedical domain.

We follow existing definitions of bootstrapping in previous studies [27–30].
Given the seed set of a target relation, the goal of the bootstrapping method
is to find instances similar to initial seeds by harvesting instances and patterns
iteratively over large corpora, e.g., Wikipedia or ClueWeb. We are interested in
extracting semantic relationships between two entities in the English newswire
domain.

4.1.2 Noise Reduction for Distantly Supervised Relation
Extraction

The distant supervision assumption is too strong and leads to wrongly labeled
data that affects performance. Many studies focused on methods of noise reduc-
tion in distant supervision. Intxaurrondo et al. [31] filtered out noisy mentions
from the distantly supervised dataset using their frequencies, PMI, or the simi-
larity between the centroids of all relation mentions and each individual mention.
Xiang et al. [32] introduced ranking-based methods according to different strate-
gies to select effective training groups. Li et al. [33] proposed three novel heuris-
tics that use lexical and syntactic information to remove noise in the biomedical
domain.

Then, the data generated by the noise reduction process can be used by su-
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pervised learning algorithms to train relation extraction models.

4.2 Problem Formulation

Let R∗ be the set of target relations. The goal is to find instances, or pairs of en-
tities, upon which the relation holds. For each target relation r ∈ R∗, we assume
there is a set Dr of triples representing the relation r. The triples in Dr have the
form (e1, p, e2), where e1 and e2 denote entities, and p denotes the pattern that
connects the two entities. A pair of entities (e1, e2) is called an instance. This ter-
minology is similar to the one used in open information extraction systems, such
as Reverb [34]. For example, in triple (Barack Obama, was born in, Honolulu),
(Barack Obama, Honolulu) is the instance, and “was born in” is the pattern.

The two tasks we address are defined as follows:

Seed Selection for Bootstrapping Relation Extraction: In automatic
seed selection, a set R∗ of target relations and sets of instance-pattern triples
Dr = {(e1, p, e2)} representing each target relation r ∈ R∗ are given as input.
These triples are extracted from existing corpus or database, e.g., WordNet. With
these inputs, the task is to choose good seeds from the instances appearing in Dr

for each r ∈ R∗, such that they work effectively in bootstrapping relation extrac-
tion.

Noise Reduction for Distantly Supervised Relation Extraction: In noise
reduction for distantly supervised relation extraction, the input is the target rela-
tions R∗ and the sets Dr of triples1 generated automatically by distant supervision

1 To be precise, in each triple (e1, s, e2) generated by distant supervision, s is not a pattern
but a sentence that contains entities e1 and e2. However, we can easily convert each instance-
sentence triple (e1, s, e2) to an instance-pattern triple (e1, p, e2) by looking for a pattern p that
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for each relation r ∈ R∗. Because the data is generated automatically by distant
supervision, Dr may contain noise, i.e., triples (e1, p, e2) for which relation r does
not actually hold between e1 and e2. The goal of noise reduction is to filter
out these noisy triples, so that they do not deteriorate the quality of the triple
classifier trained subsequently.

Formulation as Ranking Tasks: As we can see from the task definitions
above, both seed selection and noise reduction are the task of selecting triples
from a given collection. Indeed, the two tasks essentially have a similar goal in
terms of the ranking-based perspective.

We thus formulate them as the task of ranking instances (in seed selection)
or triples (in noise reduction), given a set of (possibly noisy) triples. In the seed
selection task, we use the k highest ranked instances as the seeds for bootstrapping
relation extraction. Likewise, in noise reduction for distant supervision, we only
use the k highest ranked triples from the distant supervision-generated data to
train a classifier. Note that the value of k in noise reduction may be much larger
than in seed selection.

4.3 Approaches to Automatic Seed Selection and
Noise Reduction

In this section, we propose several methods that can be applied for both au-
tomatic seed selection and noise reduction tasks, inspired by ranking relation
instances and patterns computed by the HITS algorithm, and picking cluster
centroids using the K-means, latent semantic analysis (LSA), or non-negative
matrix factorization (NMF) method.

connects two entities in sentence s.
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4.3.1 K-means-based Approach

The first method we describe is a K-means-based approach. It is described as
follows:

1. Determine the number k of instances/triples that should be selected2.

2. Run the K-means clustering algorithm to partition all instances in the input
triples (see Section 4.2) into k clusters. Each data point is represented by
the embedding vector difference between its entities; e.g., the instance I =

(Barack_Obama, Honolulu) corresponds to: vec(I) = vec(“Barack_Obama”)−
vec(“Honolulu”), where vec(x) is the embedding vector of the word x (e.g.,
Barack_Obama). We use pre-trained vectors published by [35]. The K-
means algorithm stops when the assignments do not change from one iter-
ation to the next.

3. The instance closest to the centroid is selected in each cluster. Given that
the number of clusters is k, the same number of instances/triples will be
chosen.

4.3.2 HITS-based Approach

Hypertext-induced topic search (HITS) [36], also known as the hubs-and-authorities
algorithm, is a link analysis method for ranking web pages. In HITS, a good hub
is a page that points to many good authorities and vice versa; a good authority
is a page that is pointed to by many good hubs. These hubs and authorities form
a bipartite graph, where we can compute the hubness score of each node. Kiso et

2 Depending on the task, instances or triples will be selected: instances for the automatic
seed selection task, and triples for the noise reduction task. As instances are pairs of entities
which are included in triples, we can simply convert between the instance and the triple, and
apply a proposed method to both tasks.
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al. [13] proposed a graph-based approach for selecting seeds using the rankings
of instances calculated by the HITS algorithm, and applied to the word sense
disambiguation task.

Figure 4.1: Graph representations of instances and patterns using the HITS al-
gorithm.

In our task, let A be the instance-pattern co-occurrence matrix. We can
compute the hubness score for each instance on the bipartite graph of instances
and patterns induced by the matrix A. Inspired by the way HITS ranks hubs and
authorities, our HITS-based seed selection strategy can be explained as follows:

1. Determine the number k of triples that should be selected.

2. Build the bipartite graph of instances and patterns based on the instance-
pattern co-occurrence matrix A. Figure 4.1 presents three possible ways of
building a bipartite graph. For the first type of graph, we consider each in-
stance/pattern as a node in the graph. This representation is similar to that
used by [13]. In the second graph representation, patterns and instances are
treated as nodes and edges, respectively. Similarly, instances and patterns
are treated as nodes and edges, respectively in the last representation.

3. For the first and third types, we simply retain the top-k instances with the
highest hubness scores as the outputs (we sort the instances in descending
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order based on their hubness scores). For the second type, k instances
associated with the highest scoring patterns are chosen (we first sort the
patterns in descending order based on their hubness scores).

4.3.3 HITS- and K-means-based Approach

By ranking instances and patterns computed by the HITS algorithm, and picking
clusters’ centroids using the K-means method, we can also select automatically
top-k triples. In the combined method of HITS and K-means algorithms, we first
rank the instances and patterns based on their bipartite graph and then run K-
means to cluster instances in our annotated dataset. However, instead of choosing
the instance nearest to the centroid, we retain the one that has the highest HITS
hubness score in each cluster.

4.3.4 LSA-based Approach
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…
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Figure 4.2: Decomposition of the instance-pattern matrix A using the LSA
method.

Latent semantic analysis (LSA) [37] is also a widely used method for the
automatic clustering of data along multiple dimensions. In our task, the instance-
pattern co-occurrence matrix A is likely to have several thousands of rows and
columns. Singular value decomposition (SVD) is used to construct a low-rank
approximation of the instance-pattern co-occurrence matrix A. As illustrated in
Figure 4.2, the SVD projection is performed by decomposing the matrix A ∈
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RM×N into the product of three matrices, namely an SVD instance matrix I ∈
RM×K, a diagonal matrix of singular values S ∈ RK×K, and an SVD pattern
matrix P ∈ RK×N:

A ≈ ISPT (4.1)

Our LSA-based seed selection strategy is as follows:

1. Specify the desired number k of triples.

2. Use the LSA algorithm to decompose the instance-pattern co-occurrence
matrix A into three matrices I, S, and P. We set the number of LSA
dimensions to K = k.

3. We can consider LSA as a form of soft clustering, with each column of the
SVD instance matrix I corresponding to a cluster. Then, we select the k

instances that have the highest absolute values from each column of I.

4.3.5 NMF-based Approach
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Figure 4.3: Illustration of approximate non-negative matrix factorization (NMF).

Non-negative matrix factorization (NMF) [38, 39] is another method for ap-
proximate non-negative matrix factorization, as shown in Figure 4.3. The non-
negative data matrix A ∈ RM×N is represented by two non-negative factors

29



W ∈ RM×K and H ∈ RK×N, which, when multiplied, approximately reconstruct
A:

A ≈ WH (4.2)

The non-negativity constraints make the representation purely additive (al-
lowing no subtractions), in contrast to many other linear representations such as
principal component analysis (PCA) and independent component analysis. The
non-negativity constraint is also the main difference between NMF and LSA.

Similarly to the LSA-based method, we set the NMF parameter K to k, the
desired number of instances to select. We use the Projected Gradient NMF as it
has good speed and performance for large-scale problems [40,41]. We then select
the k instances that have the highest values from each column of W.

4.4 Experiments

4.4.1 Datasets and Settings

We provide an annotated dataset of part-whole relations as a reliable resource
for selecting seeds. Our dataset was collected from Wikipedia and ClueWeb,
and annotated by two annotators. One of its special characteristics is that the
part-whole relation is a collection of relations, not a single relation [42, 43]. To
the best of our knowledge, there are no datasets available for all fine-grained
subtypes of the part-whole relation so far3. We use the part-whole taxonomy
described in [15] since it is well-structured, clearly-presented, and it contains
all subtypes in previous ontological studies. From that taxonomy, part-whole

3WordNet also provides a number of semantic relations, such as synonymy, hypernonymy,
and meronymy. From examples of meronymy, or the part-whole relation, part-whole pairs are
divided into Part-Of, Member-Of, and Substance-Of sub-categories. Nevertheless, they do not
cover the variety of the part-whole relation.
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relations include Component-Of, Member-Of, Portion-Of, Stuff-Of, Located-In,
Contained-In, Phase-Of, and Participates-In.

Table 4.1: Statistics of our part-whole dataset.

Subtype Freq

Component-Of 643 (11.23%)
Member-Of 1,272 (22.21%)
Portion-Of 555 ( 9.69%)
Stuff-Of 1,082 (18.89%)

Located-In 534 ( 9.32%)
Contained-In 272 ( 4.75%)
Phase-Of 497 ( 8.68%)

Participates-In 872 (15.23%)

TOTAL 5,727 triples

Table 4.1 gives the frequencies of each subtype of part-whole relations. There
are 5, 727 instances of 8 subtypes that were annotated with the same labels by
both annotators.

Then, we use selected seed sets as the initial seeds for bootstrapping relation
extraction systems. We use “Espresso+Word2vec” [44], which is an improved
version for the original Espresso algorithm [26] (described in subsection 2.2.2).
“Espresso+Word2vec” outperformed the Espresso system for harvesting part-
whole relations by utilizing the Similarity Ranker, which uses the embedded vec-
tor difference between instance pairs of relations. The performance is measured
with Precision@N [45], N = 50. In total, 5, 000 instances are checked by annota-
tors to ascertain whether they express part-whole relations. We vary the number
k of seeds between 5 and 50 with a step of 5 to report the average P@50 of each
seed selection method.

For the noise reduction task, we use the training and testing set developed by
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Riedel et al. [17], which contains 53 relation classes. This dataset was generated
by aligning Freebase relations with the New York Times corpus. After removing
noisy triples from the dataset using the proposed methods, we use the filtered
data to train two kinds of convolutional neural networks (CNN) (the CNN model
in [46] and the PCNN model in [47]) with at-least-one multi-instance learning
(ONE) used in [47], and the sentence-level attention (ATT) used in [48]. Finally,
we report the area under the precision-recall (AUCPR) of each noise reduction
method.

4.4.2 Performance on Automatic Seed Selection Task

The performances of the seed selection methods are presented in Table 4.2.

Table 4.2: Performance of seed selection methods.

Method Average P@50

K-means 0.96

HITS_Graph1 0.90
HITS_Graph2 0.85
HITS_Graph3 0.90

HITS+K-means_Graph1 0.92
HITS+K-means_Graph2 0.85
HITS+K-means_Graph3 0.94

LSA 0.90

NMF 0.89

Random 0.75

For the HITS-based and HITS+K-means-based methods, we display the P@50
(P@N is the precision at N outputs) with three types of graph representation
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as shown in Section 4.3.2. We use random seed selection as the baseline for
comparison.

As Table 4.2 shows, the random method achieved a precision of 0.75. The
relation extraction system that uses the random method has the worst average
P@50 among all seed selection strategies. The HITS-based method’s P@50s when
using Graph1 and Graph3 are confirmed to be better than when using Graph2.
This indicates that relying on reliable instances is better than reasoning over
patterns (recall that for the Graph2, we first choose the patterns, then select
the instances associated with those patterns), as there is a possibility that a
pattern can be ambiguous, and therefore, instances linked to that pattern can be
incorrect. The K-means-based seed selection method provides the best average
P@50 with a performance of 0.96. The HITS+K-means-based method performs
better than using only the HITS strategy, while the LSA-based and NMF-based
methods have a comparable performance.

4.4.3 Performance on Noise Reduction Task

Recall that the K-means-based method achieves a high P@50 for the seed se-
lection method. Our assumption is that each cluster may represent a set in
which elements have similar semantic properties. However, we observed that
as the number of relations is relatively high and there is no distinct definition
between some relations in the distantly labeled data (e.g., the following three
relations are quite similar: /location/country/capital, /location/province/capital,
and /location/us_state/capital, we decided not to perform the K-means-based
method for our noise reduction task.

The performances of the HITS-based, LSA-based, and NMF-based noise re-
duction methods are presented in Table 4.3. We experimentally set the portion
of retained data from the distantly labeled data to 90%, given that the perfor-
mance can be affected if too many sentences are removed from the original data.
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Table 4.3: Performance (Area Under the Precision-Recall - AUCPR) of each
noise reduction method; in bold are the best scores.

System Original +HITS +LSA +NMF +Ensemble

CNN+ONE 0.180 0.183 0.173 0.178 0.181
CNN+ATT 0.234 0.235 0.235 0.233 0.236
PCNN+ONE 0.231 0.234 0.233 0.234 0.235
PCNN+ATT 0.248 0.253 0.250 0.252 0.255

We also perform experiments with an ensemble method that combines the HITS-
based and LSA-based strategies to merge rankings from their outputs, with half
of the triples coming from the LSA-based method and the other half from the
HITS-based method. Table 4.3 indicates that our proposed methods improved
the performance of all CNN and PCNN models. Our ensemble method achieved
the best improvements for three out of four systems, except that the HITS-based
method obtained the best score for CNN+ONE (the CNN model with at-least-one
multi-instance learning).

All the experimental results in this chapter confirmed that the idea of merg-
ing the two important subtasks (automatic seed selection and noise reduction),
which lie between two main weakly supervised methods, is effective, and it helps
in automating relation extraction systems and reducing the effort of developing
and maintaining models to deal with separate subtasks. Our proposed methods
showed their efficiency in terms of ranking the data points (seeds or noisy triples),
and achieved higher performance than the baselines.
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4.5 Conclusion

In this chapter, we formulated the seed selection and noise reduction subtasks as
ranking problems. In addition, we proposed several methods, inspired by ranking
instances and patterns computed by the HITS algorithm, and selecting clusters’
centroids using the K-means, LSA, or NMF method. Experiments demonstrated
that our proposed methods improved the baselines in both subtasks.
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Chapter 5

Distant Supervision for Relation
Extraction via Piecewise
Attention and Bag-Level
Contextual Inference

Distant supervision is a class of weakly supervised methods [49] and has become a
popular approach for relation extraction to alleviate the lack of labeled examples
in supervised learning. Distant supervision is an effective approach to scale rela-
tion extraction to very large corpora that contain thousands of relations without
any labels on the text.

The term “distant supervision” was formally used by Mintz et al. [4] as a
method of utilizing existing structured facts for obtaining training data without
the manual labeling of examples. For the relation extraction task, distant su-
pervision makes use of an already existing knowledge base such as Freebase or
a domain-specific knowledge base to label entity pairs automatically in the text.
This is then used to extract features and train a machine learning classifier. The
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original “distant supervision assumption” is that if two entities participate in a
known Freebase relation, any sentence that contains these two entities might ex-
press that relation. For example, Freebase contains the fact that <Tokyo, is the
capital of, Japan>. We consider this fact and label each pair of “Tokyo” and
“Japan” that appear in the same sentence as a positive example for the “/lo-
cation/country/capital” relation. By aligning knowledge base facts with texts,
distant supervision provides coherent positive training examples and avoids the
high cost and human effort of manual annotation. Such large datasets allow for
learning more complex models such as convolutional neural networks (CNNs) and
recurrent neural networks (RNNs). However, distant supervision often introduces
noise to the generated training data. This approach can generate false positives,
as not every mention of an entity pair in a sentence means that a relation is
also expressed. As a result, distant supervision is still limited by the quality of
the training data, and noise existing in positively labeled data may affect the
performance of the supervised learning.

Recently, neural networks have been widely explored in distantly supervised
relation extraction and achieved state-of-the-art results. Zeng et al. [47] treated
relation extraction as a problem of multi-instance learning to relax the strong
assumption of distant supervision: they assumed that “at least one document in
the bag expresses the relation of the entity pair.” Then, they divided the original
input sentence into three segments by the positions of two entities and used
piecewise max pooling to automatically learn relevant features using a piecewise
CNN (PCNN). Lin et al. [48] addressed the shortcoming of the previous model,
which only used the most relevant sentence from the bag. They proposed using
sentence-level attention to capture the importance of each sentence, and then
leveraging large amounts of useful data and information that is expressed by all
sentences in each bag. Currently, PCNN+ATT, proposed by Lin et al. [48], is
one of the state-of-the-art neural-network-based relation extraction models.

In this chapter, we propose a novel neural relation extraction model that
combines a bidirectional gated recurrent unit (BiGRU) sequence model with a
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form of hierarchical attention that is better suited to relation extraction. Our
model consists of two attention modules: a piecewise attention that builds itself
upon segment-level representations, and a sentence-level attention that builds
itself upon sentence-level representations in each bag. Our piecewise attention
not only captures crucial segments in each sentence but also reflects forward and
backward directions of a sentence for better understanding the target relations
between two entities.

The primary goal of relation extraction under distant supervision is to deter-
mine the relation for a given bag, i.e., between a given pair of entities. Hence, we
propose using a contextual inference method that can infer the most likely posi-
tive examples of an entity pair in bags with very limited contextual information
(i.e., for a bag with only a few sentences). Our inference method increases the
number of positive examples and intentionally covers more contexts for target
bags by using the similarity between entity pairs in positively labeled data. In
addition, we provide an annotated dataset for the distantly supervised relation
extraction task, which is based on the most commonly used dataset developed
by Riedel et al. [17], and report on the actual performance of several relation
extraction models.

5.1 Distantly Supervised Relation Extraction Task

The distantly supervised relation extraction task is usually decomposed into two
steps. First, all sentences (or relation mentions) that contain mentions of two en-
tities e1 and e2 are obtained following the labeling procedure described in subsec-
tion 2.3.2. Then, these sentences become the input to a relation extraction model,
which then produces a set of relations which hold between the sentences [50]. We
focus on the second step, i.e., classifying a set of pairs of entities into the target
relations that they express.
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The distantly supervised relation extraction task can be formalized as follows.
We are given a training set T that contains N entity-pair bags (B1, B2, ..., BN).
The n-th bag consists of nb sentences (or relation mentions) {x1, x2, ..., xnb} and
the relation label r for a given entity pair (e1, e2). An relation extraction model
M is trained with training set T to select valid sentences based on r for each bag.
In the testing phase, our goal is to predict which relation types are expressed in
the unseen bags, given all sentences in which both entities are mentioned in a
large collection of unlabeled documents.

5.2 Related Work

The distantly supervised relation extraction task aims at identifying the semantic
relation of a sentence set expressed toward an entity pair or a bag level [4]. Ridel
et al. [17], Hoffmann et al. [18], and Surdeanu et al. [19] introduced a series of
models casting distant supervision as a multiple-instance learning problem [20]
to relax its original strong assumption.

Recently, neural networks have been widely explored in distantly supervised
relation extraction and achieved state-of-the-art results [47, 48, 51]. Most exist-
ing systems model the noisy distant supervision process in the hidden layers by
learning an informative sentence representation or features, and then selecting
one or more valid relation mentions for relation extraction. Zeng et al. [47] di-
vided the original input sentence into three segments by the positions of two
entities, and used piecewise max-pooling to automatically learn relevant features
using a piecewise CNN (PCNN) model. Lin et al. [48] and Ji et al. [52] addressed
the shortcoming of the PCNN model, which uses only the most relevant sentence
from each bag. They proposed to use sentence-level attention to dynamically
calculate the weights of multiple sentences, and then leverage large amounts of
useful information from all sentences in each bag. Currently, PCNN+ATT [48]
is one of the state-of-the-art neural-network-based relation extraction models.
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Zhou et al. [53] presented word-level attention integrated in a BiLSTM-based
model and achieved significant improvements on SemEval2010 [54], which is a
supervised dataset and cannot be used for the distantly supervised relation ex-
traction task. Yang et al. [55] and Jat et al. [56] combined the word-level and
sentence-level attention mechanisms in their single-layer BiGRU-based models
and showed that these performed better than the CNN/PCNN models.

We believe that using only sentence-level or the word-level attention might
not be the optimal solution because the crucial information should be distributed
to different segments in the input sentence. Therefore, in this work, we develop
two-layer BiGRU-based models with a combination of piecewise and sentence-
level attention in order to capture the significance of each piece of text as well as
the directionality of nonsymmetric relations.

We also make another contribution by proposing a novel contextual infer-
ence method that can support the bags with very few examples. In addition,
previous works usually evaluated relation extraction systems in a held-out eval-
uation, which suffers from noise, e.g., in the Riedel dataset. Only a few works
conducted manual evaluations with a small number of annotated sentences (e.g.,
500 in [52]). By providing an annotated dataset of non-false positive examples,
the real performance of various relation extraction systems can then be measured
accurately.

5.3 Methodology

The distantly supervised relation extraction task is formulated as multi-instance
learning. In this section, we introduce a novel neural relation extraction model
that combines a BiGRU sequence model with a form of hierarchical attention that
effectively incorporates the piecewise and sentence-level attentions. Furthermore,
we propose to use a contextual inference method that can infer the most likely
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positive examples of an entity pair in bags with limited contextual information
without using any external knowledge resources or human annotations.

Our model takes input as an entity pair (e1, e2) and a bag B = {x1, x2, ..., xnb}
for (e1, e2), and predicts the probability p(r|e1, e2) corresponding to the relation
label r, ∀r ∈ R (R is the set of relation labels). Our model consists of two main
components:

• Sentence Encoder Given a sentence in x ∈ B, which contains two target
entities, the sentence encoder outputs a distributed representation x of the
sentence.

• Bag Encoder Given the encoding of each sentence in the bag for the entity
pair (e1, e2), the bag encoder aims to learn a representation of the given bag,
which is fed to a softmax classifier.

We briefly present the components of our model below. Each component will
be described in detail in subsequent sections.
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Figure 5.1: Architecture of our BiGRU model with piecewise attention used for
sentence encoder.

5.3.1 Sentence Encoder

The overall architecture of the sentence encoder is depicted in Fig. 5.1, with
the original sentence as the input to our model. Our sentence encoder has an
embedding layer, two BiGRU layers, and a piecewise attention layer. These key
modules are analyzed as follows.
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Embedding Layer

Following previous work, we transform each input word of the source sentence
into a combination of word embedding and position embedding in the embedding
layer.

Word embeddings (WEs) aim to represent words as low-dimensional dense
vectors. They can capture syntactic and semantic properties of words, such as
in [35]. An embedding lookup table is first used to map words in the sentence into
real-valued vectors. Word representations are encoded by column vectors in an
embedding matrix E ∈ Rdw×|V|, where dw is the dimensionality of the embedding
space and |V| is the size of the vocabulary.

Position embedding (PE) [51] is used to specify the positional information of
the current word with respect to two target entities e1 and e2. Therefore, we
define two lookup tables with two position embedding matrices P1 and P2, where
Pi ∈ Rdp×|L| (L is the maximum distance between any words of the sentence
and two entities, and dp is the dimension of the position embedding). P1 and P2

are randomly initialized. We then transform each relative distance (from the i-th
word to e1 or e2) into a real-valued vector by looking up the position embedding
matrices.

We concatenate the word and position embeddings as the input of the network.
For a given sentence composed of k words, x = {w1, w2, ..., wk}, we transform
each word wi into a real-valued vector. Then, x is fed into the next layer as
ex = [e1, e2, ..., ek]. If the size of the word representation is dw and that of the
position representation is dp, then the size of a word vector is dw + 2dp.
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1st BiGRU Layer

The role of the sentence encoder is to read the input sentence and construct
an informative sentence representation. RNNs have been widely exploited to
deal with variable-length sequence input. RNNs can learn long dependencies,
but in practice they tend to be biased toward their most recent inputs in the
sequence [57]. Long short-term memory networks (LSTMs) [58] incorporate a
memory cell to combat this issue and avoid the vanishing gradient problem.

A gated recurrent unit (GRU) [59] is a simpler variant of the LSTM and
was found to achieve better performance than the LSTM on some tasks [60]. A
single-direction GRU has one drawback of not using the contextual information
from the future words. A BiGRU exploits both the previous and future contexts
by processing the sequence in two directions, and generates two independent
sequences of GRU output vectors. Given the input sequence ex = [e1, e2, ..., ek],
we employ a BiGRU as the recurrent unit, where the GRU is defined as

zi = σ(Wz[ei; hi−1]), (5.1)

ri = σ(Wr[ei; hi−1]), (5.2)

h̃i = tanh(Wh[ei; ri ⊙ hi−1]), (5.3)

hi = (1− zi)⊙ hi−1 + zi ⊙ h̃i, (5.4)

where Wz, Wr and Wh are weight matrices, σ is a sigmoid function, and ⊙ is
an element-wise multiplication operator. Initially, for t = 0, the output vector is
h0 = 0.

Inspired by the PCNN model [47], we divide the original input sentence x

into three segments by the positions of two entities e1 and e2. Fig. 5.1 illustrates
these three segments, namely PRED, MID, and POST in our model. Let En1pos

and En2pos be the positions of two entities in x. The input sequence ex =
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[e1, e2, ..., ek] of the BiGRU layer is divided into three independent subsequences:

ePRED
x = [e1, ..., eEn1pos], (5.5)

eMID
x = [eEn1pos, ..., eEn2pos], (5.6)

ePOST
x = [eEn2pos, ..., ek]. (5.7)

The repetitions of entities in Eq. (5.5), Eq. (5.6), and Eq. (5.7) mark the
opening or closing of a coherent piece of text, and help our models extract infor-
mative distinct features over these adjacent text spans. Then, the first BiGRU
layer processes each segment (PRED|MID|POST) separately. Concretely, the Bi-
GRU consists of a forward GRU and a backward GRU. The forward GRU reads
the input from left to right and generates a sequence of hidden states, e.g., (

−→
h 1,

...,
−→
h En1pos) for ePRED

x . The backward GRU reads the input in reverse from right
to left, and results in another sequence of hidden states, e.g., (

←−
h 1, ...,

←−
h En1pos)

for ePRED
x . The i-th hidden state is defined as

−→
h i = GRU(ei,

−→
h i−1), (5.8)

←−
h i = GRU(ei,

←−
h i+1). (5.9)

2nd BiGRU Layer

The 1st BiGRU model sequentially takes each word in the input sentence, extracts
its information, and embeds it into a semantic vector. Owing to its ability to cap-
ture long-term memory, the BiGRU accumulates increasingly richer information
as it goes through the sentence. The entire representation can be obtained as
the final hidden state of the last word or time step. We retain the final forward
and backward hidden states of each segment separately from the 1st BiGRU, and
then feed them into the 2nd BiGRU layer.

Let
−→
h PRED and

←−
h PRED be the two final hidden states of the forward and

backward directions generated for the PRED segment, respectively, and similarly
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for the other segments. As shown in Fig. 5.1, we put these hidden states together
in order of their occurrences in the input sentence to establish a direction-aware
sequence:

(
−→
h PRED,

←−
h PRED,

−→
h MID,

←−
h MID,

−→
h POST,

←−
h POST). (5.10)

The 2nd BiGRU takes the above sequence as the entire input, and can build
up progressively higher-level representations of sequence data. Thus, it is more
effective than the single-layer BiGRU encoder.

Piecewise Attention Layer

The attention mechanism was introduced by [61] in order to stress the target
words step by step in machine translation. Recently, it was transferred to other
tasks including distantly supervised relation extraction. Lin et al. [48] proposed
a sentence-level attention scheme to select informative sentences from each bag.
Jat et al. [56] recently introduced a model with sentence-level attention integrated
with word-level attention to further explore the importance of different words in
each sentence.

The word-level attention mechanism is a straightforward method to extract
specific words that are important to the meaning of a sentence. However, a draw-
back of this method as an approach for distantly supervised relation extraction is
that it is difficult to take the directionality of target relations into account. For
example, we may know that two entities e1 and e2 should be related in a relation
r (the relation is not symmetric in general), but we cannot really infer whether
the triple (e1, r, e2) or (e2, r, e1) is correct without focusing on the right context
in a given sentence.

All of the segments in an input sentence might provide necessary information
to relation extraction. However, it is obvious that not all segments contribute
equally to the sentence meaning for different relations. For example, considering
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three cases from the Riedel dataset with two entities are in boldface, and the
important segments are underlined:

<S1>. (/people/person/nationality) mr. burns said the indian foreign
secretary , shiv_shankar_menon<e1> , had been invited to washington
for talks early next month , and mr. burns planned then to travel to
india<e2> .

<S2>. (/location/location/contains) kelly air force base closed in the 1990 ’s
, but san_antonio<e1> is still ringed by three air force installations as well
as brooke_army_medical_center<e2> and fort sam houston , the army ’s
largest base through world war ii .

<S3>. (/people/person/children) one , senator evan_bayh<e2> , above ,
son of former senator birch_bayh<e1> of indiana , is testing the waters
for a possible presidential bid in 2008 .

In the sentence <S1>, the left segment is more important than others to
reflect the relation type /people/person/nationality. In the sentence <S2>, the
middle and right segments might provide the necessary information to the rela-
tion type /location/location/contains. The right context in <S2> also supple-
ment more useful information for predicting target relations. In the last example,
the middle segment is the most important part related to the relation type /peo-
ple/person/children. In addition, the direction of the relation between two entities
birch_bayh and evan_bayh in the sentence <S3> should be taken into account
properly.

In our model, we therefore integrate a direction-aware attention layer over
the 2nd BiGRU network to tackle the above challenges. We propose an addi-
tional attention mechanism called piecewise attention, which builds itself upon
segment-level representations to improve the performance of the distantly super-
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vised relation extraction task. Our piecewise attention not only captures crucial
segments in each sentence but also reflects the direction of the target relation in
each segment.

As shown in Fig. 5.1, we obtain hidden state representations of the sentence
by feeding the sequence (10) into the 2nd BiGRU:

{h1, ..., h6} = BiGRU({
−→
h PRED, ...,

←−
h POST}), (5.11)

where

hj = [
−→
h j ⊕

←−
h j]; j = 1, 2, ..., 6, (5.12)

and the number of hidden states produced by the 2nd BiGRU is 6, which is equal
to the number of components of the input to the BiGRU in Eq. (5.11). Here, we
use the element-wise sum (the symbol ⊕ in Eq. (5.12)) to combine the forward
and backward pass outputs.

Next, we apply the attention mechanism at the segment level to assign a
weight αi to each hidden vector hi generated by the BiGRU network, and pay
more attention to the informative segment. The piecewise attention αi is given
by

h′i = tanh(hi), (5.13)

αi =
exp(w⊤h′i)

∑k exp(w⊤h′k)
, (5.14)

where w is a parameter vector to be trained, and w⊤ is a transpose of w.

Finally, we aggregate the representation of these direction-aware segments to
construct the sentence representation. The final sentence vector x is computed
as a weighted sum of hidden states {h1, ..., h6} as follows:

x =
6

∑
i=1

αihi. (5.15)
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5.3.2 Bag Encoder

Following previous work [48], we use selective attention to deemphasize noisy
sentences in the given bag. By using the sentence-level attention over sentences,
a representation for the entire bag is learned. The details are described below.

Sentence-Level Attention Layer

In our model, the piecewise attention and the sentence-level attention are com-
plemented to deemphasize the noisy samples. The sentence-level attention layer
assigns higher weights to valid sentences and lower weights to invalid ones in
a particular bag B = {x1, x2, ..., xnb}. The sentence-level attention βi for the
sentence vector xi can be computed by

si = x⊤i Ar, (5.16)

βi =
exp(si)

∑k exp(sk)
, (5.17)

where A denotes a diagonal weight matrix, r is a parameter vector related to
relation r, and the query-based function si scores how well the input sentence xi

and the relation r match.

The final representation b for a given bag is computed as a weighted sum of
its sentence vectors {x1, ..., xnb}:

b =
nb

∑
i=1

βixi. (5.18)

where nb is the number of sentences in the n-th bag.

Classification and Training

The bag vector B extracted from the segments and sentences of a bag B is a
high-level representation of that bag and can be used as features for relation
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classification. Then, B is passed to a softmax layer to predict the probability
distribution corresponding to the relation labels. The conditional probability of
the i-th relation is

p(ri|B; θ) =
exp(oi)

∑k exp(ok)
, (5.19)

where θ denotes all parameters of our model, and o = Mb + d comprises the
scores of all possible relations (o ∈ R|N|, where M is the representation matrix,
d is a bias vector, and N denotes the number of relations).

We define the objective function using cross-entropy at the bag level [48]:

J(θ) =
nb

∑
i=1

log p(ri|B; θ) (5.20)

In addition, we adopt the dropout strategy [62] and use stochastic gradient
descent (SGD) to optimize our models.

5.3.3 Bag-Level Contextual Inference Method

The advantage of distantly supervised relation extraction lies in aggregating fea-
tures from multiple sentences for the same entity pair. However, in many cases,
there are insufficient number of sentences for a particular entity pair because of
the limited coverage of the text corpus (e.g., when aligning the knowledge base
with that corpus, we can not acquire many sentences for rare entity names, such
as person/location names). For example, in the testing set developed by Riedel
et al. [17], which is the most widely used dataset for the distantly supervised
relation extraction task, there are 74, 857 entity pairs that correspond to only
one sentence around 3/4 overall entity pairs [48]. Therefore, it is desirable to
infer more sentences for that entity pair. In addition, few sentence may not cover
the diversity of the context for predicting the bag’s label. More contexts may
increase the confidence score of the prediction.
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Using a small number of sentences in each test bag may affect the accuracy
of the prediction in the testing phase. We therefore propose using a contextual
inference method that can infer the most likely positive examples of an entity
pair in test bags with limited contextual information without using any external
corpora or knowledge bases. The target bags are those containing only one or
very few sentences in the testing phase.

For example, consider the following two sentences:

s1: “... Tokyo is located in Japan ...” <in training data>

s2: “... Paris is the capital of France ...” <in testing data>

In the above example, the sentence s1 belongs to the bag (Tokyo, Japan)
in the training set, and the s2 is in the bag (Paris, France) in the testing set.
Our assumption is that if these two bags have a high similarity, their two entity
pairs can be replaced by each other to form new sentences that may cover more
contexts for the target relations. One of the new examples can be produced by
this assumption is “Paris is located in France.”

We use the cosine function to measure the similarity of two bags. Each bag is
represented by the embedding difference between its entity vectors [15], e.g., the
bag (Tokyo, Japan) corresponds to vec(“Japan”) - vec(“Tokyo”). The similarity
between two bags (e1, e2) and (x1, x2) is defined as

Sim((e1, e2), (x1, x2)) = cos([vec(e2) − vec(e1)], [vec(x2) − vec(x1)]) (5.21)

Our bag-level contextual inference method is described in Algorithm 1. We
leverage the given training data to generate artificial sentences, and hence in-
crease the number of positive examples for each bag in the testing phase. It is
expected that the newly generated sentences will share a similar semantic mean-
ing with the target bag and provide supporting contexts for prediction. Our
inference method aims to find high-quality sentences and avoid noise added to
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Algorithm 1 Bag-level contextual inference
For each target bag (e1, e2) in a testing set (e.g., bags with only one sentence):

1. Find top-k similar bags to (e1, e2) from training set according to Eq. (5.21).
Each sentence s in these similar bags has the form (x1, c, x2), where x1, x2 are
two entities, and c is the context in s.

2. A new artificial sentence s′ is generated with the form (e1, c, e2) by joining
(e1, e2) and c.

3. Retain a maximum number of sentences s′ (e.g., 5) added to the bag
(e1, e2).

4. Include the newly generated sentences s′ in the bag (e1, e2) to support the
prediction.

the target bags. It can be integrated in our proposed BiGRU-based model. To the
best of our knowledge, our contextual inference method is the first approach that
can infer more examples for the target relations leveraging the similarity of two
bags, without using any external resources in the distantly supervised relation
extraction task.

5.4 Experiments

5.4.1 Datasets and Settings

Riedel Dataset

We use the Riedel dataset introduced in [17], which is the most commonly used
dataset for the distantly supervised relation extraction task. It was generated
automatically by aligning New York Times (NYT) articles with the Freebase
knowledge base. Articles from 2005–2006 are used as training, and articles from
2007 are used as testing. The training data contain 522, 611 sentences, 281, 270
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entity pairs, and 18, 252 relational facts. The testing data contain 172, 448 sen-
tences, 96, 678 entity pairs, and 1, 950 relational facts. In total, there are 53

relation labels including the NA relation in this dataset. However, this automat-
ically generated dataset could be incorrect owing to the limitation of the distant
supervision assumption.

Our Annotated Dataset

A training dataset for distant supervision is created with the following simple
rule: If a sentence mentions two entities e1 and e2 and they are known to have
a relation r (according to a knowledge base such as Freebase), the sentence must
be put in a bag for the relation r between entities e1 and e2. Nevertheless, this
rule may produce many false positive sentences in a bag, as e1 and e2 may have
occurred in the same sentence merely by chance. Consequently, the existence of
false positive sentences in a bag can hurt the performance of relation extraction
models.

We therefore provide an annotated dataset to guarantee the quality of the data
and report on the real performance of various relation extraction systems. The
Riedel testing set comprises 172, 448 sentences, and 6, 444 of them are labeled as
positive examples by the distant supervision assumption. As some of them appear
several times, we use 5, 863 unique positive examples for our annotation. To the
best of our knowledge, our current work is the first that provides such a high
number of annotated sentences for the distantly supervised relation extraction
task.

In the first stage, we request two annotators to check independently if 5, 863

sentences express the target relations. Second, the two annotators discuss the
disagreed labels in order to reach a consensus. The details of the second stage of
our annotation process are listed in Table 5.1. There are 1, 529 sentences where
both annotators are marked as “false positive” and 4, 246 sentences marked as
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Table 5.1: Details of the second stage of our annotation process.

Annotator 2
False

positive
True

positive
A

nn
ot

at
or

1

False
positive

1,529 46

True
positive

42 4,246

“No” (i.e., true positive). The Cohen’s kappa coefficient on our annotation is 0.96,
which indicates a strong agreement between annotators. For 88 sentences (1.5%)
for which the two annotators cannot reach an agreement, another participant
is involved in the decision-making process. Finally, 1, 575 of 5, 863 sentences
(26.86%) are judged as false positive by three annotators.

Experimental Settings

We follow the parameter settings that are similar to those used in previous base-
lines [47, 48] in order to evaluate the effectiveness of our proposed methods. We
use the word embeddings trained on the NYT corpus. The entities consisting of
multiple tokens are considered as a single token. The dimensions for the word em-
bedding (WE) and position embedding (PE) are set to 50 and 5, respectively. We
use the maximum relative distance L = 100 in the position embedding, which
is randomly initialized. The BiGRU hidden unit size is set to 230. We use a
dropout with probability p = 0.5 and learning rate λ = 0.01 for the SGD.
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For the bag-level inference method, we also use the skip-gram word2vec model
to measure the similarities between different bags. The target bags are those
with only 1 sentence. The maximum number of sentences added to each bag is
5. We tune the top-k similar bags to the target bag when our inference method
is combined with others.

For evaluation, we report on the performance of models by using a precision-
recall curve and top-N precision (P@N) metrics, which were commonly used in
previous works.

Compared Models

To evaluate our proposed models, we compare them against the previous base-
lines for the distantly supervised relation extraction task. All of the models are
described as follows:

• Mintz: A multiclass logistic regression model [4].

• MultiR: A probabilistic graphical model for multi-instance learning [18].

• MIMLrelation extraction: A graphical model that jointly models mul-
tiple instances and multiple labels [19].

• CNN+ONE: A CNN-based relation extraction model [51] with multi-
instance learning [47].

• CNN+ATT: A CNN-based relation extraction model [51] with sentence-
level attention [48].

• PCNN+ONE: A CNN-based relation extraction model [47] that uses
piecewise max-pooling to generate the sentence representation.

• PCNN+ATT: A piecewise max-pooling over a CNN-based model to ob-
tain the sentence representation, followed by sentence-level attention [48].
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Currently, PCNN+ATT is one of the state-of-the-art neural-network-based
relation extraction models for this task.

• PCNN+ATT+Inference: The model PCNN+ATT combined with our
bag-level contextual inference method.

• BGWA: A recent single-layer BiGRU-based relation extraction model with
word-level and sentence-level attention [56].

• 2BiGRU+PATT: Our proposed model, which uses two BiGRU layers and
piecewise attention.

• 2BiGRU+PATT+Inference: Our proposed model 2BiGRU+PATT com-
bined with the bag-level contextual inference method.

We refer to three feature-based systems (Mintz, MultiR, and MIMLrela-
tion extraction) as the traditional models, and neural-network-based systems
(CNN+ONE, CNN+ATT, PCNN+ONE, PCNN+ATT, PCNN+ATT+Inference,
and BGWA) as the state-of-the-art models for comparison. An analysis of the
results is provided in the next section.

5.4.2 Experimental Results and Analysis

Comparison with Traditional Methods

We evaluate our proposed models (2BiGRU+PATT and 2BiGRU+PATT+Inference)
and compare them with three conventional feature-based methods (Mintz, Mul-
tiR, and MIMLrelation extraction) on the Riedel dataset. The precision-recall
curve of each system is shown in Fig. 5.2. It is obvious that our proposed mod-
els significantly outperform all feature-based methods over the entire range of
recall. When the recall is around 0.1, the performances of Mintz, MultiR, and
MIMLrelation extraction drop quickly, while our models maintain high precision.
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Figure 5.2: Performance comparison of the proposed model and traditional meth-
ods.

All of the feature-based methods used human-designed features, which are time
consuming and labor intensive. By contrast, our models can automatically learn
the intrinsic features without human intervention from a large number of training
examples.

Effects of Our Proposed Methods and Comparison with State-of-the-
Art Models

We compare our proposed models with two types of recent CNN-based models:
the CNN model in [51] and the PCNN model in [47]) with at-least-one multi-
instance learning (+ONE) used in [47] and the sentence-level attention (+ATT)
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Figure 5.3: Performance comparison of the proposed model and state-of-the-art
methods.

used in [48]. PCNN+ATT is one of the state-of-the-art neural-network-based
relation extraction models reported in the Riedel dataset. The precision-recall
curves of these models are presented in Fig. 5.3. The results show that our 2Bi-
GRU+PATT model performs better than all CNN-based models to a significant
extent, especially when compared to the state-of-the-art PCNN+ATT system.
Our 2BiGRU+PATT+Inference model achieves the best performance among all
of the methods. This demonstrates the effectiveness of our proposed models for
the distantly supervised relation extraction task.

We also compare our models with BGWA, which is a recent single-layer
BiGRU-based relation extraction model with word-level and the sentence-level
attention [56]. From Fig. 5.3, we observe that the BGWA model achieves per-
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formance that is comparable to that of the PCNN+ATT model. BGWA is
considered a baseline for evaluating the effectiveness of our piecewise attention
as BGWA and 2BiGRU+PATT employ similar hierarchical attention networks
(word-level or piecewise attention combined with sentence-level attention). The
results indicate that the precision value of our 2BiGRU+PATT model is higher
than that of the BGWA model when the recall value changes. This demonstrates
the effect of using piecewise attention instead of word-level attention. Our new
attention mechanism helps the relation extraction models to focus on the right
context in a given sentence and captures the directionality of nonsymmetric re-
lations more efficiently.

Next, we compare the effects of integrating our bag-level contextual inference
method into different systems. Our inference method boosts the performance of
the PCNN+ATT system significantly and makes PCNN+ATT+Inference com-
parable to 2BiGRU+PATT. The inference method also enables the proposed
2BiGRU+PATT+Inference model to achieve a large improvement compared to
the 2BiGRU+PATT model. All of these examples show the superiority of our
method against the state-of-the-art methods.

Performance of Our Annotated Dataset

In the Riedel testing set, there are 172, 448 sentences, and 6, 444 of them are
labeled as positive examples by the distant supervision assumption. We replace
the labels of 6, 444 sentences in the Riedel testing set, which are checked by
annotators, and refer to this as our annotated dataset. It means that we only
changed the labels of false positive sentences to “NA” (i.e., true negative), and
the total number of sentences is unchanged.

Fig. 5.4 shows the performance of our annotated dataset for three models:
PCNN+ATT, 2BiGRU+PATT, and 2BiGRU+PATT+Inference. The “*” sym-
bols denote the evaluations of our annotated dataset. It is observed that there are
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Figure 5.4: Performance of models on annotated dataset; * symbols denote eval-
uations of our annotated dataset.

slight changes when the results are reported on the original and our annotated
dataset. However, all of the systems are robust, and our 2BiGRU+PATT model
performs even better on the annotated dataset. Our bag-level contextual method
still shows its benefits and does not require any external resources of knowledge
bases. Furthermore, ours is the first work to report on the performance of various
relation extraction models on an annotated dataset with a high number of testing
examples (5, 863) checked by humans.
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Table 5.2: P@N for relation extraction in bags with different numbers of sen-
tences; * symbols denote evaluations of our annotated dataset; One, Two, and
All denote number of sentences randomly selected from a bag; best scores are in
boldface.

Test Settings One

P@N(%) 100 200 300 Mean

PCNN+ATT 73.3 69.2 60.8 67.8
2BiGRU+PATT 76.2 66.7 62.1 68.3

PCNN+ATT* 70.0 63.0 58.7 63.9
2BiGRU+PATT* 74.3 64.2 59.5 66.0

Two
P@N(%) 100 200 300 Mean

PCNN+ATT 77.2 71.6 66.1 71.6
2BiGRU+PATT 80.2 69.2 65.8 71.7

PCNN+ATT* 76.0 71.5 65.0 70.8
2BiGRU+PATT* 80.2 68.7 65.1 71.3

All
P@N(%) 100 200 300 Mean

PCNN+ATT 76.2 73.1 67.4 72.2
2BiGRU+PATT 83.2 73.1 69.8 75.4

PCNN+ATT* 75.0 71.5 66.3 70.9
2BiGRU+PATT* 83.2 72.6 69.1 75.0

Effect of Sentence Number

Following previous works, we also evaluate our methods with different numbers
of sentences in the bags with more than one sentence. In this setting, one,
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two, or all sentences are (randomly) selected from each bag for comparison in
the testing phase [48]. We then report the P@100, P@200, P@300, and their
mean for each model. The results are listed in Table 5.2. In all settings, our
2BiGRU+PATT model obtains higher average precision than the PCNN+ATT
model, which demonstrates the efficacy of our method. These improvements are
observed on both datasets to an extent of 3.2% (using all sentences in the Riedel
dataset) and 4.1% (using all sentences in our annotated dataset). Using all of the
sentences helps the models achieve the best results. However, adding sentences
might result in more noise, which can affect the performance. This is illustrated in
the “One” and “Two” settings. The 2BiGRU+PATT model using two sentences
does not produce a higher improvement than when using only one sentence: 71.6

to 71.7% and 67.8 to 68.3% on the Riedel dataset, respectively; and 70.8 to 71.3%
and 63.9 to 66.0% on our annotated dataset, respectively.

P@N in All Bags

The P@N results for all bags are presented in Table 5.3. We can see that our
proposed methods show their advantages and achieve notable performance for
all values of P@100, P@200, P@300, and Mean. For the Riedel dataset, our
2BiGRU+PATT model performs better than the PCNN+ATT model when the
average precision increases from 73.8% to 77.2%, and performs in a similar manner
for the models that use our inference method (76.9% to 82.1%). For our annotated
dataset, the scores also improved remarkably: 72.6 to 76.9% when using our
novel BiGRU-based model, and 72.6 to 80.8% when incorporating the additional
inference method. All of the proposed methods still show their robustness on
both datasets.
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Table 5.3: P@N for relation extraction in all bags; * symbols denote evaluations
on our annotated dataset; best scores are in boldface.

Test Settings All Bags

P@N(%) 100 200 300 Mean

PCNN+ATT 81.0 71.0 69.3 73.8
PCNN+ATT+Inference 83.0 75.0 72.7 76.9

2BiGRU+PATT 82.2 75.6 73.8 77.2
2BiGRU+PATT+Inference 87.1 81.1 78.1 82.1

PCNN+ATT* 81.0 69.5 67.3 72.6
2BiGRU+PATT* 82.2 75.6 72.8 76.9

2BiGRU+PATT+Inference* 86.1 79.6 76.7 80.8

Parameter Tuning for Our Bag-level Contextual Inference Method

For our bag-level contextual inference method, we tune the top-k similar bags
(this is shown in Algorithm 1) to find the best performance of two models:
PCNN+ATT+Inference and 2BiGRU+PATT+Inference. The average P@N (N =

100, 200, 300) results for all bags are used for comparison. Table 5.4 lists the num-
bers of similar bags and inferred sentences that were generated by our inference
method. When the number of similar bags increases, the number of inferred
sentences is incremented accordingly in most cases. The maximum number of
sentences is 1, 807, which corresponds to 28.04% of the positive examples in the
original Riedel testing dataset. When the number of similar pairs >=15, the
generated sentences are the same as for 14 since our method already generated
all possible sentences for the bags with only one sentence.

The best average P@N score for each model is reported. The PCNN+ATT+Inference
model reaches its best performance with top-k = 2, whereas our 2BiGRU+PATT+Inference
model achieves the best result with top-k = 9. Compared to the original systems

64



Table 5.4: Parameter tuning for our bag-level context inference method; we
only create data for bags with one sentence in testing set; maximum number
of sentences added to each bag is five; when number of similar pairs >=15,
generated sentences are same as for 14 since our method already generated all
possible sentences for bags with one sentence; best score for each model is in
boldface.

No. of
Similar Bags (top-k)

1 2 3 4 5 6 7

No. of
Inferred Sentences

756
(+11.73%)

1,302
(+20.20%)

1,526
(+23.68%)

1,656
(+25.70%)

1,713
(+26.58%)

1,748
(+27.13%)

1,769
(+27.45%)

PCNN+ATT+Inference
- P@N (Mean)

76.7 ↑ 76.9 ↑ 76.9 → 76.8 ↓ 76.8 → 76.6 ↓ 76.7 ↑

2BiGRU+PATT+Inference
- P@N (Mean)

79.4 ↑ 80.8 ↑ 81.2 ↑ 81.7 ↑ 81.9 ↑ 81.8 ↓ 81.7 ↓

No. of
Similar Bags (top-k)

8 9 10 11 12 13 14

No. of
Inferred Sentences

1,786
(+27.72%)

1801
(+27.95%)

1801
(+27.95%)

1,802
(+27.96%)

1,803
(+27.98%)

1,803
(+27.98%)

1,807
(+28.04%)

PCNN+ATT+Inference
- P@N (Mean)

76.7 → 76.7 → 76.7 → 76.7 → 76.7 → 76.7 → 76.7 →

2BiGRU+PATT+Inference
- P@N (Mean)

82.0 ↑ 82.1 ↑ 82.1 → 82.1 → 82.1 → 82.1 → 82.1 →

(which are listed in Table 5.3), the gap between 2BiGRU+PATT+Inference and
2BiGRU+PATT is higher than that of PCNN+ATT+Inference and PCNN+ATT:
82.1 to 77.2% compared with 76.9 to 73.8%, respectively. This is useful in practice
because both models are beneficial when using the inference method to support
the prediction. Our model shows its advantages and leverages the artificial data
more efficiently.
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5.5 Conclusion

In this chapter, we proposed novel neural relation extraction systems with two
BiGRU layers and two attention modules: the piecewise and sentence-level at-
tentions. We also presented a contextual inference method that can infer the
most likely positive examples of an entity pair in bags with very limited contex-
tual information without using any external knowledge bases or corpora. The
experimental results showed that our proposed models offer significant improve-
ments over state-of-the-art methods on our newly created dataset and the Riedel
dataset.
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Chapter 6

Conclusion

6.1 Discussion

6.1.1 Visualization of the Best Automatic Seed Selection
Method in Bootstrapping Relation Extraction

In Figure 6.1, we run the K-means clustering algorithm, which achieved the best
performance among our automatic seed selection methods, to partition all data
points in our dataset into K=10 clusters. Each instance of the part-whole rela-
tion is represented by the embedding offset between its terms, e.g., the instance
(meal, toast) corresponds to: vec(“meal”) - vec(“toast”). As we can see, instances
with yellow labels are clustered in the same group, e.g., belong to the Portion-
Of subtype. It demonstrates the effectiveness of our automatic seed selection
method.
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Figure 6.1: Illustration of K-means with number of clusters K=10 based on our
dataset (in Section 4.4.1).

6.1.2 Case Study of Distantly Supervised Relation Ex-
traction

Table 6.1 shows five randomly selected example results of our proposed models
from the Riedel testing data. For each case, we show the gold labels and the top-
3 predictions of our 2BiGRU+PATT and 2BiGRU+PATT+Inference models,
respectively. The values appeared in parentheses represent their corresponding
probabilities. The correct predictions are in boldface.

We can see that our two proposed models produce reasonable predictions in
the analysis for our relation extraction task. For four of five cases (except the 4-th
case), our proposed models give high probabilities to the correct predictions. The
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Table 6.1: Some example results of our proposed models; correct predictions are in
boldface.

A Sentence in Bag
with Two Entities

Gold Labels
Top-3 Predictions of

2BiGRU+PATT
(probability)

Top-3 Predictions of
2BiGRU+PATT+Inference

(probability)

Unknown Words
(unknown entity

is in italics)

a 17th-century eyewitness
account of the coronation

of a shah , written by
jean chardin , a french
jeweler , is inscribed to

jean-baptiste_colbert ,
then the finance minister

of france .

/people/person/nationality

/people/person/nationality
(0.965)

NA
(0.023)

/people/person/place_of_birth
(0.005)

/people/person/nationality
(0.978)

NA
(0.011)

/people/person/place_of_birth
(0.007)

17th-century

jean-baptiste_colbert

i am not apologetic
about why the koran

says this , said
seyyed_hossein_nasr ,

an islamic scholar
who teaches at

george_washington_university .

/business/person/company

/business/person/company
(0.977)

NA
(0.022)

/people/person/religion
(0.0004)

/business/person/company
(0.995)

NA
(0.005)

/people/person/religion
(0.0001)

seyyed_hossein_nasr

on may 8 , representative
marcy kaptur , an ohio
democrat , and a dozen
other legislators wrote

to president felipe calderon
of mexico and the

governor of the state of
nuevo_leon , of which

monterrey is the capital ,
urging to thoroughly investigate

the killing and provide
protection for the rest
of the mexico staff of

the farm workers ’ union .

/location/administrative
_division/country

/location/administrative
_division/country

(0.548)

NA
(0.348)

/people/person/nationality
(0.083)

/location/administrative
_division/country

(0.545)

NA
(0.338)

/people/person/nationality
(0.095)

kaptur

nuevo_leon

next year he is planning
to publish the poetry of

aeronwy_thomas ,
dylan_thomas ’s daughter ,

and to bring her to
the united states for

a book tour along with
the welsh poet and

publisher peter thabit jones .

/people/person/children

NA
(0.597)

/people/person/children
(0.364)

/business/person/company
(0.011)

NA
(0.837)

/people/person/children
(0.146)

/people/person/nationality
(0.006)

dylan_thomas

thabit

if they have a residence
in canada , they can buy

farmland in saskatchewan
through the agriculture

development corporation ,
a private company , for a

minimum buy-in of $ 20,000 .

/location/location/contains

&

/location/country/
administrative_divisions

/location/location/contains
(0.790)

/location/country/
administrative_divisions

(0.194)

NA
(0.016)

/location/location/contains
(0.658)

/location/country/
administrative_divisions

(0.336)

NA
(0.005)

buy-in
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contextual inference method can enhance the performance of our 2BiGRU+PATT
model with the help of supporting contexts and is useful in our task. Our 2Bi-
GRU+PATT+Inference model assigns comparable or higher scores to the correct
predictions than the 2BiGRU+PATT model.

In the last column of Table 6.1, we show the unknown words, which can not
be found in our embedding matrix, in the corresponding sentence. The unknown
entities are indicated in italics. An unknown entity affected significantly to the
label of its bag for the short context, especially in the 4-th case. Since the is no
meaningful text span between two entities dylan_thomas and aeronwy_thomas,
and the 1st entity’s vector is missing from the embedding matrix, our models
result in the second top-scoring predictions (i.e., /people/person/children).

We checked the ratio of matched entities between the Riedel dataset and our
embedding matrix. We use the word embeddings trained on the NYT corpus
and keep the words which appear more than 100 times in the corpus as vocab-
ulary. These word embeddings are similar to previous baselines [47, 48]. There
are 69, 040 unique entities appeared in the Riedel dataset. However, we found
that only 22, 515 of 69, 040 entities (32.61%) matched in our embedding matrix.
It suggests that a larger text corpus should be used to cover the high number
of entities appeared in the Riedel dataset and improve the performance of our
proposed models. In addition, the vector embeddings of Wikipedia concepts and
entities, such as a person’s name, an organization or a place can be trained us-
ing the character embedding, which handles infrequent words better than the
word embedding as the latter suffers from lack of enough training opportunity
for out-of-vocabulary words.

Figure 6.2 shows similar entity pairs involved in our contextual inference
method from both training and testing portions in the Riedel dataset. Recall
that for each target bag (e1, e2) in a testing set, our contextual inference method
selects top-k similar bags to (e1, e2) from the training set according to Eq. (21).
We selected 1, 000 pairs between (e1, e2) and (x1, x2) that have highest similar-

70



e1:mississippi, e2:tunica

e1:louisiana, e2:barksdale_air_force_base

e1:louisiana, e2:baton_rouge

e1:cebu, e2:philippines

e1:thailand, e2:bangkok
e1:bangkok, e2:thailand

e1:asia, e2:singapore

e1:asia, e2:malaysia

e1:philippines, e2:cebu

e1:asia, e2:vietnam

e1:asia, e2:philippines

e1:laos, e2:luang_prabang

e1:ivan_basso, e2:italy

e1:jens_voigt, e2:germany

e1:alex_rodriguez, e2:washington_heights

e1:gary_sheffield, e2:florida

e1:middle_east, e2:iran

e1:asia, e2:israel

e1:syria, e2:damascus

e1:damascus, e2:syria

e1:asia, e2:north_korea

e1:asia, e2:russia
e1:asia, e2:turkey

e1:hassan_nasrallah, e2:lebanon

e1:israel, e2:west_bank

e1:connecticut, e2:hamden

e1:new_haven, e2:southern_connecticut_state_university

e1:germany, e2:stuttgart
e1:france, e2:paris

e1:paris, e2:france

e1:florent_serra, e2:france

e1:asia, e2:indiae1:south_asia, e2:sri_lanka

e1:middle_east, e2:turkey

e1:rafik_hariri, e2:beirut

e1:saad_hariri, e2:lebanon

e1:middle_east, e2:lebanone1:middle_east, e2:syria

e1:barnett_rubin, e2:new_york_university
e1:austan_goolsbee, e2:university_of_chicago

e1:john_logsdon, e2:george_washington_university

e1:kwame_anthony_appiah, e2:princeton_university

e1:john_mccain, e2:americane1:chuck_hagel, e2:nebraska

e1:robert_druskin, e2:citigroup

e1:josef_ackermann, e2:deutsche_bank

e1:asia, e2:iran
e1:haleh_esfandiari, e2:iran

e1:asia, e2:soviet_union

e1:steven_spielberg, e2:dreamworks
e1:brad_grey, e2:paramount_pictures

e1:garry_kasparov, e2:russia

e1:viswanathan_anand, e2:india

e1:russian, e2:ukraine

e1:russian, e2:belarus

e1:david_ferrer, e2:spain

e1:richard_gasquet, e2:france

e1:kristian_pless, e2:denmark

e1:marat_safin, e2:russia

e1:new_york_city, e2:lower_manhattan

e1:west_side, e2:west_village

e1:jerusalem, e2:yad_vashem

e1:israel, e2:east_jerusalem

e1:israel, e2:ramallahe1:ehud_olmert, e2:israel

e1:israel, e2:ashkelon

e1:gaza_strip, e2:gaza

e1:oregon, e2:portland

e1:washington, e2:seattle

e1:russian, e2:russia

e1:ukraine, e2:kiev

e1:kiev, e2:ukraine

e1:paramount_pictures, e2:dreamworks

e1:viacom, e2:sumner_redstone

e1:sumner_redstone, e2:viacom

e1:kentucky, e2:centre_college

e1:mitch_mustain, e2:arkansas
e1:arkansas, e2:arkadelphia

e1:gatineau, e2:canada

e1:ontario, e2:toronto

e1:ontario, e2:niagara_falls

e1:spain, e2:madrid

e1:cyprus, e2:larnaca

e1:rafik_hariri, e2:lebanon

e1:middle_east, e2:israel

e1:yitzhak_rabin, e2:israel

e1:mississippi, e2:gulfport

e1:haley_barbour, e2:mississippi

e1:medgar_evers, e2:mississippi

e1:mississippi, e2:ocean_springs

e1:gene_taylor, e2:mississippi

e1:uzbekistan, e2:bukhara
e1:asia, e2:kyrgyzstane1:kyrgyzstan, e2:bishkek

e1:bishkek, e2:kyrgyzstan

e1:new_york_city, e2:greenwich_village

e1:greenwich_village, e2:new_york_city

e1:lower_manhattan, e2:new_york_city

e1:florida, e2:jacksonville

e1:south_carolina, e2:clemson

e1:mark_redman, e2:atlanta
e1:dontrelle_willis, e2:oakland

e1:bobby_jindal, e2:louisiana

e1:nate_robinson, e2:seattle

e1:isiah_thomas, e2:chicago

e1:asia, e2:taiwan

e1:south_korea, e2:seoul

e1:seoul, e2:south_korea

e1:shimon_peres, e2:israel

e1:yitzhak_rabin, e2:jerusalem

e1:jerusalem, e2:yitzhak_rabin

e1:united_kingdom, e2:irish

e1:ireland, e2:northern_ireland

e1:canada, e2:gatineau

e1:tashkent, e2:uzbekistan
e1:uzbekistan, e2:tashkent

e1:new_york_city, e2:flatbush

e1:staten_island, e2:wagner_college

e1:thailand, e2:chiang_mai

e1:asia, e2:thailand

e1:jacques_chirac, e2:france

e1:germany, e2:siegene1:germany, e2:bad_soden

e1:iowa, e2:bode

e1:bode_miller, e2:new_hampshire

e1:new_hampshire, e2:franconia

e1:atlanta, e2:high_museum_of_art

e1:chicago, e2:art_institute_of_chicago

e1:berkeley, e2:berkeley_art_museum_and_pacific_film_archive

e1:california, e2:stanford_university

e1:california, e2:santa_barbara

e1:fairfield_county, e2:greenwich

e1:connecticut, e2:westport

e1:connecticut, e2:darien

e1:connecticut, e2:new_haven

e1:connecticut, e2:litchfield
e1:connecticut, e2:merritt_parkway

e1:connecticut, e2:ridgefield

e1:connecticut, e2:putnam
e1:connecticut, e2:new_britain

e1:mexico, e2:zihuatanejo
e1:guerrero, e2:acapulco

e1:israel, e2:jerusalem

e1:dan_halutz, e2:israel
e1:gilad_shalit, e2:israel

e1:rafik_hariri, e2:saad_hariri

e1:fernando_verdasco, e2:spain

e1:jagdish_bhagwati, e2:india

e1:florida, e2:palm_beache1:ed_colligan, e2:palm

e1:jeanne_moreau, e2:france

e1:jacques_chirac, e2:paris

e1:berlin, e2:germany

e1:germany, e2:berlin

e1:incheon, e2:south_korea

e1:seoul, e2:korea_university

e1:fairfield_county, e2:westport

e1:martha_moxley, e2:greenwich
e1:ned_lamont, e2:greenwich

e1:canada, e2:winnipeg

e1:waterloo, e2:university_of_waterloo

e1:north_america, e2:canada

e1:canada, e2:niagara_falls

e1:georges_pompidou, e2:france
e1:bernadette_chirac, e2:france

e1:renaud_donnedieu_de_vabres, e2:france

e1:jonathan_littell, e2:france
e1:france, e2:strasbourg

e1:charles_de_gaulle, e2:france

e1:olivier_assayas, e2:france

e1:jean_nouvel, e2:france

e1:florida, e2:west_palm_beach

e1:kansas, e2:wichita

e1:oklahoma, e2:mcalester

e1:vermont, e2:ascutney

e1:lebanon, e2:beirut

e1:middle_east, e2:jordan

e1:israel, e2:rehovot

e1:manhattanville, e2:new_york_city
e1:purchase, e2:manhattanville_college

e1:south_asia, e2:india

e1:florida, e2:south_floridae1:kentucky, e2:louisville

e1:kentucky, e2:south

e1:northern_ireland, e2:belfast

e1:scotland, e2:orkney_islandse1:bertie_ahern, e2:ireland

e1:russia, e2:nizhny_novgorod

e1:ontario, e2:canada

e1:canada, e2:ontario
e1:ontario, e2:brantford

e1:russia, e2:ulyanovsk

e1:russia, e2:tomsk

e1:berkeley, e2:haas_school_of_business

e1:natalia_vodianova, e2:russia

e1:dreamworks, e2:steven_spielberg

e1:david_geffen, e2:dreamworks

e1:dreamworks, e2:david_geffen

e1:moshe_dayan, e2:israel

e1:toronto, e2:royal_ontario_museum

e1:south_carolina, e2:college_of_charleston

e1:taiwan, e2:taipei e1:asia, e2:south_korea

e1:david_duke, e2:louisiana

e1:tampa, e2:legends_field

e1:george_steinbrenner, e2:cleveland

e1:north_america, e2:guatemala

e1:el_salvador, e2:san_miguel

e1:el_salvador, e2:san_salvador

e1:chicago_bears, e2:chicago

e1:baltimore_ravens, e2:baltimore

e1:south_carolina, e2:north
e1:kentucky, e2:eastern

e1:scotland, e2:united_kingdom

e1:united_kingdom, e2:scotland

e1:new_york_city, e2:manhattanville

e1:mikhail_khodorkovsky, e2:russia

e1:mount_baker, e2:seattle

e1:washington, e2:mount_rainier
e1:connecticut, e2:fairfield_county

e1:south_korea, e2:incheon

e1:indiana, e2:notre_dame

e1:anna_chakvetadze, e2:russia

e1:russia, e2:irkutsk

e1:evgeni_malkin, e2:russiae1:russia, e2:arkhangelsk

e1:belarus, e2:minsk

e1:chase_carey, e2:directv

e1:news_corporation, e2:fox_broadcasting_company

e1:kuala_lumpur, e2:malaysia

e1:indiana, e2:smith

e1:mohammad_khatami, e2:irane1:vali_nasr, e2:iran

e1:asia, e2:kabul

e1:minnesota, e2:iverson

e1:lebron_james, e2:cleveland

e1:malaysia, e2:kuala_lumpur

e1:israel, e2:hebrew_university_of_jerusalem

e1:california, e2:san_francisco

e1:flatbush, e2:new_york_city

e1:rehovot, e2:weizmann_institute_of_science

e1:thailand, e2:krabi

e1:connecticut, e2:greenwich

e1:italy, e2:venice

e1:germany, e2:wiesbaden

e1:louisiana, e2:kennere1:cajun, e2:louisiana

e1:george_allen, e2:virginia

e1:geoff_davis, e2:kentucky

e1:vermont, e2:jay_peake1:new_hampshire, e2:cannon_mountain

e1:boston, e2:fenway_park

e1:chicago, e2:wrigley_field

e1:italy, e2:maranello

e1:california, e2:los_gatos

e1:larry_brown, e2:mississippi

e1:chicago_bulls, e2:chicago

e1:nebraska, e2:lincoln

e1:sheldon_whitehouse, e2:rhode_island

e1:dwyane_wade, e2:chicago

e1:ned_lamont, e2:connecticut

e1:mississippi, e2:tunica

e1:louisiana, e2:barksdale_air_force_base

e1:louisiana, e2:baton_rouge

e1:cebu, e2:philippines

e1:thailand, e2:bangkok
e1:bangkok, e2:thailand

e1:asia, e2:singapore

e1:asia, e2:malaysia

e1:philippines, e2:cebu

e1:asia, e2:vietnam

e1:asia, e2:philippines

e1:laos, e2:luang_prabang

e1:ivan_basso, e2:italy

e1:jens_voigt, e2:germany

e1:alex_rodriguez, e2:washington_heights

e1:gary_sheffield, e2:florida

e1:middle_east, e2:iran

e1:asia, e2:israel

e1:syria, e2:damascus

e1:damascus, e2:syria

e1:asia, e2:north_korea

e1:asia, e2:russia
e1:asia, e2:turkey

e1:hassan_nasrallah, e2:lebanon

e1:israel, e2:west_bank

e1:connecticut, e2:hamden

e1:new_haven, e2:southern_connecticut_state_university

e1:germany, e2:stuttgart
e1:france, e2:paris

e1:paris, e2:france

e1:florent_serra, e2:france

e1:asia, e2:indiae1:south_asia, e2:sri_lanka

e1:middle_east, e2:turkey

e1:rafik_hariri, e2:beirut

e1:saad_hariri, e2:lebanon

e1:middle_east, e2:lebanone1:middle_east, e2:syria

e1:barnett_rubin, e2:new_york_university
e1:austan_goolsbee, e2:university_of_chicago

e1:john_logsdon, e2:george_washington_university

e1:kwame_anthony_appiah, e2:princeton_university

e1:john_mccain, e2:americane1:chuck_hagel, e2:nebraska

e1:robert_druskin, e2:citigroup

e1:josef_ackermann, e2:deutsche_bank

e1:asia, e2:iran
e1:haleh_esfandiari, e2:iran

e1:asia, e2:soviet_union

e1:steven_spielberg, e2:dreamworks
e1:brad_grey, e2:paramount_pictures

e1:garry_kasparov, e2:russia

e1:viswanathan_anand, e2:india

e1:russian, e2:ukraine

e1:russian, e2:belarus

e1:david_ferrer, e2:spain

e1:richard_gasquet, e2:france

e1:kristian_pless, e2:denmark

e1:marat_safin, e2:russia

e1:new_york_city, e2:lower_manhattan

e1:west_side, e2:west_village

e1:jerusalem, e2:yad_vashem

e1:israel, e2:east_jerusalem

e1:israel, e2:ramallahe1:ehud_olmert, e2:israel

e1:israel, e2:ashkelon

e1:gaza_strip, e2:gaza

e1:oregon, e2:portland

e1:washington, e2:seattle

e1:russian, e2:russia

e1:ukraine, e2:kiev

e1:kiev, e2:ukraine

e1:paramount_pictures, e2:dreamworks

e1:viacom, e2:sumner_redstone

e1:sumner_redstone, e2:viacom

e1:kentucky, e2:centre_college

e1:mitch_mustain, e2:arkansas
e1:arkansas, e2:arkadelphia

e1:gatineau, e2:canada

e1:ontario, e2:toronto

e1:ontario, e2:niagara_falls

e1:spain, e2:madrid

e1:cyprus, e2:larnaca

e1:rafik_hariri, e2:lebanon

e1:middle_east, e2:israel

e1:yitzhak_rabin, e2:israel

e1:mississippi, e2:gulfport

e1:haley_barbour, e2:mississippi

e1:medgar_evers, e2:mississippi

e1:mississippi, e2:ocean_springs

e1:gene_taylor, e2:mississippi

e1:uzbekistan, e2:bukhara
e1:asia, e2:kyrgyzstane1:kyrgyzstan, e2:bishkek

e1:bishkek, e2:kyrgyzstan

e1:new_york_city, e2:greenwich_village

e1:greenwich_village, e2:new_york_city

e1:lower_manhattan, e2:new_york_city

e1:florida, e2:jacksonville

e1:south_carolina, e2:clemson

e1:mark_redman, e2:atlanta
e1:dontrelle_willis, e2:oakland

e1:bobby_jindal, e2:louisiana

e1:nate_robinson, e2:seattle

e1:isiah_thomas, e2:chicago

e1:asia, e2:taiwan

e1:south_korea, e2:seoul

e1:seoul, e2:south_korea

e1:shimon_peres, e2:israel

e1:yitzhak_rabin, e2:jerusalem

e1:jerusalem, e2:yitzhak_rabin

e1:united_kingdom, e2:irish

e1:ireland, e2:northern_ireland

e1:canada, e2:gatineau

e1:tashkent, e2:uzbekistan
e1:uzbekistan, e2:tashkent

e1:new_york_city, e2:flatbush

e1:staten_island, e2:wagner_college

e1:thailand, e2:chiang_mai

e1:asia, e2:thailand

e1:jacques_chirac, e2:france

e1:germany, e2:siegene1:germany, e2:bad_soden

e1:iowa, e2:bode

e1:bode_miller, e2:new_hampshire

e1:new_hampshire, e2:franconia

e1:atlanta, e2:high_museum_of_art

e1:chicago, e2:art_institute_of_chicago

e1:berkeley, e2:berkeley_art_museum_and_pacific_film_archive

e1:california, e2:stanford_university

e1:california, e2:santa_barbara

e1:fairfield_county, e2:greenwich

e1:connecticut, e2:westport

e1:connecticut, e2:darien

e1:connecticut, e2:new_haven

e1:connecticut, e2:litchfield
e1:connecticut, e2:merritt_parkway

e1:connecticut, e2:ridgefield

e1:connecticut, e2:putnam
e1:connecticut, e2:new_britain

e1:mexico, e2:zihuatanejo
e1:guerrero, e2:acapulco

e1:israel, e2:jerusalem

e1:dan_halutz, e2:israel
e1:gilad_shalit, e2:israel

e1:rafik_hariri, e2:saad_hariri

e1:fernando_verdasco, e2:spain

e1:jagdish_bhagwati, e2:india

e1:florida, e2:palm_beache1:ed_colligan, e2:palm

e1:jeanne_moreau, e2:france

e1:jacques_chirac, e2:paris

e1:berlin, e2:germany

e1:germany, e2:berlin

e1:incheon, e2:south_korea

e1:seoul, e2:korea_university

e1:fairfield_county, e2:westport

e1:martha_moxley, e2:greenwich
e1:ned_lamont, e2:greenwich

e1:canada, e2:winnipeg

e1:waterloo, e2:university_of_waterloo

e1:north_america, e2:canada

e1:canada, e2:niagara_falls

e1:georges_pompidou, e2:france
e1:bernadette_chirac, e2:france

e1:renaud_donnedieu_de_vabres, e2:france

e1:jonathan_littell, e2:france
e1:france, e2:strasbourg

e1:charles_de_gaulle, e2:france

e1:olivier_assayas, e2:france

e1:jean_nouvel, e2:france

e1:florida, e2:west_palm_beach

e1:kansas, e2:wichita

e1:oklahoma, e2:mcalester

e1:vermont, e2:ascutney

e1:lebanon, e2:beirut

e1:middle_east, e2:jordan

e1:israel, e2:rehovot

e1:manhattanville, e2:new_york_city
e1:purchase, e2:manhattanville_college

e1:south_asia, e2:india

e1:florida, e2:south_floridae1:kentucky, e2:louisville

e1:kentucky, e2:south

e1:northern_ireland, e2:belfast

e1:scotland, e2:orkney_islandse1:bertie_ahern, e2:ireland

e1:russia, e2:nizhny_novgorod

e1:ontario, e2:canada

e1:canada, e2:ontario
e1:ontario, e2:brantford

e1:russia, e2:ulyanovsk

e1:russia, e2:tomsk

e1:berkeley, e2:haas_school_of_business

e1:natalia_vodianova, e2:russia

e1:dreamworks, e2:steven_spielberg

e1:david_geffen, e2:dreamworks

e1:dreamworks, e2:david_geffen

e1:moshe_dayan, e2:israel

e1:toronto, e2:royal_ontario_museum

e1:south_carolina, e2:college_of_charleston

e1:taiwan, e2:taipei e1:asia, e2:south_korea

e1:david_duke, e2:louisiana

e1:tampa, e2:legends_field

e1:george_steinbrenner, e2:cleveland

e1:north_america, e2:guatemala

e1:el_salvador, e2:san_miguel

e1:el_salvador, e2:san_salvador

e1:chicago_bears, e2:chicago

e1:baltimore_ravens, e2:baltimore

e1:south_carolina, e2:north
e1:kentucky, e2:eastern

e1:scotland, e2:united_kingdom

e1:united_kingdom, e2:scotland

e1:new_york_city, e2:manhattanville

e1:mikhail_khodorkovsky, e2:russia

e1:mount_baker, e2:seattle

e1:washington, e2:mount_rainier
e1:connecticut, e2:fairfield_county

e1:south_korea, e2:incheon

e1:indiana, e2:notre_dame

e1:anna_chakvetadze, e2:russia

e1:russia, e2:irkutsk

e1:evgeni_malkin, e2:russiae1:russia, e2:arkhangelsk

e1:belarus, e2:minsk

e1:chase_carey, e2:directv

e1:news_corporation, e2:fox_broadcasting_company

e1:kuala_lumpur, e2:malaysia

e1:indiana, e2:smith

e1:mohammad_khatami, e2:irane1:vali_nasr, e2:iran

e1:asia, e2:kabul

e1:minnesota, e2:iverson

e1:lebron_james, e2:cleveland

e1:malaysia, e2:kuala_lumpur

e1:israel, e2:hebrew_university_of_jerusalem

e1:california, e2:san_francisco

e1:flatbush, e2:new_york_city

e1:rehovot, e2:weizmann_institute_of_science

e1:thailand, e2:krabi

e1:connecticut, e2:greenwich

e1:italy, e2:venice

e1:germany, e2:wiesbaden

e1:louisiana, e2:kennere1:cajun, e2:louisiana

e1:george_allen, e2:virginia

e1:geoff_davis, e2:kentucky

e1:vermont, e2:jay_peake1:new_hampshire, e2:cannon_mountain

e1:boston, e2:fenway_park

e1:chicago, e2:wrigley_field

e1:italy, e2:maranello

e1:california, e2:los_gatos

e1:larry_brown, e2:mississippi

e1:chicago_bulls, e2:chicago

e1:nebraska, e2:lincoln

e1:sheldon_whitehouse, e2:rhode_island

e1:dwyane_wade, e2:chicago

e1:ned_lamont, e2:connecticut

e1:mississippi, e2:tunica

e1:louisiana, e2:barksdale_air_force_base

e1:louisiana, e2:baton_rouge

e1:cebu, e2:philippines

e1:thailand, e2:bangkok
e1:bangkok, e2:thailand

e1:asia, e2:singapore

e1:asia, e2:malaysia

e1:philippines, e2:cebu

e1:asia, e2:vietnam

e1:asia, e2:philippines

e1:laos, e2:luang_prabang

e1:ivan_basso, e2:italy

e1:jens_voigt, e2:germany

e1:alex_rodriguez, e2:washington_heights

e1:gary_sheffield, e2:florida

e1:middle_east, e2:iran

e1:asia, e2:israel

e1:syria, e2:damascus

e1:damascus, e2:syria

e1:asia, e2:north_korea

e1:asia, e2:russia
e1:asia, e2:turkey

e1:hassan_nasrallah, e2:lebanon

e1:israel, e2:west_bank

e1:connecticut, e2:hamden

e1:new_haven, e2:southern_connecticut_state_university

e1:germany, e2:stuttgart
e1:france, e2:paris

e1:paris, e2:france

e1:florent_serra, e2:france

e1:asia, e2:indiae1:south_asia, e2:sri_lanka

e1:middle_east, e2:turkey

e1:rafik_hariri, e2:beirut

e1:saad_hariri, e2:lebanon

e1:middle_east, e2:lebanone1:middle_east, e2:syria

e1:barnett_rubin, e2:new_york_university
e1:austan_goolsbee, e2:university_of_chicago

e1:john_logsdon, e2:george_washington_university

e1:kwame_anthony_appiah, e2:princeton_university

e1:john_mccain, e2:americane1:chuck_hagel, e2:nebraska

e1:robert_druskin, e2:citigroup

e1:josef_ackermann, e2:deutsche_bank

e1:asia, e2:iran
e1:haleh_esfandiari, e2:iran

e1:asia, e2:soviet_union

e1:steven_spielberg, e2:dreamworks
e1:brad_grey, e2:paramount_pictures

e1:garry_kasparov, e2:russia

e1:viswanathan_anand, e2:india

e1:russian, e2:ukraine

e1:russian, e2:belarus

e1:david_ferrer, e2:spain

e1:richard_gasquet, e2:france

e1:kristian_pless, e2:denmark

e1:marat_safin, e2:russia

e1:new_york_city, e2:lower_manhattan

e1:west_side, e2:west_village

e1:jerusalem, e2:yad_vashem

e1:israel, e2:east_jerusalem

e1:israel, e2:ramallahe1:ehud_olmert, e2:israel

e1:israel, e2:ashkelon

e1:gaza_strip, e2:gaza

e1:oregon, e2:portland

e1:washington, e2:seattle

e1:russian, e2:russia

e1:ukraine, e2:kiev

e1:kiev, e2:ukraine

e1:paramount_pictures, e2:dreamworks

e1:viacom, e2:sumner_redstone

e1:sumner_redstone, e2:viacom

e1:kentucky, e2:centre_college

e1:mitch_mustain, e2:arkansas
e1:arkansas, e2:arkadelphia

e1:gatineau, e2:canada

e1:ontario, e2:toronto

e1:ontario, e2:niagara_falls

e1:spain, e2:madrid

e1:cyprus, e2:larnaca

e1:rafik_hariri, e2:lebanon

e1:middle_east, e2:israel

e1:yitzhak_rabin, e2:israel

e1:mississippi, e2:gulfport

e1:haley_barbour, e2:mississippi

e1:medgar_evers, e2:mississippi

e1:mississippi, e2:ocean_springs

e1:gene_taylor, e2:mississippi

e1:uzbekistan, e2:bukhara
e1:asia, e2:kyrgyzstane1:kyrgyzstan, e2:bishkek

e1:bishkek, e2:kyrgyzstan

e1:new_york_city, e2:greenwich_village

e1:greenwich_village, e2:new_york_city

e1:lower_manhattan, e2:new_york_city

e1:florida, e2:jacksonville

e1:south_carolina, e2:clemson

e1:mark_redman, e2:atlanta
e1:dontrelle_willis, e2:oakland

e1:bobby_jindal, e2:louisiana

e1:nate_robinson, e2:seattle

e1:isiah_thomas, e2:chicago

e1:asia, e2:taiwan

e1:south_korea, e2:seoul

e1:seoul, e2:south_korea

e1:shimon_peres, e2:israel

e1:yitzhak_rabin, e2:jerusalem

e1:jerusalem, e2:yitzhak_rabin

e1:united_kingdom, e2:irish

e1:ireland, e2:northern_ireland

e1:canada, e2:gatineau

e1:tashkent, e2:uzbekistan
e1:uzbekistan, e2:tashkent

e1:new_york_city, e2:flatbush

e1:staten_island, e2:wagner_college

e1:thailand, e2:chiang_mai

e1:asia, e2:thailand

e1:jacques_chirac, e2:france

e1:germany, e2:siegene1:germany, e2:bad_soden

e1:iowa, e2:bode

e1:bode_miller, e2:new_hampshire

e1:new_hampshire, e2:franconia

e1:atlanta, e2:high_museum_of_art

e1:chicago, e2:art_institute_of_chicago

e1:berkeley, e2:berkeley_art_museum_and_pacific_film_archive

e1:california, e2:stanford_university

e1:california, e2:santa_barbara

e1:fairfield_county, e2:greenwich

e1:connecticut, e2:westport

e1:connecticut, e2:darien

e1:connecticut, e2:new_haven

e1:connecticut, e2:litchfield
e1:connecticut, e2:merritt_parkway

e1:connecticut, e2:ridgefield

e1:connecticut, e2:putnam
e1:connecticut, e2:new_britain

e1:mexico, e2:zihuatanejo
e1:guerrero, e2:acapulco

e1:israel, e2:jerusalem

e1:dan_halutz, e2:israel
e1:gilad_shalit, e2:israel

e1:rafik_hariri, e2:saad_hariri

e1:fernando_verdasco, e2:spain

e1:jagdish_bhagwati, e2:india

e1:florida, e2:palm_beache1:ed_colligan, e2:palm

e1:jeanne_moreau, e2:france

e1:jacques_chirac, e2:paris

e1:berlin, e2:germany

e1:germany, e2:berlin

e1:incheon, e2:south_korea

e1:seoul, e2:korea_university

e1:fairfield_county, e2:westport

e1:martha_moxley, e2:greenwich
e1:ned_lamont, e2:greenwich

e1:canada, e2:winnipeg

e1:waterloo, e2:university_of_waterloo

e1:north_america, e2:canada

e1:canada, e2:niagara_falls

e1:georges_pompidou, e2:france
e1:bernadette_chirac, e2:france

e1:renaud_donnedieu_de_vabres, e2:france

e1:jonathan_littell, e2:france
e1:france, e2:strasbourg

e1:charles_de_gaulle, e2:france

e1:olivier_assayas, e2:france

e1:jean_nouvel, e2:france

e1:florida, e2:west_palm_beach

e1:kansas, e2:wichita

e1:oklahoma, e2:mcalester

e1:vermont, e2:ascutney

e1:lebanon, e2:beirut

e1:middle_east, e2:jordan

e1:israel, e2:rehovot

e1:manhattanville, e2:new_york_city
e1:purchase, e2:manhattanville_college

e1:south_asia, e2:india

e1:florida, e2:south_floridae1:kentucky, e2:louisville

e1:kentucky, e2:south

e1:northern_ireland, e2:belfast

e1:scotland, e2:orkney_islandse1:bertie_ahern, e2:ireland

e1:russia, e2:nizhny_novgorod

e1:ontario, e2:canada

e1:canada, e2:ontario
e1:ontario, e2:brantford

e1:russia, e2:ulyanovsk

e1:russia, e2:tomsk

e1:berkeley, e2:haas_school_of_business

e1:natalia_vodianova, e2:russia

e1:dreamworks, e2:steven_spielberg

e1:david_geffen, e2:dreamworks

e1:dreamworks, e2:david_geffen

e1:moshe_dayan, e2:israel

e1:toronto, e2:royal_ontario_museum

e1:south_carolina, e2:college_of_charleston

e1:taiwan, e2:taipei e1:asia, e2:south_korea

e1:david_duke, e2:louisiana

e1:tampa, e2:legends_field

e1:george_steinbrenner, e2:cleveland

e1:north_america, e2:guatemala

e1:el_salvador, e2:san_miguel

e1:el_salvador, e2:san_salvador

e1:chicago_bears, e2:chicago

e1:baltimore_ravens, e2:baltimore

e1:south_carolina, e2:north
e1:kentucky, e2:eastern

e1:scotland, e2:united_kingdom

e1:united_kingdom, e2:scotland

e1:new_york_city, e2:manhattanville

e1:mikhail_khodorkovsky, e2:russia

e1:mount_baker, e2:seattle

e1:washington, e2:mount_rainier
e1:connecticut, e2:fairfield_county

e1:south_korea, e2:incheon

e1:indiana, e2:notre_dame

e1:anna_chakvetadze, e2:russia

e1:russia, e2:irkutsk

e1:evgeni_malkin, e2:russiae1:russia, e2:arkhangelsk

e1:belarus, e2:minsk

e1:chase_carey, e2:directv

e1:news_corporation, e2:fox_broadcasting_company

e1:kuala_lumpur, e2:malaysia

e1:indiana, e2:smith

e1:mohammad_khatami, e2:irane1:vali_nasr, e2:iran

e1:asia, e2:kabul

e1:minnesota, e2:iverson

e1:lebron_james, e2:cleveland

e1:malaysia, e2:kuala_lumpur

e1:israel, e2:hebrew_university_of_jerusalem

e1:california, e2:san_francisco

e1:flatbush, e2:new_york_city

e1:rehovot, e2:weizmann_institute_of_science

e1:thailand, e2:krabi

e1:connecticut, e2:greenwich

e1:italy, e2:venice

e1:germany, e2:wiesbaden

e1:louisiana, e2:kennere1:cajun, e2:louisiana

e1:george_allen, e2:virginia

e1:geoff_davis, e2:kentucky

e1:vermont, e2:jay_peake1:new_hampshire, e2:cannon_mountain

e1:boston, e2:fenway_park

e1:chicago, e2:wrigley_field

e1:italy, e2:maranello

e1:california, e2:los_gatos

e1:larry_brown, e2:mississippi

e1:chicago_bulls, e2:chicago

e1:nebraska, e2:lincoln

e1:sheldon_whitehouse, e2:rhode_island

e1:dwyane_wade, e2:chicago

e1:ned_lamont, e2:connecticut

e1:mississippi, e2:tunica

e1:louisiana, e2:barksdale_air_force_base

e1:louisiana, e2:baton_rouge

e1:cebu, e2:philippines

e1:thailand, e2:bangkok
e1:bangkok, e2:thailand

e1:asia, e2:singapore

e1:asia, e2:malaysia

e1:philippines, e2:cebu

e1:asia, e2:vietnam

e1:asia, e2:philippines

e1:laos, e2:luang_prabang

e1:ivan_basso, e2:italy

e1:jens_voigt, e2:germany

e1:alex_rodriguez, e2:washington_heights

e1:gary_sheffield, e2:florida

e1:middle_east, e2:iran

e1:asia, e2:israel

e1:syria, e2:damascus

e1:damascus, e2:syria

e1:asia, e2:north_korea

e1:asia, e2:russia
e1:asia, e2:turkey

e1:hassan_nasrallah, e2:lebanon

e1:israel, e2:west_bank

e1:connecticut, e2:hamden

e1:new_haven, e2:southern_connecticut_state_university

e1:germany, e2:stuttgart
e1:france, e2:paris

e1:paris, e2:france

e1:florent_serra, e2:france

e1:asia, e2:indiae1:south_asia, e2:sri_lanka

e1:middle_east, e2:turkey

e1:rafik_hariri, e2:beirut

e1:saad_hariri, e2:lebanon

e1:middle_east, e2:lebanone1:middle_east, e2:syria

e1:barnett_rubin, e2:new_york_university
e1:austan_goolsbee, e2:university_of_chicago

e1:john_logsdon, e2:george_washington_university

e1:kwame_anthony_appiah, e2:princeton_university

e1:john_mccain, e2:americane1:chuck_hagel, e2:nebraska

e1:robert_druskin, e2:citigroup

e1:josef_ackermann, e2:deutsche_bank

e1:asia, e2:iran
e1:haleh_esfandiari, e2:iran

e1:asia, e2:soviet_union

e1:steven_spielberg, e2:dreamworks
e1:brad_grey, e2:paramount_pictures

e1:garry_kasparov, e2:russia

e1:viswanathan_anand, e2:india

e1:russian, e2:ukraine

e1:russian, e2:belarus

e1:david_ferrer, e2:spain

e1:richard_gasquet, e2:france

e1:kristian_pless, e2:denmark

e1:marat_safin, e2:russia

e1:new_york_city, e2:lower_manhattan

e1:west_side, e2:west_village

e1:jerusalem, e2:yad_vashem

e1:israel, e2:east_jerusalem

e1:israel, e2:ramallahe1:ehud_olmert, e2:israel

e1:israel, e2:ashkelon

e1:gaza_strip, e2:gaza

e1:oregon, e2:portland

e1:washington, e2:seattle

e1:russian, e2:russia

e1:ukraine, e2:kiev

e1:kiev, e2:ukraine

e1:paramount_pictures, e2:dreamworks

e1:viacom, e2:sumner_redstone

e1:sumner_redstone, e2:viacom

e1:kentucky, e2:centre_college

e1:mitch_mustain, e2:arkansas
e1:arkansas, e2:arkadelphia

e1:gatineau, e2:canada

e1:ontario, e2:toronto

e1:ontario, e2:niagara_falls

e1:spain, e2:madrid

e1:cyprus, e2:larnaca

e1:rafik_hariri, e2:lebanon

e1:middle_east, e2:israel

e1:yitzhak_rabin, e2:israel

e1:mississippi, e2:gulfport

e1:haley_barbour, e2:mississippi

e1:medgar_evers, e2:mississippi

e1:mississippi, e2:ocean_springs

e1:gene_taylor, e2:mississippi

e1:uzbekistan, e2:bukhara
e1:asia, e2:kyrgyzstane1:kyrgyzstan, e2:bishkek

e1:bishkek, e2:kyrgyzstan

e1:new_york_city, e2:greenwich_village

e1:greenwich_village, e2:new_york_city

e1:lower_manhattan, e2:new_york_city

e1:florida, e2:jacksonville

e1:south_carolina, e2:clemson

e1:mark_redman, e2:atlanta
e1:dontrelle_willis, e2:oakland

e1:bobby_jindal, e2:louisiana

e1:nate_robinson, e2:seattle

e1:isiah_thomas, e2:chicago

e1:asia, e2:taiwan

e1:south_korea, e2:seoul

e1:seoul, e2:south_korea

e1:shimon_peres, e2:israel

e1:yitzhak_rabin, e2:jerusalem

e1:jerusalem, e2:yitzhak_rabin

e1:united_kingdom, e2:irish

e1:ireland, e2:northern_ireland

e1:canada, e2:gatineau

e1:tashkent, e2:uzbekistan
e1:uzbekistan, e2:tashkent

e1:new_york_city, e2:flatbush

e1:staten_island, e2:wagner_college

e1:thailand, e2:chiang_mai

e1:asia, e2:thailand

e1:jacques_chirac, e2:france

e1:germany, e2:siegene1:germany, e2:bad_soden

e1:iowa, e2:bode

e1:bode_miller, e2:new_hampshire

e1:new_hampshire, e2:franconia

e1:atlanta, e2:high_museum_of_art

e1:chicago, e2:art_institute_of_chicago

e1:berkeley, e2:berkeley_art_museum_and_pacific_film_archive

e1:california, e2:stanford_university

e1:california, e2:santa_barbara

e1:fairfield_county, e2:greenwich

e1:connecticut, e2:westport

e1:connecticut, e2:darien

e1:connecticut, e2:new_haven

e1:connecticut, e2:litchfield
e1:connecticut, e2:merritt_parkway

e1:connecticut, e2:ridgefield

e1:connecticut, e2:putnam
e1:connecticut, e2:new_britain

e1:mexico, e2:zihuatanejo
e1:guerrero, e2:acapulco

e1:israel, e2:jerusalem

e1:dan_halutz, e2:israel
e1:gilad_shalit, e2:israel

e1:rafik_hariri, e2:saad_hariri

e1:fernando_verdasco, e2:spain

e1:jagdish_bhagwati, e2:india

e1:florida, e2:palm_beache1:ed_colligan, e2:palm

e1:jeanne_moreau, e2:france

e1:jacques_chirac, e2:paris

e1:berlin, e2:germany

e1:germany, e2:berlin

e1:incheon, e2:south_korea

e1:seoul, e2:korea_university

e1:fairfield_county, e2:westport

e1:martha_moxley, e2:greenwich
e1:ned_lamont, e2:greenwich

e1:canada, e2:winnipeg

e1:waterloo, e2:university_of_waterloo

e1:north_america, e2:canada

e1:canada, e2:niagara_falls

e1:georges_pompidou, e2:france
e1:bernadette_chirac, e2:france

e1:renaud_donnedieu_de_vabres, e2:france

e1:jonathan_littell, e2:france
e1:france, e2:strasbourg

e1:charles_de_gaulle, e2:france

e1:olivier_assayas, e2:france

e1:jean_nouvel, e2:france

e1:florida, e2:west_palm_beach

e1:kansas, e2:wichita

e1:oklahoma, e2:mcalester

e1:vermont, e2:ascutney

e1:lebanon, e2:beirut

e1:middle_east, e2:jordan

e1:israel, e2:rehovot

e1:manhattanville, e2:new_york_city
e1:purchase, e2:manhattanville_college

e1:south_asia, e2:india

e1:florida, e2:south_floridae1:kentucky, e2:louisville

e1:kentucky, e2:south

e1:northern_ireland, e2:belfast

e1:scotland, e2:orkney_islandse1:bertie_ahern, e2:ireland

e1:russia, e2:nizhny_novgorod

e1:ontario, e2:canada

e1:canada, e2:ontario
e1:ontario, e2:brantford

e1:russia, e2:ulyanovsk

e1:russia, e2:tomsk

e1:berkeley, e2:haas_school_of_business

e1:natalia_vodianova, e2:russia

e1:dreamworks, e2:steven_spielberg

e1:david_geffen, e2:dreamworks

e1:dreamworks, e2:david_geffen

e1:moshe_dayan, e2:israel

e1:toronto, e2:royal_ontario_museum

e1:south_carolina, e2:college_of_charleston

e1:taiwan, e2:taipei e1:asia, e2:south_korea

e1:david_duke, e2:louisiana

e1:tampa, e2:legends_field

e1:george_steinbrenner, e2:cleveland

e1:north_america, e2:guatemala

e1:el_salvador, e2:san_miguel

e1:el_salvador, e2:san_salvador

e1:chicago_bears, e2:chicago

e1:baltimore_ravens, e2:baltimore

e1:south_carolina, e2:north
e1:kentucky, e2:eastern

e1:scotland, e2:united_kingdom

e1:united_kingdom, e2:scotland

e1:new_york_city, e2:manhattanville

e1:mikhail_khodorkovsky, e2:russia

e1:mount_baker, e2:seattle

e1:washington, e2:mount_rainier
e1:connecticut, e2:fairfield_county

e1:south_korea, e2:incheon

e1:indiana, e2:notre_dame

e1:anna_chakvetadze, e2:russia

e1:russia, e2:irkutsk

e1:evgeni_malkin, e2:russiae1:russia, e2:arkhangelsk

e1:belarus, e2:minsk

e1:chase_carey, e2:directv

e1:news_corporation, e2:fox_broadcasting_company

e1:kuala_lumpur, e2:malaysia

e1:indiana, e2:smith

e1:mohammad_khatami, e2:irane1:vali_nasr, e2:iran

e1:asia, e2:kabul

e1:minnesota, e2:iverson

e1:lebron_james, e2:cleveland

e1:malaysia, e2:kuala_lumpur

e1:israel, e2:hebrew_university_of_jerusalem

e1:california, e2:san_francisco

e1:flatbush, e2:new_york_city

e1:rehovot, e2:weizmann_institute_of_science

e1:thailand, e2:krabi

e1:connecticut, e2:greenwich

e1:italy, e2:venice

e1:germany, e2:wiesbaden

e1:louisiana, e2:kennere1:cajun, e2:louisiana

e1:george_allen, e2:virginia

e1:geoff_davis, e2:kentucky

e1:vermont, e2:jay_peake1:new_hampshire, e2:cannon_mountain

e1:boston, e2:fenway_park

e1:chicago, e2:wrigley_field

e1:italy, e2:maranello

e1:california, e2:los_gatos

e1:larry_brown, e2:mississippi

e1:chicago_bulls, e2:chicago

e1:nebraska, e2:lincoln

e1:sheldon_whitehouse, e2:rhode_island

e1:dwyane_wade, e2:chicago

e1:ned_lamont, e2:connecticut

e1:mississippi, e2:tunica

e1:louisiana, e2:barksdale_air_force_base

e1:louisiana, e2:baton_rouge

e1:cebu, e2:philippines

e1:thailand, e2:bangkok
e1:bangkok, e2:thailand

e1:asia, e2:singapore

e1:asia, e2:malaysia

e1:philippines, e2:cebu

e1:asia, e2:vietnam

e1:asia, e2:philippines

e1:laos, e2:luang_prabang

e1:ivan_basso, e2:italy

e1:jens_voigt, e2:germany

e1:alex_rodriguez, e2:washington_heights

e1:gary_sheffield, e2:florida

e1:middle_east, e2:iran

e1:asia, e2:israel

e1:syria, e2:damascus

e1:damascus, e2:syria

e1:asia, e2:north_korea

e1:asia, e2:russia
e1:asia, e2:turkey

e1:hassan_nasrallah, e2:lebanon

e1:israel, e2:west_bank

e1:connecticut, e2:hamden

e1:new_haven, e2:southern_connecticut_state_university

e1:germany, e2:stuttgart
e1:france, e2:paris

e1:paris, e2:france

e1:florent_serra, e2:france

e1:asia, e2:indiae1:south_asia, e2:sri_lanka

e1:middle_east, e2:turkey

e1:rafik_hariri, e2:beirut

e1:saad_hariri, e2:lebanon

e1:middle_east, e2:lebanone1:middle_east, e2:syria

e1:barnett_rubin, e2:new_york_university
e1:austan_goolsbee, e2:university_of_chicago

e1:john_logsdon, e2:george_washington_university

e1:kwame_anthony_appiah, e2:princeton_university

e1:john_mccain, e2:americane1:chuck_hagel, e2:nebraska

e1:robert_druskin, e2:citigroup

e1:josef_ackermann, e2:deutsche_bank

e1:asia, e2:iran
e1:haleh_esfandiari, e2:iran

e1:asia, e2:soviet_union

e1:steven_spielberg, e2:dreamworks
e1:brad_grey, e2:paramount_pictures

e1:garry_kasparov, e2:russia

e1:viswanathan_anand, e2:india

e1:russian, e2:ukraine

e1:russian, e2:belarus

e1:david_ferrer, e2:spain

e1:richard_gasquet, e2:france

e1:kristian_pless, e2:denmark

e1:marat_safin, e2:russia

e1:new_york_city, e2:lower_manhattan

e1:west_side, e2:west_village

e1:jerusalem, e2:yad_vashem

e1:israel, e2:east_jerusalem

e1:israel, e2:ramallahe1:ehud_olmert, e2:israel

e1:israel, e2:ashkelon

e1:gaza_strip, e2:gaza

e1:oregon, e2:portland

e1:washington, e2:seattle

e1:russian, e2:russia

e1:ukraine, e2:kiev

e1:kiev, e2:ukraine

e1:paramount_pictures, e2:dreamworks

e1:viacom, e2:sumner_redstone

e1:sumner_redstone, e2:viacom

e1:kentucky, e2:centre_college

e1:mitch_mustain, e2:arkansas
e1:arkansas, e2:arkadelphia

e1:gatineau, e2:canada

e1:ontario, e2:toronto

e1:ontario, e2:niagara_falls

e1:spain, e2:madrid

e1:cyprus, e2:larnaca

e1:rafik_hariri, e2:lebanon

e1:middle_east, e2:israel

e1:yitzhak_rabin, e2:israel

e1:mississippi, e2:gulfport

e1:haley_barbour, e2:mississippi

e1:medgar_evers, e2:mississippi

e1:mississippi, e2:ocean_springs

e1:gene_taylor, e2:mississippi

e1:uzbekistan, e2:bukhara
e1:asia, e2:kyrgyzstane1:kyrgyzstan, e2:bishkek

e1:bishkek, e2:kyrgyzstan

e1:new_york_city, e2:greenwich_village

e1:greenwich_village, e2:new_york_city

e1:lower_manhattan, e2:new_york_city

e1:florida, e2:jacksonville

e1:south_carolina, e2:clemson

e1:mark_redman, e2:atlanta
e1:dontrelle_willis, e2:oakland

e1:bobby_jindal, e2:louisiana

e1:nate_robinson, e2:seattle

e1:isiah_thomas, e2:chicago

e1:asia, e2:taiwan

e1:south_korea, e2:seoul

e1:seoul, e2:south_korea

e1:shimon_peres, e2:israel

e1:yitzhak_rabin, e2:jerusalem

e1:jerusalem, e2:yitzhak_rabin

e1:united_kingdom, e2:irish

e1:ireland, e2:northern_ireland

e1:canada, e2:gatineau

e1:tashkent, e2:uzbekistan
e1:uzbekistan, e2:tashkent

e1:new_york_city, e2:flatbush

e1:staten_island, e2:wagner_college

e1:thailand, e2:chiang_mai

e1:asia, e2:thailand

e1:jacques_chirac, e2:france

e1:germany, e2:siegene1:germany, e2:bad_soden

e1:iowa, e2:bode

e1:bode_miller, e2:new_hampshire

e1:new_hampshire, e2:franconia

e1:atlanta, e2:high_museum_of_art

e1:chicago, e2:art_institute_of_chicago

e1:berkeley, e2:berkeley_art_museum_and_pacific_film_archive

e1:california, e2:stanford_university

e1:california, e2:santa_barbara

e1:fairfield_county, e2:greenwich

e1:connecticut, e2:westport

e1:connecticut, e2:darien

e1:connecticut, e2:new_haven

e1:connecticut, e2:litchfield
e1:connecticut, e2:merritt_parkway

e1:connecticut, e2:ridgefield

e1:connecticut, e2:putnam
e1:connecticut, e2:new_britain

e1:mexico, e2:zihuatanejo
e1:guerrero, e2:acapulco

e1:israel, e2:jerusalem

e1:dan_halutz, e2:israel
e1:gilad_shalit, e2:israel

e1:rafik_hariri, e2:saad_hariri

e1:fernando_verdasco, e2:spain

e1:jagdish_bhagwati, e2:india

e1:florida, e2:palm_beache1:ed_colligan, e2:palm

e1:jeanne_moreau, e2:france

e1:jacques_chirac, e2:paris

e1:berlin, e2:germany

e1:germany, e2:berlin

e1:incheon, e2:south_korea

e1:seoul, e2:korea_university

e1:fairfield_county, e2:westport

e1:martha_moxley, e2:greenwich
e1:ned_lamont, e2:greenwich

e1:canada, e2:winnipeg

e1:waterloo, e2:university_of_waterloo

e1:north_america, e2:canada

e1:canada, e2:niagara_falls

e1:georges_pompidou, e2:france
e1:bernadette_chirac, e2:france

e1:renaud_donnedieu_de_vabres, e2:france

e1:jonathan_littell, e2:france
e1:france, e2:strasbourg

e1:charles_de_gaulle, e2:france

e1:olivier_assayas, e2:france

e1:jean_nouvel, e2:france

e1:florida, e2:west_palm_beach

e1:kansas, e2:wichita

e1:oklahoma, e2:mcalester

e1:vermont, e2:ascutney

e1:lebanon, e2:beirut

e1:middle_east, e2:jordan

e1:israel, e2:rehovot

e1:manhattanville, e2:new_york_city
e1:purchase, e2:manhattanville_college

e1:south_asia, e2:india

e1:florida, e2:south_floridae1:kentucky, e2:louisville

e1:kentucky, e2:south

e1:northern_ireland, e2:belfast

e1:scotland, e2:orkney_islandse1:bertie_ahern, e2:ireland

e1:russia, e2:nizhny_novgorod

e1:ontario, e2:canada

e1:canada, e2:ontario
e1:ontario, e2:brantford

e1:russia, e2:ulyanovsk

e1:russia, e2:tomsk

e1:berkeley, e2:haas_school_of_business

e1:natalia_vodianova, e2:russia

e1:dreamworks, e2:steven_spielberg

e1:david_geffen, e2:dreamworks

e1:dreamworks, e2:david_geffen

e1:moshe_dayan, e2:israel

e1:toronto, e2:royal_ontario_museum

e1:south_carolina, e2:college_of_charleston

e1:taiwan, e2:taipei e1:asia, e2:south_korea

e1:david_duke, e2:louisiana

e1:tampa, e2:legends_field

e1:george_steinbrenner, e2:cleveland

e1:north_america, e2:guatemala

e1:el_salvador, e2:san_miguel

e1:el_salvador, e2:san_salvador

e1:chicago_bears, e2:chicago

e1:baltimore_ravens, e2:baltimore

e1:south_carolina, e2:north
e1:kentucky, e2:eastern

e1:scotland, e2:united_kingdom

e1:united_kingdom, e2:scotland

e1:new_york_city, e2:manhattanville

e1:mikhail_khodorkovsky, e2:russia

e1:mount_baker, e2:seattle

e1:washington, e2:mount_rainier
e1:connecticut, e2:fairfield_county

e1:south_korea, e2:incheon

e1:indiana, e2:notre_dame

e1:anna_chakvetadze, e2:russia

e1:russia, e2:irkutsk

e1:evgeni_malkin, e2:russiae1:russia, e2:arkhangelsk

e1:belarus, e2:minsk

e1:chase_carey, e2:directv

e1:news_corporation, e2:fox_broadcasting_company

e1:kuala_lumpur, e2:malaysia

e1:indiana, e2:smith

e1:mohammad_khatami, e2:irane1:vali_nasr, e2:iran

e1:asia, e2:kabul

e1:minnesota, e2:iverson

e1:lebron_james, e2:cleveland

e1:malaysia, e2:kuala_lumpur

e1:israel, e2:hebrew_university_of_jerusalem

e1:california, e2:san_francisco

e1:flatbush, e2:new_york_city

e1:rehovot, e2:weizmann_institute_of_science

e1:thailand, e2:krabi

e1:connecticut, e2:greenwich

e1:italy, e2:venice

e1:germany, e2:wiesbaden

e1:louisiana, e2:kennere1:cajun, e2:louisiana

e1:george_allen, e2:virginia

e1:geoff_davis, e2:kentucky

e1:vermont, e2:jay_peake1:new_hampshire, e2:cannon_mountain

e1:boston, e2:fenway_park

e1:chicago, e2:wrigley_field

e1:italy, e2:maranello

e1:california, e2:los_gatos

e1:larry_brown, e2:mississippi

e1:chicago_bulls, e2:chicago

e1:nebraska, e2:lincoln

e1:sheldon_whitehouse, e2:rhode_island

e1:dwyane_wade, e2:chicago

e1:ned_lamont, e2:connecticut

Figure 6.2: Some similar entity pairs involved in our contextual inference method;
each node represents an entity pair, and similar entity pairs are linked by edges.

ity scores, and visualize these pairs using force-directed graph layout algorithms.
Each entity pair (or a bag) is represented by a node, and similar entity pairs are
linked by edges in the graph, which provides an overview of relationships among
related bags.

71



In order to evaluate the quality of similar entity pairs chosen by our contex-
tual inference method using the vector difference between entities’ vectors, we ran-
domly select 100 pairs between (e1, e2) and (x1, x2) (out of 1, 000 pairs above), and
check whether these two pairs indeed have a similar semantic relationship. For
example, (atlanta, high_museum_of_art);(chicago, art_institute_of_chicago) is
assigned as correct since these two pairs are similar according to the /loca-
tion/location/contains relationship. In total, 83 out of 100 cases (83.0%) are
judged as correct by two annotators. It demonstrated that using the vector dif-
ference between e1 and e2, and x1 and x2 in Eq. (21) is effective for calculating
the similarity between bags. Without any external corpora or KBs, our inference
method showed its advantages and leveraged the training data efficiently.

For better understanding the reason of the incorrect inference, we also an-
alyzed each entity name in 17 incorrect cases (out of 100 cases above). For
example, (kentucky, centre_college);(mitch_mustain, arkansas) is an incorrect
example, where mitch_mustain is a person name, and others are locations or
places. We found that 13 out of 17 incorrect cases (76.5%) contain at least one
person name, while only 22 out of 83 correct cases (26.5%) have such entity type.
It indicates that learning meaningful vector representations for person names is
more difficult than for others. In the future work, we think that much efforts
should be done to obtain better embeddings of rare entity names, such as the
person names in the Riedel dataset.

Due to the diversity of relation types and limitations of model capabilities,
we think that a small number of incorrect predictions are inevitable. In general,
our proposed methods are very effective for improving the performance of the
distantly supervised relation extraction systems.
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6.1.3 Issue of Long-Tailed and Imbalanced Data

Extracting long-tail relations from the automatically labeled data, in which the
number of training examples per class varies significantly from hundreds or thou-
sands for head classes to as few as one for tail classes, is still a challenging problem
even in big data [63]. We observe that 77.63% entity pairs have only one rela-
tion mention [64], and nearly 70% of the relations are long-tail in the Riedel
dataset [17]. To overcome this issue, a relation extraction model needs to learn
accurately for classes existing at the tail of the class distribution, for which only
little data is available.

One possible solution for long-tail relation extraction is that, we can leverage
the knowledge from data-rich classes at the head of the distribution to boost
the performance of the data-poor classes at the tail [63,65]. For example, we can
transfer the knowledge from the head relation /people/deceased_person/place_of_death
to the long-tail relation /people/decease_person/place_of_burial. These two rela-
tion are semantically similar, and can share common lexical or syntactic patterns
in several relation mentions. However, this solution is domain-dependent and
requires human effort to examine the characteristics of several target relations.

To deal with long tail relations, we presented a contextual inference method
that infers the most likely positive examples of an entity pair in bags with limited
contextual information without using any external resources for the distantly
supervised relation extraction task. The experimental results showed that our
proposed 2BiGRU+PATT+Inference model achieved significant improvements
over state-of-the-art methods.
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6.1.4 Contribution of Two Annotated Datasets

The resources for the relation extraction task are limited. In this dissertation, we
contribute two datasets, one for bootstrapping relation extraction, and the other
for distantly supervised relation extraction.

First, we provided an annotated dataset of part-whole relations as a reliable
resource for selecting seeds. To the best of our knowledge, there are no datasets
available for all fine-grained subtypes of the part-whole relation, which is one
of the most fundamental ontological relations, so far. Second, we provided an
annotated dataset to guarantee the quality of the distant supervision testing data,
and report on the actual performance of various relation extraction systems.

Both of the datasets above are made publicly available for other researchers
to use as benchmarks in the relation extraction task. They can also be used for
training end-to-end supervised relation extractions.

6.2 Conclusion

In this study, we focused on two weakly supervised approaches, namely bootstrap-
ping and distantly supervised relation extraction methods, which significantly re-
duce the expensive cost for data labeling and human effort required, especially
in supervised learning.

The first part of this dissertation addressed the subtasks of automatic seed
selection for bootstrapping relation extraction, and noise reduction for distantly
supervised relation extraction. We formulated the two subtasks as ranking prob-
lems, and proposed novel methods that can be applied for both of them. Our
methods are inspired by ranking instances and patterns computed by the HITS
algorithm, and selecting cluster centroids using K-means, latent semantic analy-
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sis (LSA), or the non-negative matrix factorization (NMF) method. Experiments
showed that our proposed methods achieved a better performance than the base-
line systems.

The second part of this dissertation investigated distant supervision, and in-
troduced a novel neural model that combines a bidirectional gated recurrent unit
model with the piecewise attention, which significantly enhances the performance
of the distantly supervised relation extraction task. In addition, we proposed a
contextual inference method that can infer the most likely positive examples in
bags with very limited contextual information. The experimental results showed
that our proposed methods outperformed state-of-the-art baselines on benchmark
datasets.

6.3 Future Work

In the future work, we plan to apply our Espresso+Word2vec bootstrapping sys-
tem, as well as the automatic seed selection methods to the biomedical domain,
for supporting the binary relation extraction task.

For the distantly supervised relation extraction task, we plan to develop more
sophisticated methods for measuring the similarity between entity-pair bags, such
as using the shortest dependency path between the two entities instead of the
full sentence to infer similar examples from external text corpora, and apply
our methods to other domains such as biomedical or scientific articles in order
to further benefit this task. In addition, we will use our proposed models to
explore other distant supervision settings, e.g., distant supervision with temporal
reasoning (predict relations at any specific time spot) [66], or distant supervision
in the document level [67, 68].
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6.4 Closing Remark

Relation extraction is a challenging task in the information extraction field. It
is hoped that the research in this dissertation will help in automating relation
extraction systems in an effective and efficient way, leading to more precise, more
broadly applicable and faster approaches in the future.
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