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Increasing Data Center Efficiency with
Improved Task Scheduling and Communication∗

Pongsakorn U-chupala

Abstract

A data center has become a crucial element of the modern information tech-
nology society. Operating a data center is costly so the efficiency is vital. The
primary objective of this research is to maximize the efficiency, specifically the
“computation efficiency”, of a data center. There are two factors that have the
major impact on the computation efficiency of a data center: Task Scheduling effi-
ciency and communication efficiency. We develop and evaluate several techniques
to address these two factors. These works are organized into three contributions.
Firstly, we propose Container Rebalancing, a novel task scheduling mechanism
which increased task scheduling efficiency for Linux Container (LXC) based data
center. Container Rebalancing takes advantage of LXC’s rapid container mi-
gration to increase the optimal overcommit ratio of a Linux container cluster
and in turn, increases overall resources utilization of the data center. Secondly,
we propose the application-aware routing, a software-defined network (SDN) as-
sisted routing mechanism. The application-aware routing route each network flow
individually according to the characteristics of the corresponding application, re-
sulting in a better performance to each flow and an increased communication
efficiency to the overall network. A network implementing application-aware rout-
ing is called an application-aware network. Thirdly, we propose a self-optimizing
application-aware network, an improved version of an application-aware network.
The self-optimizing application-aware network use an automatic network traffic
classification model instead of manual user configuration to identify and cate-
gorize network flow, making it easier to deploy. The automatic network traffic
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classification model is a major component of the self-optimizing application-aware
network. The model is learned using a stacked denoising autoencoder, a deep-
learning-based classification technique.
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1. Introduction

It is indisputable that a data center has become a crucial element of the mod-
ern information technology society. With the rise of microservices architecture,
modern “cloud-native” softwares are written in a distributed fashion for cloud
computing environment. The surge of IoT devices produces more data than ever.
These data would require a tremendous amount of computing power to store and
process. A recent breakthrough in Artificial Intelligence and Deep Learning also
drive the need for a high-performance computing even further. A data center
capable of providing these services is essential.

Because operating a data center is an expensive operation, efficiency is vital.
It is commonly known that power consumption is one of the major contribu-
tors to the cost of data center operation. There are several approaches to raise
the efficiency of a data center regarding power consumption. For example, a
workload-based dynamic resource provisioning is can be utilized [10]. However,
once a server is in operation, the amount of workload have little impact on the
power consumption of an individual server. The utilization of the servers in a
data center should be maximized for the maximum efficiency.

1.1. Data Center Optimization

Most of the existing data center optimizations focus on optimizing power con-
sumption efficiency. Electricity is required to power all components of a data cen-
ter from the server hardware and the network equipment to supporting facilities
such as cooling system. It is commonly known that power consumption is a major
contributor to the day-to-day operation cost of a data center. As such, power ef-
ficiency has become the primary target for data center optimization. Many works
has been done to study power utilization [24, 43, 59] and optimize various com-
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ponents of a data center to improve power efficiency [13, 23, 42, 46, 50, 53, 67, 80].
Some example includes: an energy efficient resource management system with
dynamic allocation [13], power consumption reduction of the components during
idle period [50], and idle power consumption reduction with improved power state
transition time [46]. Many improvements to the data center architecture are de-
veloped [23, 42, 67, 80]. In addition to a single-component optimization, a power
management solution coordinating various optimization techniques for different
components is also presented [53].

While power consumption is a major contributor to the day-to-day operation
cost of a data center, another large portion, sometimes the biggest, of the amor-
tized cost of the data center operation goes to the hardware costs including servers
and network equipment. The amortized cost is calculated over the data center
lifetime, allowing it to be a common measure for both one time purchases (e.g.,
equipments) and recurring spending (e.g., electricity). According to the study by
A. Greenberg et al., roughly 60 percent of the amortized cost of a data center
operation goes to server hardware and network equipment combined [22].

Given the scale of a data center nowadays, optimizing computation efficiency
is also an effective strategy and a very compelling approach. To meet with the
ever increasing demands, modern data centers are bigger than ever. The com-
putation requirements of a data center have also grown immensely. Optimizing
the computation efficiency of a data center reduces the amount of the compu-
tation resources (e.g., server hardware, network equipment) required to meet a
data center computation requirements. Since the effectiveness of the computa-
tion efficiency optimization scales directly with the size of the data center, it has
become a compelling strategy. More efficient computation also help reduce power
consumption and improve power efficiency, since the fewer hardware is necessary.
By improving the efficiency of an individual server, more servers and network
equipments could be turned off or transited to a low-powered idle state when
not needed. For this reason, the efficiency gained from the dynamic resource
provisioning is also increased.
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Figure 1.1.: Data center operation model

1.2. Contribution

The primary objective of this research is to maximize the efficiency, specifically the
“computation efficiency”, of a data center. We define the “computation efficiency”
as the utilization of computation resources. Computational resources are logical
resources used to execute workload. For example, CPU time, memory usage, and
usage of specialized hardware such as GPU allocation are considered computation
resources.

There are two factors that have the major impact on the efficiency of a data
center: task scheduling efficiency and communication efficiency. Figure 1.1 il-
lustrates a typical operation model of a data center. A data center processes
the workload, a set of jobs to be executed, and may produce resulting outputs.
A job consists of a single or multiple tasks to be executed together. A task is
a fundamental execution unit of a data center. Generally, a majority of jobs
contains multiple tasks communicating with one another during execution. Fig-
ure 1.2 illustrates the relationship between the workload, jobs, and tasks. There
are two congestion points in the data center operation model: task distribution
and execution. The two factors of major impact, task scheduling efficiency, and
communication efficiency are the factors corresponding to these two congestion
points. The relationship between the two factors of major impact and the two
congestion points are elaborated in Subsection 1.2.1 and Subsection 1.2.2 respec-
tively.

3



Figure 1.2.: An example workload illustrating the relationship between workload,
jobs and tasks

We propose and evaluate several techniques to address the two factors of major
impact on the computation efficiency of a data center: task scheduling efficiency
and communication efficiency. These techniques are presented in a form of three
contributions towards addressing the two factors of major impact.

1.2.1. Task Scheduling Efficiency

An efficient task scheduling is essential for optimal task distribution. Since task
distribution is a congestion point in the data center operation model, optimiz-
ing task distribution is vital to maximizing the utilization of the computation
resources and the data center. Optimal task distribution minimizes the number
of required resource nodes (servers) given the workload and maximizes the uti-
lization of each resource node. Figure 1.3 shows an example of an optimal task
distribution. The more efficient the task scheduling is, the higher the throughput
of the data center becomes.

For the first contribution, we propose container rebalancing mechanism. The

4



(a) An example workload to be distributed (scheduled)

(b) Resource nodes available for workload distribution (scheduling)

(c) An optimal distribution of the workload given the resource nodes

Figure 1.3.: An example of an optimal workload distribution

container rebalancing method is a novel task scheduling mechanism designed
specifically to take advantage of the unique property of Linux container in order
to increase computation resource utilization. The container rebalancing method
is described in detail in Chapter 2.

1.2.2. Communication Efficiency

More efficient communication raise the computation efficiency of a general-purpose
data center. Execution is another congestion point for the data center operation
model. Commonly, most jobs contain multiple tasks working in tandem. Commu-
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nication between tasks is often the bottleneck of the execution. The efficiency of
the communication is a dominant contributor to the execution and the computa-
tion efficiency. Improving the communication efficiency will have a direct impact
on the execution and the computation efficiency of a data center. Note that
communication efficiency may not be the dominant factor in some specifically-
designed data center. For example, an Apache Hadoop cluster is highly optimized
for map-reduce operations and could handle map-reduce-related communications
very efficiently. This kind of cluster is not the focus of this work.

For the second contribution, we developed the application-aware routing and
the application-aware network. The application-aware routing is a software-
defined network (SDN) assisted routing method which routes each flow indi-
vidually according to the characteristics of the corresponding application. A
network with application-aware routing is called an application-aware network.
The application-aware routing and the application-aware network are described
in detail in Chapter3.

For the third contribution, we propose the concept of a self-optimizing application-
aware network. We also present a deep-learning-based-network traffic classifica-
tion technique which is a major development towards a self-optimizing application-
aware network. The detail regarding the self-optimizing application-aware net-
work as well as the deep-learning-based network traffic classification is described
in Chapter 4.

1.3. Organization of the Thesis

The rest of the thesis is organized as followed. Chapter 2 explains container
rebalancing method. Chapter 3 explains the application-aware network. Chap-
ter 4 describes a major development toward a self-optimizing application-aware
network including a deep-learning-based network traffic classification. Chapter 5
provides the conclusion and discusses future work.

6



2. Container Rebalancing

Virtualization technology [12, 39] allows resources on a single computer to be
sliced into multiple isolated units. This technology is considered mature and
is commonly used in data centers to enable more granular resource allocation
resulting in a more flexible resource management, as well as a higher resource
utilization. With Virtualization, resource isolation is achieved by virtualizing
an entire computer with an allocated amount of resources. Each virtualized
unit is called a “virtual machine” (VM). This method, however, takes inherent
performance overhead [55].

Linux Containers (LXC) [5] is another technology for resource isolation. Instead
of virtualizing an entire machine, thus requiring a separate “guest” operating
system, LXC provides each “container” with its own separate Linux environment
while still sharing the same underlying Linux kernel. Compared to VM, an LXC
container takes significantly lower performance overhead [21,74]. LXC containers
are also instantiate significantly faster and require less storage space compared to
VM (as elaborate in Section 2.1). These advantages make many LXC-based tools
such as Docker [47] and CoreOS [3] popular alternatives to full virtualization-
based solutions [14]. Figure 2.1 illustrates the difference between Virtualization
and LXC.

Rapid container migration is a powerful technique made possible with LXC. An
LXC container (referred to here as “container” from this point onward) may take
seconds to boot up whereas a similar VM may take minutes. A container also
takes less disk space than a VM, since a container does not have to contain the
whole operating system. These two traits combined make container migration
much faster than migrating the VM and offer a feasible resource management
technique.

None of the existing container orchestration solutions take advantage of rapid

7



Figure 2.1.: Abstraction comparison between Virtualization and Linux Contain-
ers

container migration. With the rising popularity of LXC, many tools and tech-
nologies are being developed [4,6,26,58]. However, they concentrate on resource
management and do not try to take advantage of the unique capabilities of LXC
such as rapid container migration.

We explores the possibility of leveraging rapid container migration as a resource
management technique in conjunction with existing optimization techniques so
as to increase data center efficiency. In the process, we proposes “container re-
balancing”, a novel mechanism with a rebalancing process constantly optimizes
LXC container placement by using rapid container migration.

2.1. Background

This paper proposes container rebalancing, a novel method to increase LXC clus-
ter efficiency by increasing the optimal overcommit ratio using rapid container
migration. The approach is explained in detail in Section 2.2. This section gives
a brief introduction to Linux Containers technology and the rapid container mi-

8



gration technique. This section also discusses existing LXC resource management
techniques including overcommitting.

2.1.1. Linux Containers

Linux Containers (LXC) is a technology that combines several Linux kernel fea-
tures to create a contained process called “container”. Each container has its
isolated view of the operating system environment with only an allocated amount
of resources, virtually achieving an isolated Linux environment without the use
of Virtualization technology. LXC’s containers incur significantly lower perfor-
mance overhead than Virtualization since LXC’s containers work on an operating-
system-level [21,74]. LXC may be viewed, in a sense, as a lightweight Virtualiza-
tion, though there are several differences.

LXC technology offers several advantages over Virtualization. Since creating
a new container is essentially the same as spawning a new process, a container
could be instantiated almost immediately. A container also typically requires less
disk space, since it does not contain the whole operating system. Docker reduces
the disk space requirement further by using AuFS to enable a layered file system,
allowing images to be stacked on top of each other. This results in each image
containing only the data which differs from base images [2].

2.1.2. Rapid Container Migration

Migrating an LXC container could be considered as a trivial operation. Total time
for migrating an isolated computing unit (tmi), whether it is a container or a VM,
could be broken down into 3 parts: disk copying time (tdisk), memory copying
time (tmem), and instantiation time (tinst). The following equation describes the
model of total migration time:

tmi = tdisk + tmem + tinst. (2.1)

Container migration time is greatly reduced compared to migrating a VM since
speedy instantiation (small tinst) and a relatively smaller disk space requirement

9



(leading to small tdisk) are traits of LXC. This reduction of migration time is an
important feature unique to LXC.

High VM migration time is a problem for migration-based scheduling strat-
egy [27]. With significant reduction in migration time of LXC, rapid container
migration becomes a viable optimization strategy.

2.1.3. LXC Scheduling and Overcommitting

Existing scheduling solutions for LXC clusters are typically designed as a general-
purpose scheduling platform [26, 58]. While some solutions are designed specifi-
cally for managing LXC clusters by providing convenient workflow for container-
ized application deployment [4,6], they are not taking advantage of LXC’s unique
capability. Even with a fairly efficient scheduling algorithm, actual resources uti-
lization could still be at about 50–60%, while available resources (such as CPU
cores and memory) are mostly allocated [56].

One common technique for increasing scheduling efficiency is overcommitting
resources [1, 7]. Overcommitting is done by allowing the scheduler to allocate
more resources than the actual capacity of the system on the assumption that
allocated resources are typically higher than actual utilization. This method
increases scheduling efficiency because it is difficult to predict accurately the re-
quired amount of resources leading to the common occurrence of an over-allocated
resources request [56,58]. Overcommitting is commonly done statically by setting
a static overcommit ratio for each type of resource.

Overcommiting creates a trade off between overall cluster utilization and the
execution performance of an individual container. High overcommit ratio in-
creases overall cluster utilization but also increases the chance of container failure
(as there are not enough actual resources for the operations), increases the risk
of resource congestion, and causes instability [16]. More busy servers may also
negatively impact the performance of an individual container. Without overcom-
mitting or by setting the overcommit ratio too low (for a given system), resources
are underutilized, which means inefficient scheduling and a waste of resources. An
optimal overcommit ratio maximizes overall cluster utilization while still main-
tains an acceptable quality of service.
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2.2. Container Rebalancing

Container rebalancing takes advantage of rapid container migration to increase
the efficiency of LXC cluster scheduling. This section explains the design goals
and mechanism of container rebalancing.

2.2.1. Design Goals

Three goals are considered in designing a container rebalancing method: proactive-
optimization, compatibility, and scalability.

2.2.1.1. Proactive-Optimization

Container rebalancing anticipates future workloads and proactively optimizes con-
tainer placement accordingly. Common scheduling methods usually optimize con-
tainer placement reactively in response to changes in available resources. Proac-
tive optimization enables the system to prepare quickly for future workloads and
it works especially well in a busy cluster. This approach requires rapid migra-
tion which is a costly operation with Virtualization technology. With LXC, rapid
container migration is a relatively cheap operation, thus making proactive opti-
mization viable.

2.2.1.2. Compatibility

Container rebalancing should work alongside the existing scheduling process.
Task scheduling is a rigorously researched area, and existing algorithms are fairly
efficient. Instead of designing a better scheduling algorithm to replace an existing
one, container rebalancing should be another process that works in conjunction
with the scheduling process while minimizing interference to the scheduler.

2.2.1.3. Scalability

Container rebalancing should be able to handle a large number of containers
efficiently. Since a container usually requires fewer resources than a VM with
a similar configuration, an LXC cluster is expected to be able to deal with a
higher number of containers. Google cluster data is a 1-month trace from one
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of Google’s LXC clusters [57, 72]. This single month of data already contains
24,281,242 distinct tasks (containers). Given the expected size of the LXC cluster,
the container rebalancing technique should be able to scale up gracefully.

2.2.2. Implementation

The container rebalancing method consists of the rebalancing process that works
alongside the scheduling process to load-balance resources between hosts of the
cluster in real-time. This dynamic load-balancing process increases the proba-
bility of overcommit success as it proactively prepares rooms for overcommitting
resulting in a higher optimal overcommit ratio. Figure 2.2 provides an exam-
ple case illustrating the benefit of the container rebalancing method. Before the
rebalancing process (Figure 2.2b), only host B has enough resources to accom-
modate overcommitted containers. However, both hosts have an equal chance
of being overcommitted as both of them are equally allocated, making host A
prone to overcommit failure. After the rebalancing process (Figure 2.2c), both
hosts can accommodate overcommitted containers, thus increasing the chance of
overcommit success.

To minimize the effect on the scheduling process, only actual resource utiliza-
tion is load-balanced while resources allocation is maintained. Actual resources
utilization of a container is often significantly less than the allocated amount of
the container, as it is difficult to predict accurately and subject to human er-
rors [56]. This trait of container request makes it possible to load-balance actual
resources utilization while still maintaining the same allocation amount on each
host dictated by the scheduler.

For scalability, the container rebalancing mechanism only load-balances long-
lived containers. Container requests can be classified into two groups: long-lived
(service) containers and short-lived (batch) containers. Although most containers
are short-lived containers, most resources of the system are consumed by long-
lived containers [58]. By considering only long-lived containers, the container
rebalancing process maintains significant impact on the system while drastically
reducing the number of containers the process must keep track of.

Container rebalancing mechanism may cause minor negative effects to the ex-
ecution of an individual task. For example, task migration may increase task
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(a) Structure of a container in terms of resource

(b) Example cluster before rebalancing process

(c) Example cluster after rebalancing process

Figure 2.2.: Example case illustrating the benefit of the container rebalancing
method
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Table 2.1.: An example job in the workload

Job ID Container
Index

Start Time
(μs)

Duration
(μs)

CPU
Request
(cores,
normalized)

Mean CPU
Usage
(cores,
normalized)

6252082279 0 6736765567 98000000 6.76000e−3 6.17230e−3

6252082279 1 6736765567 98000000 6.76000e−3 4.22395e−3

execution time. A task executed in a busy server may not performed as well
as in a server with lower load. Several techniques can be employed to address
these problems. The evaluation results also suggest that the effects are negligible.
More details regarding the negative effects of container rebalancing and methods
to address these problems are discussed in Subsection 2.3.4.

The container rebalancing process is divided into four repeating steps:

2.2.2.1. Container Classification

Containers are classified into long-lived containers or short-lived containers as
they are inserted into the system. The classification is done using container
runtime duration in each container request.

2.2.2.2. Building Comparable Container Space

Long-lived containers are grouped together according to the amounts of their
allocated resources and according to their assigned hosts, creating comparable
container space.

2.2.2.3. Searching Comparable Container Space

A pair of hosts with a significant resource utilization difference is selected. Com-
parable container space is then searched for the pair of containers from this host
pair with the highest container actual utilization difference. This pair of contain-
ers is called a “swappable container pair”.
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2.2.2.4. Container Swapping

Each container in the swappable container pair is migrated to the host of its
counterpart.

By repeating this process, overall utilization of the cluster is load-balanced
while still retaining the original allocation assigned by the scheduler on each
host. Better load-balanced cluster leads to a higher overcommit success rate, a
higher optimal overcommit ratio, and a higher cluster utilization.

2.3. Evaluation

An LXC cluster simulation is used to evaluate the performance and validate the
feasibility of the container rebalancing mechanism. The simulation compares
performance in terms of container scheduled rate and cluster utilization of a
general scheduling mechanism (using only a scheduling process) to the container
rebalancing mechanism (using both the scheduling process and the rebalancing
process). The simulation is driven by a real-world workload from Google’s cluster
data. This cluster trace data is collected from Google’s LXC cluster covering the
period of one month and is publicly available [57, 72].

2.3.1. Workload Data Preprocessing

The workload for the simulation is extracted from Google’s cluster data and orga-
nized into “jobs” and “containers”. A “job” contains one “container”, or multiple
identical “containers” that have to be considered together while scheduling. Ta-
ble 2.1 shows the organization of the workload and an example job. Google’s
cluster data already organizes the information into “jobs” and “tasks”. A “task”
is an equivalent to a “container” in the workload organization. Google’s cluster
data contains 672,074 jobs and 24,281,242 tasks from a 1-month period. Contain-
ers that are started before the trace period or still running after the trace period
are excluded, since it is impossible to know the exact duration of these containers.
869,283 containers (3.58% of the total containers) are excluded in this process.

CPU cores are the only resources taken into account in the simulation. This
is to simplify the simulation process and is required, due to time constrains, to
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speed up the simulation time. More investigation will be done to quantify the
effect of this simplification on the accuracy of the result. The value provided by
the trace data is normalized with the number of cores in the machine with the
most cores in Google’s cluster for obfuscation [57,72].

2.3.2. Simulation

The simulation is an event-driven simulation with four processes running simul-
taneously: producer, scheduler, rebalancer, and monitor. The general scheduling
mechanism is simulated using producer, scheduler, and monitor processes. The
rebalancing mechanism is simulated using all four processes. Each machine in
the simulated cluster has the same number of CPU cores which is equal to the
number of CPU cores in the machine with the most cores in Google’s cluster
data. 2,000 machines in the LXC cluster are simulated in this research so that
the total number of cores in the cluster is roughly equal to total number cores
in Google’s cluster. Although Google’s cluster data contains the trace of a full
month, to speed up the process, only the first week of the records was used in
the simulation. SimPy 3.0.8 [9] was chosen for the implementation due to the
authors’ familiarity with Python.

2.3.2.1. Producer

The producer process inserts a “job” into the “job_queue” when the simulation
time reaches the starting time of each “job”. Algorithm 1 describes the producer
process. Using the recorded duration in the trace data, this process also cat-
egorizes each “container” in a “job” as a long-lived container or a short-lived
container. Containers with a duration shorter than 2,000 seconds are categorized
as a short-lived containers, while the rest are categorized as a long-lived. 2,000
seconds was chosen as the threshold given that the 80th percentile runtime of
a short-lived container is 12–20 minutes and that of a long-lived container is 29
days, according to the work by Schwarzkopf et al. [58].
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Algorithm 1 Producer Process
loop

Get job from preprocessed trace data (ordered by start_time)
if job : start_time exceeds current simulation time then

Step current simulation time to start_time

end if
Categorize and mark containers in the job as long-lived container or short-

lived container
Insert job to job_queue

end loop

2.3.2.2. Scheduler

The scheduler process implements a common scheduling strategy with overcom-
mitting. Algorithm 2 describes the scheduler process. The scheduler handles con-
tainer requests in a “job” batch. The scheduler uses a random-first-fit algorithm
to find an open slot for each “job” for speed and simplicity. If all “containers” in
a “job” could not be scheduled simultaneously, the “job” is skipped and queued
for retrying during the next scheduling iteration. For this simulation, the rebal-
ancing interval is set to 3 seconds and max retries is set to 300 times allowing a
job to stay in the queue for about 15 minutes. If the “job” could not be scheduled
within this time, it is skipped. Scheduled “jobs” and “containers” may fail if they
are allocated to an overcommitted host which lacks sufficient actual capacity to
facilitate them.

2.3.2.3. Rebalancer

The rabalancer process searches through scheduled containers for swappable container-
pairs as described in Subsection 2.2.2, and migrates each container to its coun-
terpart’s host. Algorithm 3 describes the rebalancer process. The search is
performed in the host’s utilization-difference order and the container’s mean-
cpu-usage-difference order respectively. A “container” with a mean CPU usage
difference lower than 0.3 is considered comparable. For this simulation, the re-
balancing interval is set to 3 seconds, and the cpu utilization difference threshold
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Algorithm 2 Scheduler Process
1: loop Every scheduling_interval

2: Get job from job_queue

3: if job : retries > max_retries then
4: Mark job and corresponding containers as skipped

5: else
6: Try scheduling all containers in the job into the cluster using random

first-fit algorithm
7: if job could not fit into the cluster then
8: job : retries = job : retries + 1
9: Put job back to job_queue

10: else
11: if Scheduled job cause over-utilization in the cluster then
12: Mark job and corresponding containers as failed

13: else
14: Mark job and corresponding containers as scheduled

15: for all container in job : containers do
16: if container is long-lived container then
17: Add (container, host) to

scheduled_long_lived_containers_list

18: end if
19: end for
20: end if
21: end if
22: end if
23: end loop
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Algorithm 3 Rebalancer Process
1: loop Every rebalancing_interval

2: max_host = host with maximum CPU utilization
3: min_host = host with minimum CPU utilization
4: if CPU(max_host) − CPU(min_host) ≥

cpu_utilization_difference_threshold then
5: container_pairs = LongLivedContainers(min_host) ×

LongLivedContainers(max_hosts)
6: Create empty candidate_pair

7: for all pair in container_pairs do
8: if pair can be swap without exceeding available resources on both

host then
9: if (candidate_pair is empty) ∨

10: (CPUUtilizationDifference(pair) > CPUUtilizationDifference(candidate_pair))
then

11: candidate_pair = pair

12: end if
13: end if
14: end for
15: if candidate_pair is not empty then
16: Swap container of the candidate_pair

17: end if
18: end if
19: end loop
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is set to 0.1 to keep the rebalancing process from being too aggressive.

2.3.2.4. Monitor

The monitor process keeps track of resource utilization of hosts and containers
in the cluster and also generates reports. After every monitoring interval of
60 seconds, this process logs utilization of each host in the simulated cluster and
computes evaluation metrics, including container scheduled rate and its variances,
as described in Subsection 2.3.3.

2.3.3. Results

Three metrics are used as the indicators of the performance of the simulated clus-
ter: container scheduled rate (CSR), long-lived container scheduled rate (LCSR),
and short-lived container scheduled rate (SCSR). These metrics are defined as
follows:

CSR = Scheduled Containers

Total Containers
, (2.2)

LCSR = Scheduled Long-lived Containers

Total Long-lived Container
, (2.3)

SCSR = Scheduled Short-lived Containers

Total Short-lived Container
. (2.4)

Figure 2.3 shows CSR, LCSR, and SCSR from the simulations with various
overcommit ratios. The resulting CSR suggests that the optimal overcommit
ratio of the simulated cluster with the general scheduling mechanism is about
1.3. The optimal overcommit ratio increased to about 1.4 with the container
rebalancing mechanism. From the results, LCSRs also conform with CSRs, and
there is no remarkable improvement with SCSRs. These two facts suggest that,
among the factors contributing to the increase in utilization, rebalancing only the
long-lived containers is significant.

There are notable CSR, SCSR, and LCSR drops at an overcommit ratio of 1.6.
They are considered to be outliers and disappear when the random seed of the
simulation is changed.
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Figure 2.4 shows the average utilizations of the simulated clusters using the
general scheduling mechanism and the container rebalancing mechanism. Fig-
ure 2.5 shows changes in utilizations of the simulated clusters over the course
of the simulations. Only the overcommit ratios of 1.3 and 1.4 are shown in
the figures since they are optimal overcommit ratios for general scheduling and
container rebalancing, respectively. The results suggest that, at any given sim-
ulation time, the container rebalancing mechanism typically produces a higher
cluster utilization compared with the general scheduling. Container rebalancing
also outperforms general scheduling even at their respective optimal overcommit
ratios (as indicated by comparing (a) the container rebalancing at overcommit
ratio 1.4 to (b) the general scheduling at overcommit ratio 1.3).

2.3.4. Discussion

From the results (Figure 2.3), container rebalancing increases the optimal over-
commit ratio of an LXC cluster by a small margin. This increase still creates
observable utilization improvement in Figure 2.4 and Figure 2.5. The improve-
ment is desirable as there is no drawback to using cluster rebalancing.

Container rebalancing also improves cluster performance (measured by con-
tainer scheduled rate and cluster utilization in this research) regardless of the
overcommit ratio. We believe that this is because a load-balanced cluster enables
more containers to be successfully overcommitted, allowing more works to be
done with the same amount of resources. Specifically, in this simulation, at over-
commit ratio 1.4, 1.8% more containers are executed (an increase from 4,958,643
containers to 5,050,295 containers).

The overcommit ratio should be determined specifically for each cluster. Al-
though the results suggest that the container rebalancing mechanism increases
the overcommit ratio, multiple factors are influencing the optimal overcommit ra-
tio of a particular cluster. For example, the number of hosts, the capacity of each
host, and the scheduling algorithm can drastically change the value. Cluster sim-
ulation could be used to calculate the optimal overcommit ratio by using a cluster
configuration similar to the targeted cluster and the real captured workload.

Rapid container migration adds little or no overhead to the execution. At
overcommit ratio 1.4, 67,718 unique containers are migrated. This number is
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(a) Container Scheduled Rate

(b) Long-lived Container Scheduled Rate

(c) Short-lived Container Scheduled Rate

Figure 2.3.: CSR, LCSR and SCSR from the simulations
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Figure 2.4.: Average cluster utilizations from the simulations

1.32% of all containers in the simulation (5,127,542 containers) and 5.96% of all
long-lived containers in the simulation (1,136,517 containers). Figure 2.6 shows
the distribution of unique containers by their migration count at overcommit ratio
1.4. Around half of the affected containers are migrated only once. Almost all
of the affected containers are migrated less than 20 times. Migrating a container
is also considered a trivial operation (as is discussed in Section 2.1). The other
overcommit ratios display similar results; only the result at overcommit ratio 1.4
is shown, since it is the optimal overcommit ratio of this simulation.

Service degradation or disruption due to rapid container migration are consid-
ered negligible. Container migration may causes service degradation or disruption
as a task execution may be interrupted during migration. Since the increase to
total migration count from rapid container migration is minimal, the chance of
a container being effected by rapid container migration is also minimal. For the
containers are affected, an increase to the migration count of an individual con-
tainer is also minimal, suggesting that the effect to an individual container is
negligible.
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There are also multiple techniques to mitigate the impact to the performance
of an individual task from rapid container migration. Live migration could be
utilized to reduce service disruption while the container is being migrated. For
critical tasks, task prioritization could be used to prevent critical containers from
being overcommited or scheduled to a high-load server.

While it is possible to over-optimize for utilization, there is also a mitigation.
As the utilization approach the theoretical maximum value, execution perfor-
mance may drop sharply. Taking the trade off between utilization and execution
performance into account, it is generally not preferable to target the maximum
theoretical utilization. Instead, targeting a slightly lower utilization allows the
system to maintain effective execution performance. Usage spike may also cause
the utilization to approach theoretical maximum and negatively impact the ex-
ecution performance. This problem could be compensated by adjusting target
utilization threshold, together with properly calculated overcommit ratio.

Due to time constraints, various compromises are taken to keep each simulation
runtime to less than 24 hours. Although Google’s cluster data contains one month
of trace data, the simulation only simulates a single week, using the data of the
first week in the trace. The results from Figure 2.5 are approaching stable values,
which suggests that simulating only the first week is enough to get meaningful
results. The results may be considered preliminary, because the simulation only
takes into account a single resource, the CPU cores. More work has to be done to
validate if cluster rebalancing is also feasible for multi-objective optimization. As
a start, fuzzy-sets and weight-averaging fuzzy operators could be used to approach
multi-objective optimization. This is similar to the approach in the work of Xu
et al. [75].
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Figure 2.6.: Distribution of unique containers by their migration count through-
out the container rebalancing simulation at overcommit ratio 1.4
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3. Application-Aware Routing
and Application-Aware
Network

The Software-Defined Network (SDN) is a widely adopt technology for optimiz-
ing the network efficiency of a data center. SDN introduces the concept of a
software-programmable network. This is a powerful concept that cuts across
the traditional OSI layer separation [78]. A programmable network also enables
tighter integration between network hardware and software. SDN also allows
more granular network flow management. As a result, SDN-assisted routing has
become a prominent technique for improving network efficiency.

However, there are still issues with the current approaches in SDN-assisted
routing. First, conventional approaches in SDN-assisted routing search for opti-
mal routes for a small (usually single) targeted class of applications, or a certain
situation. In spite of the generality of the concepts, many of the researched ap-
proaches are only applicable to the targeted applications or situations [28,49,71].
Second, some approaches also require specific setups including client-side modifi-
cations which makes them difficult to adopt [49].

In this research, we propose using SDN-assisted application-aware routing to
address these two issues. Application-awareness allows different optimal routes
for different classes of applications, thus expanding the range of applications an
optimized network can support. SDN makes possible this granularity of flow
management. In realizing application-aware routing, application classification,
determining the network flows of an application, is an important process. This
process is done entirely within an application-aware network, eliminating the need
for client-side modifications. To evaluate the feasibility and practicality of the
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Figure 3.1.: Structure of an OpenFlow Network

proposed concept, we created Overseer, an OpenFlow controller for implementing
an SDN-assisted application-aware network.

3.1. Background

This section briefly introduces the Software-Defined Network (SDN), OpenFlow
and the issues with existing SDN-assisted routing approaches.

A Software-Defined Network (SDN) is a network architecture that allows pro-
grammable network behavior, which in turn enables more granular route opti-
mization. OpenFlow is a widely-accepted de-facto standard implementation of
an SDN [45]. Figure 3.1 illustrates the structure of an OpenFlow network. The
OpenFlow networking model decouples a network into a control plane and a data
plane. The control plane is the layer that governs the behavior of the network.
The OpenFlow controller regulates the behavior of this plane by remotely man-
aging rules in the flow tables of all OpenFlow switches in the OpenFlow network
using the OpenFlow protocol. The data plane is the layer that handles data trans-
fer. OpenFlow switches obey rules in the flow table allowing the control plane
to “control” the data plane. By matching flows in the network with rules in the
flow tables, OpenFlow switches perform associated actions such as forwarding or
dropping communications.
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3.1.1. Existing works involving SDN-assisted routing

Due to the limited scope of the research, existing work on SDN-assisted rout-
ing often has limited applicability [19, 28, 29, 37, 49, 62, 71]. For example, in the
work by Egilmez et al., SDN-assisted routing was used to create a QoS-enabled
adaptive video streaming service [19]. However, their solution could not coex-
ist with the other SDN-assisted routing techniques. As another example, in the
work by Watashiba et al., a system allowing a job scheduler to communicate with
the OpenFlow network was introduced to improve the performance of a network-
intensive high-performance computing (HPC) application [71]. However, the sys-
tem assumes a fat-tree topology which only works with a traditional job-based
parallel HPC application.

Many approaches also require specific setups or modifications to the client,
which makes them more difficult to deploy [19, 49, 62]. For example, in the work
by Maeda et al. and Nakasan et al., SDN-assisted routing was used in conjunc-
tion with Multipath TCP (MPTCP) to increase the data transfer throughput
of a network [49, 62]. These works rely on MPTCP for handling multiple con-
current communications. Deploying MPTCP is a complicated process involving
modification to the client’s OS kernel [54].

In the paper by Ichikawa et al., they investigated the possibility of allocat-
ing routes specific to each connection according to network properties of each
path [29]. Their implementation is geared toward improving virtual cluster per-
formance and only works with Rocks cluster. Their technique, however, could be
generalize to apply to many situations rather than targeted one.

In the work by Huang et al., GridFTP transfer speed is increased by using SDN
to manage multiple parallelized connection to avoid congestion in a multi-path
network [28]. Increasing bandwidth using multiple connections with distinct path
is applicable to many situation. However, their implementation only work with
GridFTP parallelized communication.

In the work by Watashiba et al., a system allowing job scheduler to com-
municate with OpenFlow network is introduced to improve the performance of
network-intensive high-performance computing (HPC) application [71]. However,
the system assume fat-tree topology is only works with traditional job-based par-
allel HPC application.
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In the work by Tatsunori et al. and Nakasan et al., SDN-assisted routing is
used in conjunction with MPTCP to increase data transfer throughput of a net-
work [49, 62]. These works rely on MPTCP for handling multiple concurrent
communications. Deploying MPTCP is a complicated process involving modifi-
cation to client’s OS kernel [54].

In the work by Egilmez et al., SDN-assisted routing is used to create QoS-
enabled adaptive video streaming service [19]. However, their solution could not
coexist with the other SDN-assisted routing technique.

CORONET try to make SDN more reliable by using tried-and-through methods
such as VLAN in conjunction with SDN-assist routing [37]. Naturally, CORO-
NET requires the switches to support VLAN. CORONET also lacks application
classification thus make custom route planning a difficult task.

Although the mentioned research studies repeatedly share similar characteris-
tics, it is difficult to apply them in situations different from their targeted use
cases. A more general SDN-assisted routing approach or a framework that pro-
vides a common interface to organize and apply network optimizations could be
a solution. It would not only increase the applicability of existing SDN-assisted
routing methods, but also help avoid repeated efforts in the future.

3.2. Design and Implementation

This section describes the proposed application-aware routing approach, our gen-
eral approach to SDN-assisted routing, as well as our implementation to clarify
this concept.

3.2.1. Application-Aware Routing

Application-aware routing is a routing method which finds an optimal route spe-
cific to an individual application according to a routing strategy suited to its
application class. We designed application-aware routing to directly address two
issues with the current approach in SDN-assisted routing: limited applicability
and requirements for client-side modifications. A network with application-aware
routing is called an application-aware network.
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The novelty of application-aware routing is the individual application routing.
Current approaches in SDN-assisted routing apply the same routing strategy to
every communication in the network. This approach substantially limits the ap-
plicability of the network. Routing each application individually allows multiple
routing strategies to be applied simultaneously, thus expanding the range of ap-
plications the network can support.

The application-aware routing process also was designed to be self-contained, so
that an application-aware network requires no client-side modification. There are
two steps in realizing application-aware routing. The first step is identifying the
application to determine its class. The second step is routing the application using
the appropriate strategy for the application class. Efficient routing strategies also
require near-realtime network information, such as topology, link bandwidth and
link latency, which is difficult to monitor [15].

3.2.2. Application Class

The research considered two major application classes: bandwidth-oriented appli-
cations and latency-oriented applications. This classification was used because,
although there are multiple factors influencing network application performance,
bandwidth and latency are the two factors that have the most noticeable impact.
A more sophisticated classification is being developed using an unsupervised ma-
chine learning technique. More details about this technique are discussed in
Section 3.4.2.1.

Bandwidth-oriented applications is a class of applications that achieves higher
performance when more bandwidth is available. Most applications that involve
transferring a large amount of data fall into this category. Examples of applica-
tions in this category include HTTP, FTP and media (audio/video) streaming.

Latency-oriented applications is a class of applications that performs better
with low latency communications. Usually, applications that involve remote con-
trolling, real-time communications or applications that uses a lot of short commu-
nications for synchronization fall into this class. For instance, SSH is considered
a latency-oriented application. Most online games, although using specialized
protocols, often belong to this category as well.
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Figure 3.2.: Structure of an application-aware network

3.2.3. Architecture

Application-aware routing consists of three elements: application identification,
monitoring, and the routing controller. Figure 3.2 illustrates the relationship
between these elements and the OpenFlow network.

3.2.3.1. Application Identification

Applications are differentiated on a network flow (connection) level in the Open-
Flow architecture. Applications’ flows are identified with a flow identifier which
is a quartet of source IP address, destination IP address, source TCP/UDP port,
and destination TCP/UDP port. Identified flows are then classified as bandwidth-
oriented flows (for bandwidth-oriented applications), latency-oriented flows (for
latency-oriented applications), or default flows (no special routing preference) by
matching with the flow classification rules. A flow classification rule is a pair
of flow identifier and the corresponding application class. Each field in a flow
classification rule could be either an exact value matching the targeted flows or
a wildcard. Table 3.1 shows some example flow classification rules. With the
current implementation, flow classification rules are provided manually by user
input (by administrator or domain experts) or a network application through the
routing component’s API.
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Table 3.1.: Example flow classification rules

Flow Identifier Flow Class
(SrcIP, SrcPort, DstIP, DstPort)
(* denotes wildcard match)

(10.0.0.1, 80, *, *) Bandwidth-oriented
(*, *, 10.0.0.1, 80) Bandwidth-oriented
(10.0.0.1, 7000, *, *) Latency-oriented
(*, *, 10.0.0.1, 7000) Latency-oriented
(10.0.0.1, 7199, *, *) Latency-oriented
(*, *, 10.0.0.1, 7199) Latency-oriented
(10.0.0.1, 9160, *, *) Latency-oriented
(*, *, 10.0.0.1, 9160) Latency-oriented
(10.0.0.1, 9042, *, *) Latency-oriented
(*, *, 10.0.0.1, 9042) Latency-oriented

. . . Omitted to save space . . .
(*, *, *, *) Default

3.2.3.2. Monitoring

The monitoring element retrieves information on topology, link bandwidth, and
link latency from the network. As routes are allocated reactively, the information
needs to be monitored in a near-realtime manner so that the controller can react
to changes in the network as soon as possible. Any monitoring solution can be
used as long as it can communicate with the routing component’s API.

For this research, Overlord [36] is used as the monitoring solution. Overlord
implements a direct measurement method to achieve reasonably accurate mea-
sures while still retaining a near-realtime property, making it suitable for our
application-aware network. Overlord consists of monitoring agents installed on
each node and a central collecting server. These monitoring agents regularly com-
municate with each other to collect network measurements and report back to the
central collecting server. The direct measurement method measures metrics by di-
rectly benchmarking values, producing very precise results. However, the bench-
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marking process also affects link performance during the measurement. Overlord
minimizes this interference by intelligently deciding when each link should be
benchmarked, and which links could be benchmarked simultaneously [36].

3.2.3.3. Overseer: Routing Controller

The routing controller element classifies flows with the flow classification rules
and routes them with the corresponding routing strategy. Overseer, our imple-
mentation of the routing controller, is an OpenFlow controller. In this study,
POX [8] was used as an OpenFlow controller development framework due to its
maturity and simplicity.

For its operation, Overseer gathers information from the other elements. Flow
classification rules received from the application identification element are stored
in a flow classification table. For each flow in the application-aware network,
Overseer classifies those flows and routes them using the corresponding routing
strategy along with information from the monitoring element.

Information is gathered from the other elements by exposing a set of APIs.
The APIs were implemented using the JSON-RPC protocol [33], since POX al-
ready provided support for this protocol. The current implementation is still very
primitive and does not take security into account. Figure 3.3 shows an example
request and response from a successful JSON-RPC API call, adding the first flow
classification rule shown in Table 3.1.

Overseer implements three routing strategies: maximize-bandwidth, minimize-
latency, and minimize-path-length.

1. The maximize-bandwidth strategy for bandwidth-oriented applications routes
flows through the path with the maximum bandwidth.

2. The minimize-latency strategy for latency-oriented applications routes flows
through the path that has the minimum latency.

3. The minimize-path-length strategy is the default strategy, used for unmatched
flows, which routes flows through the shortest path.

Routes between all host pairs are pre-calculated for all routing strategies us-
ing a slightly modified Dijkstra algorithm. Figure 3.4 shows some example pre-
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1 {
2 "method ": " set_entry ",
3 "params ": {
4 " path_identifier ": [
5 "10.0.0.1" ,
6 "80" ,
7 "*",
8 "*"
9 ],

10 "class ": " bandwidth_oriented "
11 },
12 "id": 1
13 }

(a) Request

1 {
2 "result ": "",
3 "id": 1
4 }

(b) Response

Figure 3.3.: Example JSON-RPC API call for adding a flow classification rule

calculated paths. Figure 3.5 illustrates the flow routing process. ld

3.2.4. Example Use Case

Let us consider a 3-node Apache Cassandra cluster with one node also running
a HTTP service. The IP addresses of each node range from 10.0.0.1 to 10.0.0.3.
The HTTP service is running on node 10.0.0.1. Figure 3.6 illustrates the network
topology of this cluster.

In order to enable the application-aware network to optimize the routing, the
administrator must decide on the classification of the flows in the network and
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A

B

8 Gbps / 10 ms

8 Gbps / 10 ms

4 Gbps / 2 ms2 Gbps / 1 ms 2 Gbps / 1 ms

(a) Example network with bandwidth and
latency information

(b) Path with maximum bandwidth
from A to B

(c) Path with minimum latency from A
to B

(d) Path with minimum path length
(hops) from A to B

Figure 3.4.: Example network with corresponding calculated paths

design suitable flow classification rules to enforce such classification. The com-
munication pattern of Apache Cassandra and the HTTP service are known to
the administrator. Apache Cassandra is a distributed database management sys-
tem that exhibits a latency-oriented communication pattern. More information
about Apache Cassandra is discussed in Section 3.3.2.2. The HTTP service is
used primarily to serve large files to the other hosts. With this knowledge, the
administrator decided to classify Apache Cassandra’s communication as latency-
oriented and the HTTP service as bandwidth-oriented.

One method to achieve this classification is to configure the flow classification
table as shown in Table 3.1. The first two rules in the tables match HTTP com-
munications from and to 10.0.0.1 and classify them as bandwidth-oriented. The
rest of the rules except the final one match Apache Cassandra’s communications
from and to all Apache Cassandra’s hosts and classify them as latency-oriented.
Rules for the other ports used by Apache Cassandra and the other Apache Cas-
sandra’s hosts are omitted to reduce the paper length. The final rule classifies
everything else as default. This rule is not required for matching HTTP and
Apache Cassandra communications but is useful in case more applications are
deployed or more hosts are connected to the network in the future. The admin-
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Figure 3.5.: Flow routing process
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Figure 3.6.: Network topology of the example use case

istrator input these rules into the flow classification table using the JSON-RPC
API.

3.3. Evaluation

A series of evaluations are performed to assert the correctness of Overseer’s im-
plementation of the application-aware routing and to validate the feasibility and
practicality of the application-aware network.

3.3.1. Overseer’s Functionality Assertion

An emulation is used to assert that Overseer’s functionalities, especially the
application-aware routing, are correctly implemented. That is, Overseer must
be able to properly determine and use the most appropriate paths when there are
multiple paths with different properties to choose from according to information
in the flow classification table.

Let us consider an example network scenario in Figure 3.7. This is an over-
lay network. Each link in the network is connected together not physically with
real cables but virtually through multiple tunnels over the Internet. Numerous
factors can affect performance of communication over the Internet in an unpre-
dictable manner. These factors make tunnel performance vary in an unpredictable
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(a) Shortest-Path Routing

(b) Application-Aware Routing

Figure 3.7.: Emulated network topology and the paths selected by shortest-path
routing and application-aware routing
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manner. The variation of tunnel performance then, in turn, propagates to the
unpredictability of performance of each link in the overlay network and finally
results in the uneven performance of each link as shown in the figure.

With the shortest-path routing (with paths selected by the spanning-tree proto-
col), all communication between leftmost host and rightmost host in this network
take the middle path, which is the shortest. This is not an optimal path both in
term of bandwidth and latency. Using these paths result in the less than optimal
performance for both application 1 and application 2.

In application-aware routing, each network flow, although sharing the same
source and destination, is routed separately according to its requirement. With
the network performance information and application characteristics information,
the network flows corresponded to the application 1 are routed through the upper
path while the network flows corresponded to the application 2 are routed through
the lower path. Utilizing these two paths should result in higher performance in
term of bandwidth and latency for both application 1 and application 2.

3.3.1.1. Emulation Technique

The scenario is emulated Mininet, a commonly accepted network emulator within
the OpenFlow research community [41]. Since only Overseer was being evaluated,
the monitoring element was bypassed. Instead, the properties of each link are
manually set through Overseer’s API. Figure 3.8 shows the script that was used
to emulate the network topology.

The emulation result indicated that Overseer performed as designed and the
expected routes were taken as in the scenario.

3.3.2. Validity Assessment

Although our proposed application-aware routing approach was designed to in-
crease the applicability of SDN-assisted routing as well as eliminating the require-
ment for specific client-side modifications, the validity of this method was still
unproven.

To validate our proposed approach, we evaluated the feasibility and practi-
cality of application-aware routing. We evaluated the feasibility, quantitatively
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1 from mininet .topo import Topo
2

3

4 class Usecase (Topo ):
5 def __init__ (self ):
6 # Initialize topology
7 Topo. __init__ (self)
8

9 # Add hosts and switches
10 h1 = self. addHost ("h1")
11 h2 = self. addHost ("h2")
12 s1 = self. addSwitch ("s1")
13 s2 = self. addSwitch ("s2")
14 s3 = self. addSwitch ("s3")
15 s4 = self. addSwitch ("s4")
16

17 # Add links
18 self. addLink (h1 , s1)
19 self. addLink (h2 , s4)
20 self. addLink (s1 , s2)
21 self. addLink (s1 , s3)
22 self. addLink (s1 , s4)
23 self. addLink (s2 , s4)
24 self. addLink (s3 , s4)
25

26 topos = {
27 " usecase ": (lambda: Usecase ())
28 }

Figure 3.8.: Mininet script for creating topology in Figure 3.7
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assessing whether application-aware routing significantly improved network per-
formance, by comparing the performance of each implemented routing strategy
with the shortest-path routing. Shortest-path routing was used as a baseline
because it represents a common routing strategy in a traditional network. We
evaluated practicality, assessing whether an application-aware network could work
in a real situation, by using a real application and a real wide-area network en-
vironment.

For the evaluations, an OpenFlow testbed was created within the private cloud
of Nara Institute of Science and Technology (NAIST). The cloud consisted of 6
virtual machine hosts. Figure 3.9 illustrates the structure of the testbed. Each
host has a gigabit Ethernet connection that is shared among all virtual machines
(VMs) running on the same host. To have the communication go through the
physical network, six VMs were placed on six separate hosts. Each VM runs
CentOS 6.5 with Open vSwitch 1.11 and the Overlord monitoring agent. The
Open vSwitch on each VM is connected to the other VMs using GRE tunnels.
Traffic control policies are applied to these tunnels during each experiment to
simulate bandwidth and latency fluctuation as well as network congestion during
the experiment. An extra tap interface was also connected to the Open vSwitch
on each VM to allow IP address assignment to enable network-level connectivity
required by Overlord. Overseer (the controller) and Overlord’s central server were
installed in a separate VM running Ubuntu 14.04 with the latest version of POX
checked out from the “carp” branch as of July 2014.

3.3.2.1. Feasibility Evaluation with a Controlled Virtual Environment

The feasibility of the application-aware network was validated by measuring the
significance of its performance gain compared to a traditional network. The per-
formance gain was measured using the average bandwidth and latency of commu-
nication within an application-aware network, and then compared with the same
measurements from a traditional network with the same topology.

There are some testbed configurations unique to this experiment. To simulate
an extreme condition, a mesh topology is employed. Also, when no controller is
available, the Open vSwitch can be configured so that it falls back to behaving
like a traditional learning switch. The Open vSwitch also comes with a Spanning
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Figure 3.9.: Structure of the OpenFlow testbed in the NAIST private cloud

Tree Protocol (STP). These functions of the Open vSwitch were used to represent
the traditional network.

Bandwidth Evaluation

Since the network of the cloud was shared across multiple running VMs, the
bandwidth of all links in the testbed was limited to 100 Mbps to reduce inter-
ference from external factors. However, the limit enforced by the Linux kernel
is not absolute and some fluctuation may occur. Netperf [32] was used to mea-
sure the bandwidth between all pairs of switches, each pair in both directions.
The average value of all the measured bandwidth is used to represent the overall
bandwidth of the network.

To simulate bandwidth fluctuation due to path dynamics, 5 links were selected
at random. On these selected links, the bandwidth was further reduced to 40
Mbps. All pairs bandwidth measurement was performed, then average values
were calculated again for both the traditional network and the application-aware
network. For consistency, this process was repeated for 100 iterations. Finally,
average results were calculated from all iterations. Table 3.2 and Table 3.3 show
measures bandwidth between each pair of hosts from the first iteration of the
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Figure 3.10.: Average bandwidth of the networks from bandwidth evaluation

bandwidth evaluation with fluctuation simulation. Figure 3.10 shows the average
bandwidth measured for each case.

For the baseline case where all links are limited to 100 Mbps, the traditional
network performed better than the application-aware network. This is due to
the differences in bandwidth between each link not being substantial enough for
the system to benefit from deliberately searching for a better route. Application-
aware routing becomes an unnecessary overhead in this case. However, we believe
that our implementation is imperfect as it was implemented as a proof of concept
and there is still room for improvement.

In the case where 5 links were bandwidth limited, the application-aware net-
work outperformed the traditional network because lower bandwidth links were
avoided. As shown in Figure 3.10, with the traditional network, the results vary
as depicted by the standard deviation. With the traditional network, the average
bandwidth varies due to the number of links in the spanning tree that are being
bandwidth limited. The application-aware network helps avoid this problem.
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Figure 3.11.: Average latency of the networks from latency evaluation

Latency Evaluation

The average latency of a network is measured by averaging the mean latency
between each pair of switches in the network. The mean latency between each
pair of switches is obtained from the average produced by pinging ten times. Al-
though the ping utility measures round-trip-time, this value directly corresponds
to latency and is used in this experiment to represent latency.

The average communication latency of the application-aware network and the
traditional network were measured. This experiment was performed in the same
testbed as in Section 3.3.2.1 with no baseline latency added. For congestion sim-
ulation, again 5 links were selected at random which had 10 ms latency added.
Again, the average results from 100 randomized iterations were used. Table 3.4
and Table 3.5 show measured latency between each pair of hosts from the first
iteration of the latency evaluation with congestion simulation. Figure 3.11 shows
the measured average latency of each routing technique in the two different con-
figurations.
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At full speed, the application-aware network performed better than the tradi-
tional network in terms of latency. This is because the application-aware network
always uses the shortest paths whereas the traditional network always routes
through the root node of the spanning tree, increasing the traveling distance of
packets. With congestion simulation, the difference in term of latency between
the application-aware network and the traditional network was even more ex-
treme. The application-aware network noticed the congested links and avoided
using those links. The traditional network, on the other hand, continued using
the congested links.

With traditional routing, the results are highly variable, depending on which
links are being latency-increased. The variation was even more drastic with added
latency from congestion simulation, resulting in a severe penalty for not taking
the best route. However, the application-aware network achieved very low and
stable latency.

3.3.2.2. Practicality Evaluation with a Real-world Experiment

We evaluated practicality by measuring the performance of a real application
in an application-aware network, and the performance of an application-aware
network in a real wide-area environment.

A Real Application in an Application-aware Network

To validate the practicality of using an application-aware network with a real
application, we evaluated the performance of Apache Cassandra [40] in an application-
aware network. Apache Cassandra is a distributed database management system,
which was chosen because it is a good example of a complex communication-heavy
network application. Datastax’s distribution of Apache Cassandra comes bundled
with cassandra-stress, a stress testing tool for an Apache Cassandra cluster. This
tool was used for the evaluation.

For this evaluation, a 6-node mesh network testbed was created in the same
private cloud, in the same manner as for the feasibility evaluation. Apache Cas-
sandra 3.0.6 was installed on each node, creating a 6-node cluster with 2 seed
nodes. As shown in Figure 3.12, the network topology of the cluster was set up
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Figure 3.12.: Network topology of the experimental Apache Cassandra cluster

to create uneven links within the network while still having an equal number of
full quality links and low quality links for each node. Each link has a bandwidth
of 10 Gbps and a latency of 1 ms, with the highlighted links in the figure having
their latency raised to 20 ms. An application-aware network was created in the
same testbed as used for the feasibility evaluation.

Using default data populated by the multiple concurrent writes test, the clus-
ter was stress tested with the multiple concurrent reads benchmark test. Each
benchmark was performed multiple times with a different number of concurrent
worker threads. The reads benchmark was used because reading from Apache
Cassandra involves searching through the entire cluster, which involves a lot of
short communications between hosts. This communication pattern is classified
as latency-oriented.
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Figure 3.13.: Apache Cassandra read frequency of the test cluster in an
application-aware network and a traditional network

The benchmark test was done on an application-aware network with the flow
of Apache Cassandra set to minimize_latency and a custom routing that always
used the shortest-path between hosts representing the best solution from the
traditional network. From the results shown in Figure 3.13, the application-aware
network outperformed the shortest-path network in every case. At a higher thread
count, we observed a lower performance gain from the application-aware network.
We suspect this result is due to the bottleneck of the communications shifting
from latency-oriented to bandwidth-oriented as the number of threads increases.

An Application-Aware Network in a Real Wide-Area Environment

We tested an application-aware network created with Overseer on a portion
of PRAGMA-ENT, a global-scale OpenFlow network testbed [30]. This testbed
was built and is mainly used by the Pacific Rim Application and Grid Middle-
ware Assembly (PRAGMA) [11,61]. Several institutions, mostly from Japan and
the United States, contribute resources to this project. The testbed consists of
both physical OpenFlow switches and Open vSwitch. Connections between the
switches are in the form of both physical connections using a dedicated VLAN
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Figure 3.14.: Network topology of PRAGMA-ENT as of October 10, 2014

and virtual connections through a GRE tunnel. Figure 3.14 shows participating
switches and network topology of PRAGMA-ENT as of October 10, 2014.

In this experiment, there were 4 participating hosts located at Nara Institute
of Science and Technology (NAIST), Osaka University (OsakaU), University of
California San Diego (UCSD) and University of Florida (UF). Each host ran
Open vSwitch. All connections between hosts were created using GRE tunnels
through the Internet. The performance of each connection is only limited by the
actual Internet connection quality of each location. Figure 3.15 and Figure 3.16
illustrate the logical network topology of the portion of PRAGMA-ENT utilized
in this experiment along with the measured latencies and bandwidths of each
link.

This experiment focused on the uplink from OsakaU to UCSD as it provided
the most explicit results. The bandwidth and latency from OsakaU to UCSD
were compared for the application-aware network with a corresponding routing
strategy and the traditional network using shortest path routing. In the case of
application-aware routing, two flow classification rules were set. The first rule
matched Netperf’s flows and classified them as bandwidth-oriented. The other
rule matched everything else, including ping’s ICMP packet, and classified them
as latency-oriented. Table 3.6 compares the result of all tests. From the results,
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Figure 3.15.: Logical network topology and latency of each link in the experimen-
tal network portion of PRAGMA-ENT

the application-aware network (Overseer) achieved a higher bandwidth than the
traditional network (Shortest Path) when it routed through NAIST, approaching
the theoretical maximum value, although latency is the same for both cases as
the shortest path is already the best route for minimum latency. From these
results, we conclude that an application-aware network outperforms a traditional
network in a real wide-area environment and is practical.

3.4. Discussion

From the evaluations, We concluded that an application-aware network is both
feasible and practical. The rest of this section discusses advantages of Overseer
as well as its drawbacks and possible mitigations for those drawbacks.
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Figure 3.16.: Bandwidth of each link in the experimental network portion of
PRAGMA-ENT

3.4.1. Advantages of Overseer

Due to the backward compatibility of its implementation, Overseer could be used
as a drop-in replacement in a traditional network. If no rule is specified, Over-
seer uses shortest-path routing for all communications. Although Overseer adds
some overhead to the routing process, a configuration with preemptive flow clas-
sification rules could be employed to reduce the overhead from reactive routing.
A technique for automatic flow identification and classification technique is also
being researched. Section 3.4.2 discusses more details regarding automatic flow
identification and classification.

The components of an application-aware network communicate through APIs,
allowing them to be replaced at will. For example, although Overlord provides
fairly accurate information, it may be preferable to use another monitoring so-
lution, such as PerfSONAR [25], for more stable monitoring and to reduce the
impact on the network, at the cost of accuracy.

Overseer’s API also allows tight integration with applications. As an example,
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Table 3.6.: Measured bandwidth and latency from OsakaU to UCSD

Metric Shortest Path Overseer

Bandwidth 31.26 Mbps 59.25 Mbps
Latency 115 ms 115 ms

it is possible to live-modify flow classification rules to match desired communi-
cation characteristics at different stages of an application. The flow classification
rules of an application flow could be set to bandwidth-oriented and then changed
to latency-oriented at a later stage or vice-versa.

Overseer also could also be used as a building block for other SDN-assisted rout-
ing projects, since adding new network metrics, path types, and routing strategies
is a relatively simple process.

3.4.2. Limitations and Mitigations

There are still several limitations with Overseer. This section discusses those
issues and provides some possible mitigations and solutions.

3.4.2.1. Manual Application Identification

Currently, application identification requires manual input, with flow classifi-
cation rules added manually through Overseer’s API by the administrator or
domain experts. This limitation greatly reduces the applicability of Overseer.

Automatic flow identification and categorization based on observed commu-
nication patterns is a possible solution. Research is being conducted on this
approach. For example, AppMon is an OpenFlow proxy that provides flow identi-
fication and categorization using simple rules based on observations from network
traffic analysis [69].

We have also been developing a deep-learning-based automatic flow identifica-
tion and categorization technique. This technique is unsupervised so that it could
extract natural classification of the network communication as opposed to using a
defined categorization designed by the administrator or domain experts. However,
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preliminary results from the new technique suggested that bandwidth/latency is
still a very good classification for route optimization.

3.4.2.2. Unfair Flow Distribution

Overseer allocates routes to each flow on a first-come-first-serve basis. However,
this greedy approach does not guarantee Pareto optimal network utilization as
the effect of flow order will modify the resulting flow routes. It may also lead to
a longer time to approach convergence.

To mitigate this issue, flow prioritization, resource accounting, along with on-
line optimization or flow rebalancing could be used. One of the major causes of
unfair flow distribution is differences in flow lifetimes. There are two major flow
types, long-lived flows and short-lived flows. A study has shown the importance
of managing both types of flows, especially in data center networks [34]. It is pos-
sible for long-lived flows to be allocated to superior paths for an extended period,
leaving other short-lived flows to compete with each other for inferior paths. To
combat this, flow prioritization could occasionally de-prioritize long-lived flows
and reallocate them to inferior paths, allowing short-lived flows to be allocated
to superior paths and complete their communications faster. This prioritization
method should result in higher throughput of the network.

It is also possible to take advantage of the monitored network properties of the
entire network and calculate paths for all live flows collectively with an algorithm
such as max-flow. All flows can be redistributed and updated periodically to
achieve Pareto optimal utilization.

3.4.2.3. Scalability

Overseer, our proposed OpenFlow controller, could become a bottleneck limit-
ing the scale of an application-aware network. Scalability is still an open issue
of OpenFlow [31, 77]. Overseer does not take scalability into account. How-
ever, there are several techniques that could be used to increase the scale of an
application-aware network [77].

To a certain degree, an efficient highly-available OpenFlow controller can be
scaled. A load-balancing model could be utilized to scale a single OpenFlow net-
work [76]. However, an application-aware network requires frequent information
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Figure 3.17.: Interconnected multiple application-aware networks

updates which leads to data dependency between OpenFlow controller processes,
which limits the effectiveness of this approach. Controller fail-over techniques
also can increase the resiliency of the controller [18]. However, this does not in-
crease processing throughput, and still suffers from the same problem as controller
load-balancing.

It is more efficient to connect multiple application-aware networks instead
of scaling a single application-aware network to support a large network. An
application-aware network can be split into multiple smaller application-aware
networks with their own OpenFlow controllers, instances of Overseer, communi-
cating between each other to propagate flow classification rules. This approach
is similar to that of Hyperflow [63]. Figure 3.17 illustrates the structure of inter-
connected multiple application-aware networks.

3.4.3. Utilizing Software-Defined Network and
Application-Aware Routing to Enhance
Communication Efficiency of a Data Center

The application-aware routing and the application-aware network is highly suit-
able for enhancing communication efficiency of a general-purpose cluster. An
example of a general-purpose cluster includes a Mesos cluster. This technology
could be used to accelerate network communication of a variety of applications in
the cluster. In the environment with a wide range of applications, each with their
own distinct communication characteristics, the application-aware network could
detects network flows associated with each application and provide an optimal
route for each individual flow.
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In the case of a specifically-designed cluster where the network communication
is highly efficient, SDN technology could still be applied to enhance the commu-
nication efficiency even further. This kind of cluster may not benefit as much
from the application-aware routing and the application-aware network compared
to a general-purpose cluster. Even in this case, the other SDN-based network
optimizations could still be utilized to improve the communication efficiency. For
example, SDN could be used to accelerate MPI_Reduce operation by eliminating
redundant communications [44].
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4. A self-optimizing
application-aware network
with deep-learning-based
traffic classification

An automatic network flow categorization and identification is essential for realiz-
ing a self-optimizing network with an application-aware network. Network traffic
categorization and identification, in general, is also useful for network monitoring,
quality of service (QoS) control, network security, as well as data mining. De-
ploying an application-aware network involves configuring a predetermined flow
classification and flow optimization rules for network flows corresponding to each
application using the network. An automated method to create (and update) flow
classification and flow optimization rules using communication data from the net-
work would complete a cycle and create an automatic self-optimizing network.
Figure 4.1 illustrates the concept of a self-optimizing network.

Generating a meaningful classification of network flows together with a corre-
sponding class identifier (classifier) is challenging problem. A class of a network
flow is defined as a non-linear representation of the network flow. The classi-
fier model creation process is formulated as an unsupervised clustering of a raw
network traffic capture. A raw network traffic capture is commonly available as
a large unlabeled lightly-preprocessed dataset. While there are many cluster-
ing techniques, a deep-learning-based approach was chosen as it is a technique
suitable for this kind of dataset.
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Figure 4.1.: The concept of a self-optimizing network

4.1. Background

In the scope of this work, network flows categorization and identification are
defined as follow. Network flow categorization is a process of generating a mean-
ingful network flow classification. The classification also has to be useful to the
application-aware network meaning that the classification should be based on
network properties that could be optimized with network routing. Network flow
identification is to identify which class a network flow belongs to, corresponding
to the classification.

4.1.1. Existing Approach

There were issues with the previous approaches to automatically categorize and/or
identify network flows from network traffic data. Most of the existing works use
an application-level classification which is too specific for route optimization with
the application-aware network [20,35,48,51,60,70,73,79]. In the work by X. Wang,
a decision tree with the limited number of predetermined features and thresholds
were used [68]. While their work is applicable to the application-aware network,
they used a predetermined bandwidth-bound and latency-bound classification
with the assumption that the classification is appropriate for any network traffic
without providing proper justification. A single-model-fit-all approach also limits
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the applicability of the model.

4.1.2. Deep Learning based Approach

A deep learning technique refers to a machine learning technique using deep neural
network (DNN) model. While the neural network is not a new technology, a
recent breakthrough in parallel computation allowed for a training of a much more
complex network within a reasonable time. Multiple types of deep neural network
are developed for various applications ranging from (unsupervised) clustering fix-
sized input vectors to (supervised) classification of sequential time series data.

Using deep learning for network flows categorization and identification has sev-
eral advantages. Deep learning is a technique that is highly suitable for capturing
a non-linear representation from a large unlabeled lightly-preprocessed dataset.
Since the classification of a network flow is a non-linear representation of the flow
and a large unlabeled lightly-preprocessed network traffic data set is also readily
available, deep learning is a natural choice for this task.

While there are some existing neural-network-based approaches, they do not
work very well for creating a self-optimizing network with the application-aware
network. Specifically, most of the approaches classify a network flow into a
predetermined application-level classification [60, 70] which is too specific for
application-aware network and does not guarantee to reflect a natural classifi-
cation of the dataset. Some works also require labeled input [70] which is not
readily available.

In this work, a deep neural network clustering is selected as it is a suitable deep-
learning-based approach to network flows categorization and identification (for
the application-aware network) with the following characteristics. The approach
is unsupervised thus allowing the model to capture natural classification of the
dataset without requiring prior knowledge which could bias the results. The
resulting classification represents application’s communication characteristic and
is useful for route optimization.
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Figure 4.2.: Example intermediate training samples sliced from a flow

4.2. Model Creation Process

This section describes training samples preparation and the deep neural network
clustering method to generating a network flow classification and a classifier.

4.2.1. Training Samples Preparation

Raw network traffic capture is transformed into training samples format suitable
for clustering with a deep neural network model. Since the objective is to create an
online network flow classifier for an application-aware network, the input format
have to be highly scalable to be able to process the large amount of network
flows in a near-real-time manner. A fixed-size input vector is chosen as the input
format as it allows for parallel inferencing with multiple instances of the classifier.
Protocol (TCP or UDP), source TCP/UDP port, and destination TCP/UDP port
are also added to the input vector as these are common features that are known
to be related to network application performance characteristic.

The training samples preparation process is divided into three steps as followed.

1. Raw network traffic is grouped by flows. Each flow is identified by a unique
combination of source IP address, destination IP address, protocol (TCP
or UDP), source TCP/UDP port, and destination TCP/UDP port.

2. A flow is sliced into multiple intermediate samples with a 1-second sliding
window with 10 seconds in length. Each intermediate sample contains 10
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Field Value

Protocol TCP
Source Port 80
Destination Port 56931
Transferred Size (second 0-1, Bytes) 796

. . . Omitted to save space . . .
Transferred Size (second 9-10, Bytes) 2, 073
Packet Count (second 0-1) 6

. . . Omitted to save space . . .
Packet Count (second 9-10) 4

Table 4.1.: An example complete training sample

seconds of packets from the flow. Figure 4.2 illustrates the flow slicing
window.

3. An intermediate sample is restructured with a transfer size binning and a
packet count binning into a complete training sample. Packets in the in-
termediate sample are counted and binned into 10 1-second transfer size
bins and 10 1-second packet count bins. Protocol (TCP or UDP), source
TCP/UDP port, and destination TCP/UDP port are also added. Ulti-
mately, each complete training sample is a vector with 23 dimensions. Ta-
ble 4.1 shows an example complete training sample.

4.2.2. Training Deep Neural Network Model

A 3-layer stacked denoising autoencoder network with sigmoid activation func-
tions is used in this work. Softmax functions are applied at the final layer to
“squash” the output into the probability distribution. The error function is a
standard mean square error function comparing the clean input and the recon-
structed output. Adam optimizer, an optimization algorithm based on stochastic
gradient descent, is used for the optimization with all parameters set to its default
value [38]. Figure 4.3 illustrates the structure of the model.

A stack denoising decoder is an unsupervised deep neural network model struc-
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Figure 4.3.: The 3-layer stacked denoising autoencoder model

Figure 4.4.: Training process of the first layer of the stacked denoising autoen-
coder model used in this work

ture that is commonly used for automatic feature extraction [65, 66]. The de-
noising process is introduced to the standard autoencoder to address overfitting
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problem which is prevalent in case the size of the encoded representation is larger
than the size of the input vector. A stack denoising autoencoder model is trained
on a layer-by-layer basis. For the training of each layer, the model takes a clean
input vector and generate a noised input from the clean input. The noised input
is fed to the encoder in the encoding step to create an encoded representation
of the noised input. The encoded representation is then fed to the decoder in
the decoding step to create a reconstructed input. The quality of the encoded
representation is defined as the inverse of the error function. The error function
is a distance function between the clean input and the reconstructed input. An
optimizer is used to minimize the value of the error function as the training step
goes on. After the training of each layer, the decoder is discarded and the training
continues with the output from the trained encoder as an input to the next layer.
Figure 4.4 illustrates the training process of the first layer of the stack denoising
autoencoder model used in this work.

We have also experimented with the other networks such as deep denoising
autoencoder. However, they did not produce useful results. Only the stacked
denoising autoencoder is discussed in this paper.

4.3. Experiment Results

Several stacked denoising autoencoder models were trained with varying num-
bers of hidden layers, size of each hidden layers, and size of the output vector
(numbers of output nodes). All models were trained with CAIDA Internet traffic
dataset [17].

The following 3-layer stacked denoising autoencoder models produces the most
promising results. The first two hidden layers contain 100 and 10 nodes respec-
tively. The output layer has 3 nodes. Uniform random masking noise is used to
create the noised input from the clean input. The model took around 9 hours to
learn. Figure 4.3 illustrates the structure of the model.

While the model with 3-nodes at the output layer (3-outputs model) produces
the best results, the results from the model with 4-nodes at the output layer
(4-outputs model) are also shown for comparison. Since similar reasoning is also
applied in comparing the 3-outputs model to the other models, the results from
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Figure 4.5.: Value of error function (cost) of the first layer of the model as the
training progress

the other models are omitted to save space.
Value of error function (cost) after learning alone is not enough to evaluate

the quality of the model. Figure 4.5, Figure 4.6, and Figure 4.7 show the cost
associated with each layer of the 3-outputs model and the 4-outputs model as
the training progress. The model was learned for the total of 240,000 iterations.
The first layer was learned during the first 80,000 iterations of the training. The
second and third layers were learned during the subsequent 80,000 iterations of
the training respectively. The cost of the first and second layer of both model are
identical as they share the same structure. The cost of the last layer of the two
model do not significantly different.

The 4-outputs model does not produce useful classification. The model cluster
network communication into four classes. Figure 4.8 and Figure 4.9 show proper-
ties distribution of classes generated with this model. The resulting classification
is similar to the classification produced by the 3-outputs model. We could not
find a meaningful interpretation of the class 2. The class 2 of this model also
contains very little flows. These two points suggest that it is better to use the
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Figure 4.6.: Value of error function (cost) of the second layer of the model as the
training progress

Figure 4.7.: Value of error function (cost) of the third layer of the model as the
training progress
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Figure 4.8.: Class size distribution of the 4-outputs model

3-class classification of the 3-outputs models. Aside from class 2, it is possible
to interpret the other classes in the similar fashion with the classification of the
3-outputs model.

The 3-outputs model cluster network communication into three classes. Fig-
ure 4.10 and Figure 4.11 show properties distribution of classes generated with
this model.

Information from Figure 4.10 and Figure 4.11 is used to interpret the meaning
of the classes. From the Figure 4.11, we observe that all distributions of class
2 are grouped at the very small value compared to the other classes. According
to the Figure 4.10, all UDP communications are also clustered into this class
2. We interpret these observations as class 2 representing a low-frequency com-
munication considered as an irregular communication pattern. Comparing only
class 0 and class 1, class 1 have a relatively higher transfer size and packet rate
across the board. Transferred size standard deviation distribution of class 1 also

69



(a) Transferred size distribution per class (b) Packet rate distribution per class

(c) Transferred size standard deviation dis-
tribution per class

(d) Packet rate standard deviation distribu-
tion per class

Figure 4.9.: Properties distribution of the resulting classification from the 4-
outputs model

significantly higher the other classes. We interpret these observations as class 0
represents a regular-frequency communication with relatively lower packet size
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Figure 4.10.: Class size distribution of the 3-outputs model

(latency-bound communication pattern) whereas class 1 represents a regular-
frequency communication with relatively higher packet size (bandwidth-bound
communication pattern). With these interpretations, the classes are interpreted
as followed.

1. Class 0: Regular-frequency communication with relatively low packet size
(latency-bound pattern).

2. Class 1: Regular-frequency communication with relatively high packet size
(bandwidth-bound pattern).

3. Class 2: Low-frequency communication (irregular pattern).

It is also important to note that the three classes discovered by this model
are similar to our prior curated classification (bandwidth-bound/latency-bound
classification) used in the development of the application-aware network [64].
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(a) Transferred size distribution per class (b) Packet rate distribution per class

(c) Transferred size standard deviation dis-
tribution per class

(d) Packet rate standard deviation distribu-
tion per class

Figure 4.11.: Properties distribution of the resulting classification from the 3-
outputs model
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4.4. Self-Optimizing Network

The classifier model presented in this work, together with the application-aware
network, can be used to develop an automatic self-optimizing network. Figure 4.1
illustrates the concept of a self-optimizing network.

An implementation of a self-optimizing network has to be able to operate in a
high-throughput environment. Raw network traffic contains an enormous amount
of data. Ideally, during each optimization cycle, every network flows have to be
identified and categorized Then, a rule for each flow are created or updated to
reflect the current classification of the corresponding flow. The flow categorization
and identification process has to be highly scalable to cope with the amount of the
raw network traffic data. Since it is not practical to create a rule for every single
flow due to the limitation of OpenFlow, the implementation requires a method
to prioritize the creation and maintenance of optimization rules for high-impact
flows.

We propose the following design for an implementation of a self-optimizing
network. At every edge switch, the ingress communication is mirrored out to a
collector port. sFlow [52] could be used to output a uniform sampling of the com-
munication at each switch instead of mirroring everything to reduce the through-
put if required. The communication is gathered at the collector and bucketed
into each identified flow. The network flow samples are constructed from the lat-
est collected communication together with corresponding duration counter. To
prioritize high-impact flows, only flow sample from the flows with the duration
longer than a specific threshold value are sent to the classifier model for classi-
fication. Flow class identification (classification) can be parallelized for higher
throughput with parallel model inferencing. The result of the classification is
used to create and update the flow optimization rules for the application-aware
network. Figure 4.12 illustrates the structure of this implementation.

This design is feasible and highly scalable. The sFlow sampling rate and the
flow duration threshold can be optimized the achieve the acceptable balance be-
tween classification accuracy and scalability unique to each network. Parallel
model inferencing also allows for scaling-out by increasing the numbers of the
classifiers.
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Figure 4.12.: Structure of the proposed design of a self-optimizing network
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5. Conclusion

We present three contributions towards addressing the two factors of major im-
pact on data center computation efficiency: the container rebalancing method,
the application-aware routing and the self-optimizing application-aware network
including a deep-learning-based network traffic classification system.

5.1. Container Rebalancing

Container rebalancing method is a novel scheduling mechanism with a rebalanc-
ing process working in conjunction with an existing scheduling process of Linux
Containers (LXC) cluster. Container rebalancing takes advantage of LXC’s rapid
container migration to increase the optimal overcommit ratio of an LXC cluster.
This improvement, in turn, increases overall resources utilization of the data cen-
ter.

The simulation is used to evaluate the performance and validate the feasibility
of container rebalancing. Although many simplifications and compromises have
been made due to time constraints, the results still suggest that the container
rebalancing is a promising method.

5.2. Application Aware-Routing and
Application-Aware Network

An application-aware network enables route optimization for communication be-
tween tasks during group execution. This is done by identifying and routing each
network flow independently. It also eliminates the need for client-side modifica-
tion by classifying the applications on the network side. Overseer is an example
of an OpenFlow controller implementing an application-aware network.
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Feasibility and practicality of the application-aware network are validated by
comparing an application-aware network with a spanning-tree-protocol-based net-
work and a shortest-path routing network in multiple situations. From the re-
sults, the application-aware network achieved higher overall performance than
the competitors. The reason being that by providing different routes for different
classes of application, the network can support a wider range of applications. We
conclude that the application-aware network is a promising technology. While
there are still several issues with our implementation, Overseer, a list of possible
mitigations is also presented.

5.3. A self-optimizing application aware
network with deep-learning-based network
traffic classification

A self-optimizing application-aware network eliminates the requirement of a man-
ual application classification by using an automatic network traffic classification
model. A deep-learning-based clustering technique is used to develop the classifi-
cation model. We describe the development of a network flow categorization and
identification model. The model was developed using a 3-layer stacked denoising
autoencoder and trained with CAIDA Internet traffic dataset. 3-classes classifica-
tion is discovered from the dataset. The three classes are a latency-bound pattern,
a bandwidth-bound pattern, and an irregular pattern. This result suggested that
deep learning is a feasible approach for network flow categorization and identi-
fication in the context of developing a classification model for a self-optimizing
application-aware network.

The design of the self-optimizing network is also proposed. The design has to
be highly scalable to be feasible given the size of the network traffic workload
it was expected to handle. All design decision are described and rationalized in
detail to demonstrate its scalability.
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5.4. Future Work

Going forward, there are still more works to be done towards multiple aspects of
our contributions.

Regarding the container rebalancing, more work is being done to investigate
the effectiveness of this method and to improve the accuracy of the simulation.
We are also looking to expand the work towards multi-objective optimization
by including other optimization targets (i.e. memory usage, response time, and
operation performance) and constraints (i.e. data locality).

Regarding the self-optimizing application-aware network including the deep-
learning-based network traffic classification model, we are continually working to
improve our deep-neural-network classification model as well as looking into the
other model creation techniques. To keep pace with the dynamic of the network
communication as time passes, we are working on finding optimal model update
frequency and reducing model learning time if required. We are also looking
to incorporate adaptive learning to continuously update the model as well. The
real implementation of the self-optimizing application-aware network is also being
developed.

Finally, while it is straightforward to implement both container rebalancing and
a self-optimizing application-aware network together, we have yet to implement
them together in a single environment. We are working towards implementing
both container rebalancing and a self-optimizing application-aware network to-
gether in a real data center and performing a more comprehensive evaluation.
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Appendices
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A. Overseer’s JSON-RPC API

Overseer communicates with other element of the application-aware routing suite
by exposing a JSON-RPC API [33]. This API is used by the applications to
register flow classification rules as well as monitoring element to continuously
feeding measured network properties. The following methods were implemented:

A.1. get_table

Parameter : None
Output : All entries in flow preference table

A.2. get_entry

Parameter : Path identifier (JSON quadruple array)
Output : A single entry in flow preference table

A.3. set_entry

Parameters :

• Path identifier (JSON quadruple array)

• Path preference (possible options are minimum_hop, maximum_bandwidth
and minimum_latency)

Output : None
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A.4. remove_entry

Parameter : Path identifier (JSON quadruple array)
Output : None

A.5. update_bandwidth

Parameters :

• Source DPID (Hexdecimal)

• Destination DPID (Hexdecimal)

• Bandwidth (Mbps)

Output : None

A.6. update_latency

Parameters :

• Source DPID (Hexdecimal)

• Destination DPID (Hexdecimal)

• Latency (ms)

Output : None
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