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SDN-enabled GridFTP: High speed data
transfer system based on multiple TCP streams

using OpenFlow∗

Huang Che

Abstract

A large amount of data needs to be transferred from one site to another as
fast as possible in the fields of computational science. To achieve high-speed data
transfer in widely-distributed environments, many applications utilize multiple
TCP streams. Using multiple TCP streams in parallel can improve aggregate
bandwidth by mitigating the negative effects of packet loss and the slow start
mechanism of TCP. However, since multiple TCP streams of applications are
usually routed according to the default IP routing protocol, only a single shortest
path among the multiple paths can be utilized for the data transfer. This research
proposes a multipath controller that increases the performance of data transfer
by leveraging multiple paths simultaneously for parallel TCP streams.
For this purpose, we utilize the Software-Defined Networking (SDN) technology

and its implementation, OpenFlow. Furthermore, we propose a prediction model
to determine optimal numbers of parallel TCP streams to be assigned for each
path according to its own network condition. This thesis presents the design
and implementation of the proposed system. As a case study, we applied our
proposed system on GridFTP and evaluated the performance improvement in
both a virtual and a real global-scale environment. The results demonstrate that
our proposed system accelerates the data transfer of GridFTP. In our real global-
scale environment, our experimental results show the practicality of our proposal
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and indicate that our proposed method has achieved the performance close to the
physical limitations of the hardware.
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1 Introduction

1.1 Overview
The rapid development of science, technology and Internet has led us into the
big data era. Every industry produces a huge amount of data every day, such as
Google and Facebook processing hundreds of petabytes of data per day [1]. The
data of the world is still increasing exponentially due to advancing technology,
such as the Internet of Things (IoT) [2], which is related to all aspects of our
modern life. More than 90% of the data in the world today has been created in
the last two years, and it has been estimated that we are generating 2.5 quintillion
bytes of data per day [3, 4].
High-speed data transfer is a necessary technology for the process of big data

[5]. The big data era gives us a lot of great opportunities and challenges in
business and research. Researchers have made a lot of progress in developing the
capability to compute, process, store, and analyze big data. In regards to data
storage, most of the large-scale data is not stored only on one site but actually
stored among the geographically distributed data centers around the world [6].
Therefore, high-speed data transfer between sites is a very important technology
for international collaborative research and many other services.
To achieve high-speed data transfer in widely-distributed environments, many

applications utilize multiple TCP streams simultaneously to transfer data. Using
multiple TCP streams in parallel can improve aggregate bandwidth over using a
single TCP stream by mitigating the negative effects of packet loss and ‘slow start’
mechanism of TCP. There have been a number of proposed schemes designed
for applications to use multiple TCP streams such as XFTP [7], PSockets [8],
GridFTP [9, 10], MultiTCP [11], PATTHEL [12], QTCP [13] Multipath TCP
(MPTCP) [14], to increase the performance of data transfer.

1



On the other hand, there are usually multiple network paths (multipath) avail-
able between widely-distributed sites, however, these multiple paths are not ef-
ficiently utilized by applications. Because even if the applications use multiple
TCP streams in parallel, those multiple TCP streams are basically routed accord-
ing to the default IP routing protocol, and only a single shortest path among the
multiple paths is used for the data transfer. The primary reason for this problem
is that there is a gap between application demands and the network architecture,
and the applications are unaware of the information on the network layer. Thus,
there is still much room for improvement in data transfer by applying some traffic
engineering technologies using different multiple paths simultaneously.
In this study, we propose a multipath controller that distributes the parallel

TCP streams of applications into multiple network paths by utilizing Software-
Defined Networking (SDN)-based traffic engineering techniques. SDN is a newly
emerged concept that brings software programmability to networks and allows
us to control routing assignment of the entire networks from the viewpoint of
applications.
Furthermore, since each network path has its own network conditions, to fully

utilize the network bandwidth, it is necessary to calculate the optimal number of
TCP streams should be assigned for each network path. Therefore, to optimize
the data transfer performance, we also developed a prediction model to deter-
mine the optimal numbers of parallel TCP streams to be assigned for each path
according to its own network condition.
We have developed our system based on OpenFlow [15], which is standard-

ized by the Open Networking Foundation (ONF) [16] and one of the most used
standard protocols for SDN. We applied our proposed multipath controller to
GridFTP as an actual case study to demonstrate the effectiveness and practi-
cality of our proposed system, because GridFTP is one of the most common
data transfer services using multiple TCP streams and it is used widely in the
computational science research fields.
To verify the effectiveness and practicality of our proposed system, we per-

formed evaluation experiments comparing the performance of the GridFTP with-
/without our proposed method. For retrieving the best possible performance, we
conducted the experiments in a virtual environment first. We then also performed
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some experiments on a real global-scale environment to evaluate the practicality
of our proposal.

1.2 Target and Use Cases
Our proposed system aims to provide a high-speed data transfer service to the
computational science research projects. In every field of science, especially data-
intensive scientific projects, large-scale data is produced and processed every day.
However, most of these large-scale data is not stored only in one site, but actually
stored across over the geographically distributed data centers around the world;
thus, high-speed data transfer technique is very important for this data-intensive
science.
For example, Compact Muon Solenoid (CMS) [17] and Laser Interferometer

Gravitational-Wave Observatory (LIGO) [18] are well-known scientific projects
in the physics research field. The purpose of CMS experiments is investigating
a wide range of physics which built on the Large Hadron Collider (LHC) [19]
at the European Organization for Nuclear Research (CERN). This project is
supported by a global collaboration of more than 170 computing centers in 42
countries [20]. When the CMS experiment is conducted, more than 150 petabytes
data is generated every time. These data need to be distributed to all sites around
the world as soon as possible for the purpose of storing and analyzing. Obviously,
these scientific projects consume significant storage and networking resources.
In addition, to support these scientific studies, most of the countries in the

world provide the National Research and Education Network (NREN), such as
the Energy Sciences Network (ESnet) [21], the pan-European research network
(GEANT) [22], China Education and Research Network (CERNET) [23]. An
NREN is a high-speed network resource which is essential in providing advanced
Information and Communication Technology (ICT) services to the research and
education communities. By utilizing the network resources of NRENs, large-scale
data transfer is possible in these international collaborative researches. As a high-
speed data technique, multiple TCP streams data transfer, such as GridFTP, is
widely used by these scientific projects.
In this research, we focus on the use cases that integrate several NRENs and
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create widely distributed shared computing infrastructures for the use of their
scientific projects. In these kind of scientific projects, the number of participating
organizations are relatively limited compare to the commercial Internet where the
number of participating sites are unlimited. Therefore, the centralized control
architecture of OpenFlow will work efficiently.

1.3 Organization of Thesis
The rest of this paper is organized as follows. Chapter 2 describes the back-
ground and related works, including various multiple TCP streams techniques,
multipath routing methods, SDN and OpenFlow and existing researches on high-
speed data transfer using multipath. Chapter 3 explains the implementation
details of our proposed SDN-enabled GridFTP, including a multipath selection
algorithm, a multipath OpenFlow controller and a new extended Globus XIO
Driver. Chapter 4 describes the prediction model for our system. Chapter 5 ex-
plains the mechanism of proposed SDN-enabled GridFTP with prediction model
in detail. Chapter 6 shows the evaluation results of the proposed system in both
a virtual and real global-scale environment. Chapter 7 discusses possible issues
when actually utilize our proposed system and our future work. Finally, Chapter
8 concludes this thesis.
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2 Background

In this chapter, we will discuss the background of various techniques and research
related to our work. Section 2.1 discusses the necessity of high-speed data trans-
fer and describes various techniques for high-speed transfer. As a result of the
discussion, we choose multiple TCP streams to realize high-speed data transfer.
Then, we describe various techniques of multiple TCP streams and introduce the
GridFTP in detail. Section 2.2 describes various techniques for multipath routing.
Section 2.3 describes technique of Software-Defined Networking and OpenFlow
in detail. Section 2.4 describes some related works and indicates features of our
proposal.

2.1 Multiple TCP Streams for High-speed Data
Transfer

High-speed data transfer service between sites is very important in the big data
era. To meet the demands for high speed data transfer, the bandwidth of net-
work has been improved continuously. In the network research field, 100 Gb/s
end-to-end data communication network service (such as the Science Information
Network 5(SINET5) of Japan [24]) is also provided by some organizations. How-
ever, it is still challenging to build a suitable system or a protocol to increase the
utilization of network bandwidth.
Normally, many of data transfer applications rely on the Transmission Control

Protocol (TCP) [25] for accurate and reliable data transmission. TCP is the
dominant transport layer protocol for current IP networks and is used for more
than 90% of total traffic [26–28]. However, since TCP provides flow control
and congestion control functionalities [29, 30], it cannot fully utilize the network
bandwidth.
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To increase the utilization of the network bandwidth, three major approaches
were developed by network researchers. The first approach is modifying standard
TCP with congestion control algorithm and other parts. Many TCP variants
have been developed [31–40]. The second approach is developing a new protocol
using UDP [41] that can be also used from the application level [42–47]. The
third one is using multiple concurrent TCP streams [7–9,11–14].
Some proposed methods of the first and second approach can achieve an excel-

lent utilization of network bandwidth as well as the third approach. For example,
MulTCP [31] only uses one logical connection, but it can emulate like a set of
multiple standard TCP connections to achieve high-speed transfer. However, ac-
cording to several performance evaluations among these approaches [48,49], single
stream of the TCP variants cannot overcome multiple simultaneous TCP streams
especially in high Bandwidth-Delay Product (high-BDP) networks. Furthermore,
to aggregate the bandwidth from available multiple paths, multiple TCP connec-
tions are necessary. Therefore, we have decided to focus on the use of multiple
TCP streams in this research. In the following sections, we will discuss more
detail about the technology using multiple TCP streams.

2.1.1 Multiple TCP Streams

Utilizing multiple TCP streams data transfer is an efficient way to achieve high-
speed data transfer in widely-distributed environments. Using multiple TCP
streams in parallel can improve aggregate bandwidth over using a single TCP
stream by mitigating the negative effects of packet loss and slow start mechanism
of TCP. There have been a number of proposed schemes designed for applications
to use multiple TCP streams. We explain these schemes from different layers,
including transport layer, session layer, and application layer.

2.1.2 Multiple TCP Streams in Transport Layer

There are a lot of protocols design at transport layer for utilizing multiple TCP
streams, such as [50–54]. We explain several representative protocols. The Stream
Control Transmission Protocol (SCTP) [50] is a unicast protocol and supports
data exchange between exactly two endpoints. SCTP allows user’s messages to
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be delivered by multiple streams, but it is not clear how it can achieve the desired
throughput in a congestion scenario.
Multipath Transmission Control Protocol(MPTCP) [14] is an extension of the

TCP/IP stack that has been widely researched. When an application utilizes
MPTCP, only a logical TCP was used by the application. Then MPTCP split
the data from application across multiple subflows, each of which is a conventional
TCP connection. It also provides a congestion control mechanism which takes
care that traffic on a congested path is moved to a link with less congestion.
Hence it adapts the load balancing according to the load of other traffic on the
paths.

2.1.3 Multiple TCP Streams in Session Layer

PATTHEL [12] is a session layer protocol that achieves parallelization by creating
multiple TCP channels between hosts. The protocol uses a dedicated channel
created in first for control channel connection, the rest data channels are used to
transfer data. A received data block from the application layer is divided into
chunks of variable size depending on the channel characteristics. It also provides
an Application Programming Interface (API) for the application developers to
use this protocol. However, the performance of PATTHEL relies on a policy
that supervises the opening and the closing of new channels. It includes a set of
parameters that need to be fine-tuned on a case-by-case basis to achieve optimal
performance.

2.1.4 Multiple TCP Streams in Application Layer

A lot of application-level implementations [7–11] have been proposed for utilizing
multiple TCP streams in application layer. PSockets [8] is a library which helps
wide area applications that need to move large amounts of data. It has the same
API as that of regular sockets. As a use case, it was used by geographically dis-
tributed data-intensive computing application which was designed for high energy
physics data transfer. The evaluation results have shown that the performance
of data transfer was increased obviously.
Other implementations are similar to PSockets which are used in many high-
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speed data scenarios. Application layer implementation is easy to make users
deploy and utilize. And unlike transport layer implementation, it is not neces-
sary to modify the kernel. In particular, the GridFTP has been commonly used
especially in the field of the computational science research. Therefore, we will
explain GridFTP in detail in next section and utilize GridFTP as the first option
to realize multiple TCP streams in our research.

2.1.5 GridFTP

GridFTP [9, 10] is an extended data transfer protocol of the File Transfer Pro-
tocol (FTP) [55–57], that has been widely used in the Grid computing, and was
standardized by the Global Grid Forum [58]. Normally, GridFTP uses TCP as
its transport layer communication protocol and able to solve several problems of
TCP. For example, besides the features of the existing FTP, GridFTP has addi-
tional useful features such as authentication, data integrity, data confidentiality,
automatic negotiation of TCP buffer/window sizes, striped data transfer, parallel
data transfer, third-party control of file transfer, partial file transfer, security, and
reliable data transfer [59].

Figure 2.1: Parallel data transfer in Globus GridFTP

Most of these specific features of GridFTP are implemented by Globus [9].
Currently, GridFTP server and client software conforming to GridFTP is included
in the Globus Toolkit [60], which is the de facto standard middleware for Grid
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computing developed and provided by the Globus Alliance. Figure 2.1 shows
parallel data transfer in Globus GridFTP in case of communication between a
client and a sever (Note here that GridFTP also supports data transfer between
a client and multiple servers simultaneously). As we can see, GridFTP has two
channel protocol: control channel and data channel.
When GridFTP client wants to start data transfer, it first opens a control

channel connection to the server side. The control channel is used to specify a
put or get operation and encrypted by default. Then, it will individually open
the number of data channel streams specified by the user. The data channel is
responsible for actual data transfer.

GridFTP with UDT

UDP-based Data Transfer Protocol (UDT) [47,61] is a high-performance data
transfer protocol designed for transferring large volume datasets over high-speed
wide area networks. UDT utilizes UDP to transfer large data with its own reliable
control and congestion control mechanisms. This newly designed protocol can
transfer data at a much higher speed than TCP [47].
We mentioned above, though GridFTP utilizes TCP by default, the archi-

tecture of GridFTP can easily support various transport layer communication
protocol. In the latest release of Globus Toolkit (Version 6.0), GridFTP becomes
more wildly supporting UDT. However, several performance evaluations [62, 63]
show the limitations of UDT. The UDT seems to give better performance on net-
work paths with small latency. Furthermore, in regard to system resources usage,
UDT consumes much more resources when achieving almost same performance
with TCP (The CPU utilization for TCP transfers was in the range of 30-50%,
whereas for UDT transfers it was around 80%. The memory consumption was
around 0.2% for TCP and 1% for UDT). Therefore, we utilize standardized TCP
protocol as the transfer protocol for GridFTP in this research.

Limitations of GridFTP

Like other multiple TCP streams implementation such as MPTCP, even GridFTP
can generate parallel TCP streams, it could only utilize a network which provided
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by default IP routing. In other words, without additional network traffic engi-
neering techniques, the maximum performance of GridFTP is limited by allocated
network path.
In addition, the number of TCP streams of GridFTP is also an important fac-

tor which affects its performance. If the number of TCP streams is too small,
GridFTP could not fully utilize network resources. In the contrary, if the number
of TCP streams is too large which may cause performance degradation as follow-
ing situations: (1) It would cause network congestion, then the window size per
TCP stream becomes smaller, so TCP timeout would frequently occur. (2) The
overhead of processing TCP protocol stack would increase. Therefore, the optimal
number of TCP connections should be determined based on the network condi-
tions. Nevertheless, how to optimize the number of parallel TCP connections has
not sufficiently been studied and still remains as an open issue. Therefore, it is
necessary to combine a network engineering technique to make GridFTP more
efficient. In the next section, we will discuss the routing techniques for multipath.

2.2 Multipath Routing
Basically, multiple network paths exist between widely-distributed sites. How-
ever, due to the conventional design of the network model, only one of the paths
is usually available for a communication. We discussed the benefit of multiple
TCP streams in the previous section. However even if the applications use mul-
tiple TCP streams in parallel, those multiple TCP streams are basically routed
according to the default IP routing protocol (such as BGP [64], RIP [65] and
OSPF [66,67] ), and only a single shortest path among the multiple paths is used
for the data transfer. The primary reason for this problem is that the applica-
tions are unaware of the information on the network layer. Therefore, there is
still much room for improvement in data transfer by applying multipath routing
technologies using different multiple paths simultaneously.
Multipath routing is a routing technique that aims to provide multiple alter-

native paths by utilizing the underlying physical network. This technique can
achieve many benefits for many network functions, such as load balancing, fault
tolerance, and higher bandwidth utilization. To realize multipath routing, the
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approaches of the implementing can be divided into three major designs includ-
ing source or hop-by-hop routing, centralized or distributed routing and static
or dynamic routing. We divide the multipath routing methods into source and
hop-by-hop routing to explain from the perspective of route computation.

2.2.1 Source Multipath Routing

In source routing (path addressing), all the routing information from source to
destination is first collected at the source side, then the source side can partially
or completely specify the route to the packets which towards the destination
side. Since source routing can meet the requirements of different applications,
it is a good way to achieve optimization of path routing. The key point of this
routing mechanism is discovering the routes between sites through exchanging
control messages, and many studies [68–75] have been devoted to source multipath
routing approach. We explain several typical studies as follows.
To support a more flexible traffic engineering in IP-based networks, the mul-

tiprotocol label switching (MPLS) [76] where IP packets are switched through
the pre-established Label Switched Paths (LSPs) by signaling protocols and has
widely deployed in internet service providers (ISPs). For example, Seok et al. [77]
proposed a dynamic multipath traffic engineering scheme which utilizes source
routing and MPLS traffic engineering with a constraint on the total number of
hops and paths.
In addition, the method to realize global-scale source multipath routing is a

big challenge [78]. Internet separates routing into intradomain routing and in-
terdomain routing. The intradomain routing focuses on optimal routing within
a single autonomous system (AS), while the latter focuses on ensuring routing
between multiple ASs. The Border Gateway Protocol (BGP) [64] is the de facto
interdomain routing protocol of the global-scale Internet. However, most routing
mechanisms based on BGP are not optimal in terms of cost, performance or re-
liability. Therefore, many studies such as BANANAS [69], new Internet routing
architecture (NIRA) [72] diverse new mechanisms or techniques to adapt BGP
protocol and make the adjustment possible in AS-level, which can make source
side able to utilize multipath.
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2.2.2 Hop-by-Hop Multipath Routing

In hop-by-hop routing, the source side cannot make a decision on packets to
go through expected network path. The forwarding decisions are made by each
node (or network device) which connects source and destination. Each node
forwards a packet to a specified link based on the destination address of incoming
packet header and its corresponding longest prefix match entry in the forwarding
table stored in memory. Hop-by-hop routing is the most famous and widely used
technique in IP networks.
To realize multipath by using hop-by-hop routing. Equal Cost Multipath

(ECMP) [66,79] is a multipath routing technique that has been adopted in many
routing protocols like OSPF and Intermediate System to Intermediate System
(ISIS) [80]. A network device with ECMP distributes the load equally over mul-
tiple equal-cost paths and utilizes simple round-robin method. Since ECMP is
designed for equal-cost networks and will not exhibit multipathing when path
costs are not equal. Some studies [67, 81] have extended ECMP and make it
available over unequal paths.
There are also some extended version of BGP routing proposed to realize hop-

by-hop multipath routing [82–85]. For example, R-BGP [84] applied multipath
routing to hierarchical networks including different ASs. Besides the primary
multiple paths, there are also some additional paths served as backup paths,
which aims to maintain connectivity even in case of multiple paths failure. Yet
another multipath routing (YAMR) [85] is another BGP extension. It can be
used to construct multiple paths and establish concurrent transmission in hierar-
chical networks. YAMP also provides reliable communication against any single
interdomain link failure and it is able to reduce control overhead by isolating
failures.

2.2.3 Problems of Current Multipath Routing

All the current multipath routing as we shown are utilized additional header/label
or extended routing protocols. However, these multipath routing methods would
cause additional overhead in both the control and data planes.
In control plane, exchanging the extra topology or path information required

12



for multipath routing would consume extra network bandwidth and processing
resources. Computing multiple paths would require more computational power
on each node. In data plane, forwarding traffic on different paths requires the
data packets to carry an extra header or label and this would consume more
memory.
Furthermore, these methods are not easy to implement and adapted to the

entire Internet. Without entire control over the end-to-end network, it is not
possible to provide an appropriate multipath routing. Due to limitations of the
current network, Software-Defined Networking (SDN) technique which separates
control plane and data plane are necessary for the future network. Therefore, we
can utilize SDN to provide feasible multiple routing mechanisms and distributes
the multiple TCP streams of the application into multiple network paths.

2.3 Software-Defined Networking and OpenFlow

2.3.1 Software-Defined Networking

Software-Defined Networking (SDN) is an emerging concept that is dynamic,
manageable, cost-effective, and adaptable for the future network. SDN is ex-
pected to meet for the high-bandwidth, dynamic nature of today’s applications.
By separating the network control and forwarding functions, SDN makes the net-
work control to become directly programmable and the underlying infrastructure
to be abstracted for applications and network services.
In conventional networking, data plane and control plane are implemented in

the firmware of network equipment, such as routers and switches. Data plane
processes the movement of actual data which entering the network equipment.
Control plane deals with routing decision such as making a decision on where
to send frames or packets. Those control planes which are implemented in the
different networking devices, cooperate with each other and decide the behavior
of the entire network.
Figure 2.2 illustrates the SDN architecture, which consists of three layers. The

lowest layer is the infrastructure layer, also called the data plane. Data plane
comprises the forwarding network equipment. The responsibilities of the data
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Figure 2.2: A three-layer Software-Defined Networking architecture.

plane are mainly forwarding data, as well as monitoring local information and
gathering statistics.
One layer above is the control layer, also called the control plane. It is re-

sponsible for programming and managing the data plane. Control plane uses the
information provided by the data plane and defines network operation and rout-
ing. It comprises one or more software controllers that communicate with the
forwarding network elements through standardized interfaces, which are referred
to as southbound interfaces. We describe OpenFlow, a protocol option for the
southbound interface in section 2.3.2.
The top layer is application layer. This layer contains network applications

that can introduce new network features, such as security and manageability,
forwarding schemes or assist the control layer in the network configuration. The
application layer can receive an abstracted and global view of the network from
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the controllers and use that information to provide appropriate guidance to the
control layer. The interface between the application layer and the control layer
is referred to as the northbound interface.

2.3.2 OpenFlow

Figure 2.3: Overview of an OpenFlow network.

To realize the SDN concept, one of the most used standard protocols for south-
bound interfaces is OpenFlow, which is standardized by the Open Networking
Foundation (ONF). Figure 2.3 shows the overview of an OpenFlow network. The
OpenFlow network separates the data plane from the control plane and consists
of three basic concepts.
The first concept is the OpenFlow network is connected with OpenFlow switches

that compose the data plane. An OpenFlow switch is a basic data forwarding
network equipment that forwards packets according to its own flow table. This
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table holds a set of flow entries, each of which consists of match fields, counters,
and instructions. Flow entries are also called flow rules.
Second concept is the control plane consists of one or more OpenFlow con-

trollers. The OpenFlow specification defines the protocol that enables the con-
troller to instruct the switches. By insertion, modification and removal of flow
entries inside OpenFlow switches, the OpenFlow controller is able to modify
and influence the network. The part of OpenFlow controller is programmable.
There are also a lot of frameworks for developing OpenFlow controller, such
as Trema [86], POX [87], NOX [88], Floodlight [89], BEACON [90], OpenDay-
light [91], Ryu [92].
Lastly, the communication procedure between the data plane and the control

plane is specified by OpenFlow protocol. In particular, OpenFlow controller
and OpenFlow switches communicate with each other through a secure control
channel.
As shown above, OpenFlow can provide a flexible programming network and

make the network easy to manage. Hence, unlike traditional TCP/IP protocol,
OpenFlow is the good option that provides flexible traffic engineering. We can
utilize OpenFlow to provide multipath and distribute the multiple TCP streams
of GridFTP into the different paths to aggregate more bandwidth. Therefore, we
will combine SDN with GridFTP to propose a high-speed data transfer system.

2.4 Related Work
There have been a number of proposed schemes for providing multipath to ap-
plications [93–95]. Some of them have the similar approach to our study. We
describe several examples as follows.
Kissel et al. developed a new session layer protocol, called Phoebus, and made

it available from the applications by taking advantage of the Dynamic Circuit
Network (DCN), which is deployed on national academic research networks such
as Internet2 [96]. Phoebus provides Phoebus Gateways (PGs), which hide differ-
ent transport layer protocols such as UDT [61] and TCP behind the session layer,
and offer an easy method to improve the throughput for general applications.
In addition, Dan et al. extended the research idea of Kissel et al. and pro-
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posed a system that improves the network throughput by assigning multiple TCP
streams to different multiple paths brought on the conventional IP-based rout-
ing, the DCN provided by Phoebus and the OS3E of Network Development and
Deployment Initiative (NDDI) [97]. NDDI/OS3E is a service that builds Layer 2
networks dynamically on their OpenFlow network infrastructure.
The research of Kissel et al. leveraged high-speed circuits brought by the DCN

of Internet2 and made the multiple transport protocols available on the DCN.
However, their method does not provide an interface for the users to control
routing paths inside the Internet2. Once, a path is provided through the DCN,
the provided path is just statically used for the multiple TCP streams of applica-
tion. Dan et al. use a Layer 2 network dynamically built upon their OpenFlow
network provided by NDDI/OS3E. However, the users cannot control each in-
dividual routing inside the NDDI/OS3E. The routes for the Layer 2 network is
determined at the time it is created on the OpenFlow network. Therefore, Dan
et al.’s system also just assigns the multiple routes provided by NDDI/OS3E to
the multiple TCP streams of application. Therefore, those two approaches are
not flexible enough to optimize multiple paths between widely distributed sites.
However, recently, the optimization of the network layer based on the requests

from the application layer has been gathering much attention with the develop-
ment of the OpenFlow network. The Research Infrastructure for large-scale net-
work Experiments (RISE) service provided by Japan Gigabit Network eXtreme
(JGN-X) is one of the services that allow users to control individual OpenFlow
switches of the service [98, 99]. Considering the recent trend of the research,
it is necessary to optimize multipath assignment by controlling the individual
switches under an environment where OpenFlow switches are available for end-
to-end communication.
Although the above existing researches tried to generate multiple TCP streams

at the application level, a method generating multiple TCP streams at the sys-
tem level, Multipath TCP (MPTCP), has also been proposed recently. There is
also a research [54] that combines MPTCP and OpenFlow to achieve high-speed
data transfer. However, the research also did not consider an environment where
OpenFlow switches are available for end-to-end communication. In terms of rout-
ing multiple TCP streams, the difference between multiple streams of application
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level and multiple streams of MPTCP does not matter essentially. In this study,
we evaluate our proposed method with application-level multiple streams us-
ing GridFTP, because GridFTP has already been widely used for multiple TCP
streams while MPTCP is not available widely.
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3 SDN-enabled GridFTP

To achieve further high performance by using multiple TCP streams, it is nec-
essary to provide available multipath. As we discussed in the session 2.3, us-
ing OpenFlow technique is a possible solution to realize multipathing routing.
Therefore, we propose the SDN-enabled GridFTP that achieves high-speed data
transfer by assigning multiple TCP streams of GridFTP to different paths in the
environment where OpenFlow network are available for the communication. By
aggregating the available bandwidth from multiple different paths, SDN-enabled
GridFTP would improve the performance of data transfer drastically.
In this chapter, we explain the approach and design of our high-speed trans-

fer system. We also describe the implementation details of our proposed SDN-
enabled GridFTP system, including a multipath selection algorithm, a multipath
OpenFlow controller and a new extended Globus XIO Driver.

3.1 Approach and Design

In this study, we propose a system that tries to improve the data transfer perfor-
mance of GridFTP by assigning parallel TCP streams of GridFTP to a number
of different paths in the environment where OpenFlow switches are available
for end-to-end communication. By aggregating the available bandwidth from
multiple different paths, the performance of data transfer would be improved
drastically.
Usually, there are several network paths between different sites. However, one

of the shortest paths is used solely for data transfer in the default IP routing.
Figure 3.1 shows the parallel transfer of the conventional GridFTP. GridFTP tries
to increase the data transfer performance by creating multiple TCP streams on
a single network path and by fully utilizing the bandwidth of the path. However,

19



Figure 3.1: Parallel transfer of the conventional GridFTP

the line speed is limited to the selected network path. Therefore, the maximum
bandwidth is limited even if GridFTP uses multiple TCP streams on the selected
path.
Figure 3.2 shows our proposed parallel transfer of GridFTP in an OpenFlow

network. We try to aggregate multiple routes to increase the available bandwidth
by assigning each of multiple TCP streams to different routes. In this study,
we construct an OpenFlow controller that dynamically calculates available paths
using breadth-first search between sites based on the request from the applications
and allocates the calculated routes for the applications.
The purpose of this study is to improve the data transfer performance by

using GridFTP. However, we carefully designed the system not to depend on
GridFTP. We have designed general interfaces to request multiple routes so that
any application can request multiple routes for data transfer. The following two
functionalities are designed for the purpose: 1) Searching the specified number
of paths between sites and holding the found paths for later use; 2) Installing
appropriate flow entries into OpenFlow switches in response to the request of
TCP connection from applications.
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Figure 3.2: Parallel transfer of our proposed GridFTP over OpenFlow network

The reason why we have two separate functions to assign multiple paths is that
the TCP port numbers used for a communication are not determined until just
before opening the TCP connection. Since the multiple TCP streams of GridFTP
have the same source and destination IP addresses, we utilize the port number of
each TCP stream to distinguish and distribute multiple TCP streams. To install
a flow entry into an OpenFlow switch, we need information on a set of source
and destination addresses and TCP port numbers. Therefore, we search multiple
available paths between sites first when the source and the destination addresses
are provided. Then, we create actual flow entries when TCP port numbers are
determined. Thus, we designed two separate functions to find multiple available
routes and assign the routes for each actual TCP connection.

21



3.2 Implementation
To meet the functionalities of our proposed SDN-enabled GridFTP system as we
described in the previous section, we develop our proposed SDN-enabled GridFTP
system by implementing a multipath selection algorithm, a multipath OpenFlow
controller and a new extended Globus XIO Driver.

3.2.1 Multipath Selection Algorithm

Algorithm 1 Algorithm for calculating N paths from A to B
Require: A, B ∈ Switches; N ≥ 0

1: G(V, E)⇐ NetworkTopology(Switches, Links)
2: srating from vertex A

3: create a queue Q

4: mark A as visited and put A into Q

5: while Q is non-empty do
6: remove the head v of Q

7: mark and enqueue all unvisited node
8: if B is neighbours of v then
9: path is found

10: AllPaths⇐ path

11: end if
12: end while
13: if 0 < N < length(AllPath) then
14: SelectedPaths = N paths from AllPaths in order
15: return SelectedPaths

16: else
17: SelectedPaths = AllPaths

18: return SelectedPaths

19: end if

Whether or not the controller can provide an appropriate multipath set for
the GridFTP directly affects the data transfer performance of GridFTP. There
are many algorithms to choose multiple paths from source to destination. Since
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we will use a prediction model (explained in section 4) to calculate the optimal
number of TCP streams for each path and optimize multiple TCP streams ac-
cording to network condition of each path, we can fully use the assigned network
resources. Therefore, we do not focus so much on optimizing the path selec-
tion, and utilize a simple searching algorithm, breadth-first search algorithm, to
calculate available paths.
Algorithm 1 describes the method to find multipath for our system. Our mul-

tiple OpenFlow controller gathers the connection information from OpenFlow
switches which connect to the controller. By utilizing the gathered information,
the controller can make a network topology graph. When a request for N paths is
made to the controller, the controller first utilizes breadth-first search algorithm
to calculate all available paths between the source and destination. Then the
controller will provide paths according to the number N specified by the users.
If N is less than the number of total calculated paths, the controller will return
the N paths from all paths in order. Otherwise, all paths will be returned by the
controller. If the user specify 0 as N , the controller also returns all path set.

3.2.2 Multipath OpenFlow Controller

There are a lot of frameworks for developing OpenFlow controller as shown in sec-
tion 2.3.2. We developed our multipath controller using Trema (version 0.4.6) [86],
a framework for developing OpenFlow controllers in Ruby and C. We developed
our controller based on the routing_switch controller [100] included in Trema
Apps [101]. Trema Apps is a sample application set for Trema. Routing_switch
controller is a simple OpenFlow controller that calculates the shortest-hop path
between hosts using Dijkstra’s algorithm and installs flow entries into the Open-
Flow switches for the path. Our controller utilizes this default shortest-hop rout-
ing for the normal communications that do not request multipath routing.
We have implemented the two functionalities mentioned in the previous section,

1) Searching the specified number of paths between sites, and 2) Installing flow
entries into OpenFlow switches, on our OpenFlow controller. In order to realize
these two functionalities, we implemented two interfaces called AssignMultipath
(for functionality 1) and MakePath (for functionality 2).
In addition, as mentioned previously, we have designed the controller so that
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any other applications than GridFTP can utilize the controller. For the pur-
pose we implemented the two functionalities as common XML remote procedure
call (XML-RPC) [102] interfaces. XML-RPC is designed as a simple protocol
allows software running among heterogeneous operating systems or different en-
vironments to make procedure calls across the network. It utilizes HTTP as the
transport of remote procedure calling and XML as the encoding. XML-RPC
implementations can be available under any kind of operating systems, program-
ming languages, dynamic and static environments. In this study, we utilized
C++ implementation of the XML-RPC (version 0.7) to realize the interface of
our controller.
Listing 3.1 describes the XML interface for the request to the AssignMultipath.

The request includes three parameters, src_ip, dst_ip and path_num. The
src_ip indicates the IP address of source host. dst_ip specifies the IP address
of destination host. The path_num is the number of paths which user want to
utilize for data transfer. As mentioned in the previous section, AssignMultipath
calculates the available multipath using Algorithm 1 and also calculates the opti-
mal number of TCP streams to be used by using the proposed prediction model
of optimal TCP stream assignment.
Listing 3.2 describe the XML interface for the response from the AssignMul-

tipath. AssignMultipath responses two values, path_set_id and tcp_num. The
path_set_id is a unique ID identifying the assigned paths set which will be used
later for calling the MakePath interface. The tcp_num specifies the predicted
optimal number of multiple TCP streams that should be used by the application.
Listing 3.3 describes the XML interface for the request to the MakePath. This

request was made by the application when it opens a new TCP connection.
The request includes two parameters, path_set_id and tcp_port_num. The
path_set_id specifies the unique ID identifying the path set assigned by As-
signMultipath. The tcp_port_num is the source TCP port number of each TCP
stream which is used by the application. MakePath retrieves an available path
from the specified path set and install flow entries on the OpenFlow switches
along the path accordingly. When MakePath has successfully installed the flow
entries it just closes the connection of the XML-RPC call without any response.
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<?xml version=" 1 .0 " ?>
<methodCall>
<methodName>AssignMult ipath</methodName>
<params>
<param><value>
<struct>
<member>
<name>src_ip</name>
<value>
<string> source IP address </ string>

</value>
</member>
<member>
<name>dst_ip</name>
<value>
<string> de s t i n a t i on IP address </ string>

</value>
</member>
<member>
<name>path_num</name>
<value>
<int> path number s p e c i f i e d by user </ int>

</value>
</member>

</ struct>
</value></param>

</params>
<methodCall>

Listing 3.1: The XML-RPC request to AssignMultipath

� �
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<?xml version=" 1 .0 " ?>
<methodResponse>
<params>
<param><value>
<struct>
<member>
<name>path_set_id</name>
<value><int>
A unique ID i d e n t i f y i n g the as s i gned paths

</ int></value>
</member>
<member>
<name>tcp_num</name>
<value><int>
the number o f mu l t ip l e TCP streams
that should be used by GridFTP

</ int></value>
</member>

</ struct>
</value></param>
</params>

</methodResponse>
Listing 3.2: The XML-RPC response from AssignMultipath

� �
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<?xml version=" 1 .0 " ?>
<methodCall>
<methodName>MakePath</methodName>
<params>
<param><value>
<struct>
<member>
<name>path_set_id</name>
<value><int>
A unique ID i d e n t i f y i n g the path s e t
a s s i gned by AssignMult ipath

</ int></value>
</member>
<member>
<name>tcp_port_num</name>
<value><int>
The port number o f each TCP stream

</ int></value>
</member>

</ struct>
</value></param>
</params>

</methodCall>
Listing 3.3: The XML-RPC request to MakePath

� �
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3.2.3 Globus XIO Driver for SDN-enabled GridFTP

In this study, we tried not to modify the design of the current GridFTP too much,
and we carefully minimized the modifications, so that we can easily and widely
apply the proposed implementation to the existing GridFTP deployment. For
the purpose, we implemented the required functionality to support our proposed
system as one of the Globus XIO [9] communication drivers that GridFTP uses as
a communication library. Since the implementation of GridFTP is separated from
that of the Globus XIO libraries, the modification of XIO libraries does not affect
the implementation of the GridFTP. Globus XIO is a plug-in framework of the
I/O libraries that are implemented in Globus Toolkit [60]. In our implementation,
we utilized the Globus Toolkit 5.2.5 which is a stable version and compatible with
our environment.
Globus XIO allows applications to support various protocols and file formats by

implementing plug-ins for each different communication method and file and stor-
age access method. Figure 3.3 illustrates the Globus XIO architecture. Globus
XIO is comprised of two main components: framework and driver stack. The
Globus XIO framework manages I/O operation requests that an application
makes via the user API. The framework does not manipulate or deliver the data
in an I/O operation; the drivers do all of that work. The task of the framework
is to manage requests and map them to the interface of drivers.
Driver stack of Globus XIO has many types of drivers. The drivers are re-

sponsible for manipulating and transporting the data from the user. There are
two types of drivers: transform and transport. Transform drivers are responsible
for manipulating the data buffers passed to it via the user API and the XIO
framework. Transport drivers are responsible for sending the data over a wire.
When an I/O operation is requested, the Globus XIO framework passes the oper-
ation request to every driver in the order the drivers are in the stack. When the
bottom-level driver (the transport driver) finishes shipping the data, it passes the
request completion notification back to the XIO framework. Globus XIO then
delivers the notification back up the stack in this manner until it reaches the top,
at which point the application is notified that its request is completed.
In addition, there must be only one transport driver in a driver stack, and

the transport driver must be at the bottom of the stack. The reason is that the
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Figure 3.3: Globus XIO architecture

transport driver is responsible for the actual data move on a network path. The
protocols that use multiple transport drivers have to construct multiple stacks.
For example, a protocol that uses TCP for exchanging control information and
UDP for transferring the actual data needs two different stacks: one with TCP
as a transport and the other with UDP as the transport driver. Any number of
transform drivers can be in a stack. Since we utilize GridFTP with only TCP
protocol, we just need to provide one driver stack including a new transport
driver.
In this study, we created a new communication driver based on the standard

XIO TCP driver which is one of built-in default drivers in Globus XIO. We
implemented our communication driver establishes TCP connections in collabo-
ration with our multipath OpenFlow controller so that each connection can take
different paths. As we mentioned in the previous section, multipath OpenFlow
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controller needs information on a set of source and destination addresses and TCP
port numbers to install flow entries to OpenFlow switches. Furthermore, since
the source and destination addresses of multiple TCP streams of GridFTP are
same, we have to provide the source TCP port number to OpenFlow controller
in order to distinguish the different TCP streams. For the purpose, we modified
the following function in the default XIO TCP driver.

globus_xio_tcp_driver.c:

globus_l_xio_tcp_bind(
globus_xio_system_socket_t fd,
const struct sockaddr * addr,
int addr_len,
int min_port,
int max_port,
globus_bool_t listener)

This function is used to bind a specific port number to a newly opened TCP
socket. Therefore, we added the following codes so that it tells the assigned source
TCP port to the controller by calling the XML-RPC function.

if(!first_local_bind) {
char *MPATH_ASSIGNMENT_ID;
MPATH_ASSIGNMENT_ID = getenv("MPATH_ASSIGNMENT_ID");
makepath(atoi(MPATH_ASSIGNMENT_ID),port);

}

Since GridFTP opens a TCP based control connection before data transfer.
We make the control connection utilize the default shortest path provided by
the OpenFlow controller. Hence, the second and later source port number of
TCP streams will be used in our implementation. The MPATH_ASSIGNMENT_ID is
an environment variable which includes the unique ID of the path set assigned
by AssignMultipath of OpenFlow controller. The XML-RPC client will send a
request to the OpenFlow controller with the source TCP port number and the
unique ID.
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In this way, when GridFTP tries to open a new TCP stream for data transfer,
the proposed new XIO driver informs the source TCP port number to the mul-
tipath OpenFlow controller behind the call. This approach allows the GridFTP
to support our OpenFlow network without any modifications on the GridFTP
itself. Also, other applications using Globus XIO may benefit from the proposed
system.
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4 Prediction Model to Optimize
TCP Stream Assignment in
Multipath Routing

In section 3, we proposed a multipath controller that improves the data transfer
performance by assigning parallel TCP streams of GridFTP to a number of dif-
ferent paths in the environment where OpenFlow switches are available for end-
to-end communication. By aggregating the available bandwidth from multiple
different paths, the performance of data transfer would be improved drastically.
However, to achieve the best performance using multiple paths, the strategy

of how many TCP streams should be assigned for each path is also an important
factor. The simplest method is to create enough TCP streams and distribute
these TCP streams equally over the multiple paths. However, this is obviously
inefficient in terms of resource usage. Therefore, it is necessary to figure out the
optimal combination of multipath and the number of parallel TCP streams.
We therefore tried to develop a method to determine optimal numbers of par-

allel TCP streams to be assigned for each path according to its own network
condition. There are many factors affecting the transfer speed in a network con-
nection; the two major factors are the bandwidth and the latency. Since each
network path has different bandwidth and latency, the optimal number of par-
allel TCP streams to get the best performance may be different for each path.
In order to develop a prediction model to determine optimal numbers of TCP
streams, we figured out the relationship between the optimal number of TCP
streams and network conditions.
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4.1 Goal of the Prediction Model
Our purpose of developing a prediction model is to calculate the optimal number
of TCP streams for each network path according to its own network condition.
Multiple TCP streams can increase the utilization of network bandwidth by ag-
gregating the performance that each TCP achieved.

Figure 4.1: Relationship between achieved bandwidth and number of parallel
TCP streams in high Bandwidth-Delay Product networks (An ex-
perimental result of data transfer from our network testbed)

Figure 4.1 shows an experimental result of data transfer from our network
testbed. In this case, when we increase the number of parallel TCP streams, the
achieved bandwidth also increases. However, when we increase the number of
parallel TCP streams more than 4, the achieved bandwidth stops increasing and
begin to decrease slowly.
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The reason for this phenomenon is with the increasing of the number of parallel
TCP streams, the overall rate of recovery from packet loss will increase until the
congestion occurs in the network. After this critical point, the number of TCP
streams and the amount of congestion become affecting the packet loss rate. The
increasing of packet loss rate indicates that the network is congested, and the
TCP sender should reduce its congestion window. If we continuously increase
the number of parallel TCP connections, the higher packet loss rate will decrease
the impact of multiple TCP streams, the aggregate TCP bandwidth will stop
increasing, or begin to decrease. Therefore, calculating the critical point is the
key point of the prediction model.

4.2 Proposed Prediction Model
There are several existing researches to predict the maximum network throughput
with multiple TCP streams. However, little research has been conducted to find
the optimal number of TCP streams that can achieve the maximum throughput.
Therefore, we derived the prediction model for an optimal number of TCP streams
based on some existing models for the network throughput.
According to Hacker et al Model [103], when an application opens a single

stream, the maximum network throughput can be represented as:

Th <= MSS

R

c0√
p

. (4.1)

Th represents the maximum throughput, MSS is the maximum segment size of
TCP, R is the round trip time, p is the packet loss rate and c0 is a constant.
Hacker et al [103] also claim that the aggregated throughput of parallel streams

can be calculated with the throughput of a single stream multiplied by the number
of streams. In addition, Dinda et al [104] show p would increase as the number
of parallel streams increases and the network gets congested. Therefore, Eq. (1)
can be rearranged for n streams as:

Thn <= MSS × c0

R

(
n
√

pn

)
. (4.2)

n represents the number of parallel streams, pn is the packet loss rate when
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n streams are used on the network. If we use too many streams, pn increases
dramatically and Thn decreases.
According to [105], the packet loss rate in a network, pn, is determined only by

the available bandwidth(B)-latency(R) product per TCP connection (i.e., BR/n)
and can be represented as:

pn =
(

c1

(
BR

n

)2
+ c2

BR

n
− c3

)−1

. (4.3)

c1, c2 and c3 are constant and positive numbers.
After placing pn in Eq. (2), the total achievable throughput Thn is calculated

as follow:

Thn <= MSS × c0

R

 n√(
c1
(

BR
n

)2
+ c2

BR
n
− c3

)−1

 . (4.4)

Since Eq. (4) is a convex upward function, we can get an optimal n that
maximizes the Thn by solving the following partial differential equation for n:

∂Thn

∂n
= 0. (4.5)

If we assume MSS is a relatively static value, the solution of Eq. (5) is given
by the following equation:

n = c1

2c3
BR. (4.6)

Since c1 and c3 are constants, Eq. (6) can be simplified as follows with a single
constant value, a:

n = aBR. (4.7)

Since n is actually the number of TCP streams, it should be equal to or greater
than 1. The equation can be therefore written as:

n = max(1, aBR). (4.8)

This result seems to be too simplified. However, we got this result by just
combining the existing known models for the maximum aggregated bandwidth
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and the packet loss rate, as calculated in the above. Also, this result matches
intuitive expectations. If we have a larger bandwidth-delay product the number
of optimal parallel TCP streams will increase accordingly.
The constant values, from c1 to c3, which define the packet loss rate, are de-

termined by the characteristics of the network we use. Therefore, the constant
value, a, in Eq. (8) will be also determined by the characteristics of the network.
To determine the value, a, we need to measure several combinations of n, B and
R. We will verify the prediction model in the next section.

4.3 Verification of Prediction Model

Figure 4.2: Transfer time (sec) of 2GB file with 50 Mbps link

To verify the validity of the prediction model, we have conducted a large amount
of data transfer experiments with various network conditions by changing avail-
able bandwidth and latency. For the data transfer experimental environment, we
prepared two virtual machines with two CPU cores and 2 GB memory on different
physical VMware ESX machine equipped with two Intel Xeon E5649 processors
and 48 GB memory. The physical machines were connected with a single 1 Gbps
network switch. Traffic control tool (tc) of Linux [106] was used to configure the
available bandwidth and latency between the two virtual machines.
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In order to calculate the constant value, a, of Eq. (4.8) in our virtual envi-
ronment, we have measured the time needed to transfer a file of 2 GB from one
host to another host under different conditions where the available bandwidth is
limited to 50 Mbps or 100 Mbps with changing the added latency from 0 to 140
ms.

Figure 4.3: Relationship between the optimal number of TCP streams and the
latency

Figure 4.2 shows the part of the observed data in the case where the available
bandwidth is limited to 50 Mbps. We have repeated this measurement 12 times
for each case. The data presented in Figure 4.2 reflects the average of 10 trials
excluding the highest and lowest ones. In the Figure, the best results for each
different latency are highlighted with red. For example, we can see that using 4
TCP streams achieved the best performance where the latency is configured to
60ms.
Using the measurement results, we can calculate the constant value, a. From

the result of the average value calculated with the measurement results, we deter-
mined that a is about 0.001495 in our virtual environment. And at section 6.1,
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we will use this parameter to conduct experiments in our virtual experimental
environment.
Figure 4.3 plots the measured optimal numbers of TCP streams and the pre-

dicted lines based on our proposed model. We can see that the measured values
are very close to our prediction results. The result also demonstrates the effec-
tiveness of our proposed prediction model. Therefore, by using Eq. (4.8), we
can calculate the optimal number of TCP streams if the available bandwidth and
latency are given.
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5 Use Case of SDN-enabled
GridFTP

We explained the implementation of SDN-enabled GridFTP and an optimal TCP
assignment prediction model in the previous section. In this chapter, we introduce
the target and mechanism of our proposed system.

5.1 Taget of SDN-enabled GridFTP
As we explained in the section 1.2, our proposed system aims to provide a high-
speed data transfer service to the computational science research projects. Es-
pecially, some data-intensive scientific projects consume significant networking
resources which are supported by the specialized network, such as NRENs. How-
ever, traditional network routing techniques limit the performance of data trans-
fer. Therefore, to meet the needs of these scientific projects when using specialized
network resources, our proposed system, SDN-enabled GridFTP utilizes multi-
ple paths simultaneously and optimization TCP assignment prediction model to
achieve the high-speed transfer of large-scale data.
In the current implementation of SDN-enabled GridFTP, we only consider

one user utilizing high-speed data transfer service. It is because SDN-enabled
GridFTP calculates the optimal TCP streams number for each network path to
fully utilize network resource, and it will cause unfairness to the other network
users. We will discuss this problem in the section 7.4
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5.2 Mechanism of SDN-enabled GridFTP
In order to utilize our proposed system, users need to go through a two-step
process. The first step is acquiring available multiple paths using the AssignMul-
tipath; the second step is the deployment of actual flow entries using MakePath.
Since the first step for acquiring multiple paths is a preprocessing step before
the actual communication starts, we created a lightweight client program called
assign_mpath just for calling the AssignMultipath interface. Also, we imple-
mented an XIO driver to access the MakePath interface for the second step and
implemented the XIO driver to be called from GridFTP.
The actual execution procedure of program is as follows:

> ./assign_mpath <controller_address> <port> <src_ip>
<src_mac> <dst_ip> <path_num>

> MPATH_ASSIGNMENT_ID=<id> globus-url-copy -p <path_num>
<Source_URL> gsiftp://<Destination_URL>

The assign_mpath program requires the IP address of the multipath OpenFlow
controller (controller_address), the port number of the controller (port), the
source IP address (src_ip), the source MAC address (src_mac), the destination
IP address (dst_ip) and the number of paths needed to be assigned (path_num).
assign_mpath outputs the number of assigned paths and an assignment ID. This
assignment ID is a unique ID identifying the assigned paths and will be used later
for calling the MakePath interface.
The globus-url-copy is a GridFTP client provided by the Globus Toolkit. It is

a scriptable command line tool that can do multi-protocol data movement. The
option p with path_num) specifies the number of parallel data connections that
should be used. The Source_URL specifies the original URL of the file(s) to be
copied. If this is a directory, all files within that directory will be copied. The
option gsiftp:// exactly specifies the GridFTP protocol as the data transfer
protocol. The Destination_URL specifies the URL where you want to copy the
files. In addition, we use an environment variable, MPATH_ASSIGNMENT_ID in order
to give the assignment ID to our developed XIO driver. The globus-url-copy is
therefore launched with the variable, MPATH_ASSIGNMENT_ID.
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Figure 5.1: Overview of our proposed multipath controller and GridFTP
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Figure 5.1 illustrates the proposed system. The proposed system performs the
following steps:

• First, in (1), a user launches the assign_mpath program. It accesses the As-
signMultipath interface implemented on our multipath OpenFlow controller,
and requests available paths and optimal parallel TCP streams from Host
A to Host B.

• Next, in (2), the AssignMultipath calculates the available paths with the
breadth-first search algorithm from Host A to Host B based on the topol-
ogy of the OpenFlow network. The AssignMultipath secures the specified
number of available paths and returns the number of paths with an as-
signment ID to the user. The assignment ID will be used to refer to the
assigned paths for later use. The AssignMultipath also calculates the op-
timal number of TCP streams for each secured path according to optimal
TCP stream assignment prediction model. The total number of each path’s
optimal TCP streams will be also returned to the user for specifying the
option p of globus-url-copy.

• Then, the user starts the GridFTP client with the assignment ID and spec-
ifies the number of parallel TCP streams obtained in the previous step.

• In (3), our implemented XIO driver loads the assignment ID. Then, the
XIO driver accesses the MakePath interface on the OpenFlow controller
and requests to create an individual path each time the GridFTP client
opens a TCP stream via the XIO driver.

• In (4), the MakePath finds the set of paths assigned by the AssignMultipath
using the assignment ID and acquires a path from the path set, and then
installs flow entries into the OpenFlow switches for the requested TCP
stream. The MakePath creates flow entries using the source and destination
IP addresses and the source TCP port number as match conditions and
installs the flow entries to each OpenFlow switch for the path.

• Finally, the requested TCP stream starts the communication according to
the assigned route. Steps (3) and (4) are applied repeatedly for the subse-
quent TCP streams.

42



6 Evaluation and Results

To verify the effectiveness of the proposed system, we performed evaluations
comparing the performance of the GridFTP with as well as without our proposed
method. For retrieving the best possible performance, we conducted the evalua-
tions in a virtual environment first. We then also performed some evaluations on
a real global-scale environment to evaluate the practicality of our proposal.

6.1 Experiments using a Virtual Environment
In our virtual environment, we conducted our experiments over a simple topology
to confirm if our proposed system can achieve the expected results. Furthermore,
we designed another more realistic topology, which has some overlapped links
among different paths, to verify the effectiveness of our system.

6.1.1 Virtual Experimental Environment

Figure 6.1 shows the overview of the experimental virtual environment. We in-
stalled the GridFTP on two machines: Host A and Host B, and used these
two machines as a client and a server respectively. In this experiment, due
to lack of hardware OpenFlow switches resources, we have prepared multiple
hosts called, Switch Hosts, installing software-based implementation of OpenFlow
switch, Open vSwitch [107]. We deployed these Switch Hosts between Host A
and B, and constructed an OpenFlow network which has multiple paths between
Host A and B.
Our experimental virtual environment is constructed on six virtual machines

deployed on each of six physical VMware ESX machines equipped with two Intel
Xeon E5649 processors and 48GB memory. We assigned two virtual cores and
2GB memory for each virtual machine, and setup CentOS 6.5 on each of them.
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Figure 6.1: Overview of the virtual experimental environment

These virtual machines share a single 1Gbps network switch physically, and the
actual available bandwidth is about 941Mbps measured by iperf between two
hosts.
In addition, in order to make the communication of GridFTP pass through

the OpenFlow network, we also installed Open vSwitch on Host A and B, and
added a virtual network device, tap on them. The Open vSwitches on Host A,
Host B and other Open vSwitches are connected by GRE [108] links, which is an
IP-based point-to-point tunneling protocol. By changing the combination of the
GRE links, we can easily construct various topologies for the experiments and
configure each path with different bandwidth and latency.
In this virtual environment, we conducted the experiments on three network

topologies, topology A, B and C. Topology A (Figure 6.2) is a simple topology
which has four independent paths, and the bandwidth and latency of each path
are configured to 100 Mbps and 0 ms respectively. Topology B (Figure 6.5) has
same configured bandwidth and latency with topology A. However, it has more
realistic topology. Topology C (Figure 6.7) assume a more realistic situation. It
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has some overlapping links and different bandwidth and latency are configured.
In the figures, SW1 to SW6 denote Open vSwitches.

6.1.2 Results of Experiments

In the experiments, the data transfer time was measured. In our proposed system,
it is necessary to run the assign_mpath command in advance to find the routes.
But, we did not measure the time taken for assign_mpath, since these experimen-
tal topologies are very small and the required time for executing assign_mpath
is very short. We leave such evaluation on the scalability of assign_mpath with
larger and more complex topologies as a future issue.
In addition, we measured the used bandwidth by periodically monitoring packet

counters on the OpenFlow switches. Each packet counter on OpenFlow switches
records the number of transferred packets and transferred bytes for a flow-basis.
Thus, this information is useful to measure the bandwidth of each TCP stream of
the GridFTP separately. We measured the counter in the Open vSwtich on Host
B, which is the destination of the data transfer. As we calculated the parameter
of Eq. (4.8) in the section 4.3, we will use the result to calculate the optimal
number of TCP streams in our virtual environment.

Results of Topology A

In topology A, we conducted two experiments in the case of two and four
parallel TCP streams by transferring a file of 1Gbyte. In this topology, there are
four available paths, 1) SW1-SW2-SW6, 2) SW1-SW3-SW6, 3) SW1-SW4-
SW6 and 4) SW1-SW5-SW6. In this paper, SW1-SW2-SW6 represents a path
which walks through switches SW1, SW2, SW6 in this order. The optimal
number of TCP streams is calculated as 1 for each path in this topology because
the added latency for each path is configured to 0 ms.
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Figure 6.2: Topology A on a local testbed (the bandwidth and the latency are
configured to 100 Mbps and 0ms on each path)

Figure 6.3: Used bandwidth of each TCP stream in topology A with two parallel
TCP streams
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Figure 6.4: Used bandwidth of each TCP stream in topology A with four parallel
TCP streams

Number of
streams

Proposed multipath
system

Conventional single
path method

2 47.486s 92.108s
4 23.404s 90.533s

Table 6.1: Comparison of transfer time in topology A

Table 6.1 shows the experimental results of Topology A. The result shows that
our proposed system successfully distributes multiple TCP streams of GridFTP
into different paths and improved data transfer speed, while the conventional
single path method just uses a single path for all four TCP streams. In the case
using two parallel TCP streams, the proposed system shortened the transfer time
by about half. In addition, in the case using four parallel TCP streams, the
proposed system shortened the transfer time about one-quarter. Figure 6.3 and
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Figure 6.4 show the used bandwidth summarized as stacked area graphs which
are calculated from the average transferred bytes per second. We can see that
the performance of each TCP stream is also very stable.

Results of Topology B

Figure 6.5: Topology B on a local testbed (the bandwidth and the latency are
configured to 100 Mbps and 0ms on each path)

In topology B, there are three available paths, 1) sw1-sw5-sw6, 2) sw1-sw2-
sw3-sw6 and 3) sw1-sw2-sw4-sw6. But, path 2) and 3) share a link, sw1-sw2. We
conducted one experiment using three parallel TCP streams in this topology.

Number of
streams

Proposed multipath
system

Conventional single
path method

3 46.603s 1m30.480s

Table 6.2: Results of Topology B
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Figure 6.6: Used bandwidth of each TCP stream in Topology B with three par-
allel TCP streams

Table 6.1.2 shows the experimental results of Topology B. The results show
that our proposed system shortened the transfer time by about half. Since we
used one independent path and two paths sharing a link, the improvement of the
data transfer has only doubled. Figure 6.6 shows the used bandwidth of each
TCP stream. TCP Stream1, 2 and 3 used the path 1), 2) and 3) respectively.
Since the path for TCP Stream1 was independent of the other two paths, the
bandwidth for the path is about 95Mbps and the performance was very stable.
On the other hand, the paths for TCP Stream2 and 3 shared a link, sw1-sw2,
and the bandwidth was about half of the TCP Stream1. In addition, the perfor-
mance of the data transfer was also not stable compared to that of TCP Stream1.
From these experiments, we found that our proposed system works correctly as
expected.
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Results of Topology C

Figure 6.7: Topology C on a local testbed (different bandwidth and latency are
configured for each path as shown in the Figure)

In topology C, we compared the proposed optimal assignment and a simple
round robin assignment by transferring a file of 10 Gbyte to evaluate the efficiency
of the proposed optimal assignment method. There are three available paths, 1)
SW1-SW2-SW3-SW6, 2) SW1-SW2-SW4-SW6 and 3) SW1-SW5-SW6 in the
topology. With the proposed optimal assignment, the assignment of TCP streams
for each path is decided based on the calculated optimal number of TCP streams
of each path. On the other hand, with the simple round robin assignment, the
assignment of TCP streams for each path is equally distributed. In the optimal
assignment method, the optimal assignment of TCP streams is calculated as
that 2 streams for each first and second path and 18 streams for the third path.
Therefore, using 22 TCP streams in total is the optimal number of streams in
this case.
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Figure 6.8: Comparison of the average data transfer speed between the optimal
assignment and the round robin assignment in topology C

To compare the performance of our optimal method and the simple round robin
method, we actually measured the transfer time with increasing the number of
TCP streams from 3 to 39 by 3. Since the optimal assignment of streams is 2,
2 and 18 streams for each of three paths, we assigned the TCP streams to the
three paths with a ratio of 1:1:9 in the proposed method. On the other hand, we
assigned the TCP streams in a round robin manner for the simple round robin
method. We repeated the same experiment 10 times and calculated the average
for the results.
Figure 6.8 shows the average data transfer speed of the optimal assignment and

the round robin assignment with increasing the number of parallel TCP streams.
As shown in Figure 6.8, the proposed optimal assignment method achieves an
overall better throughput than the round robin assignment. This also means
that the performance of the optimal assignment method is converged to the peak
performance more quickly. Also, the peak of the performance is located in the
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position where the number of TCP streams is around the predicted optimal num-
ber, 22. The results demonstrated the effectiveness of our proposed system with
the proposed optimal TCP stream assignment.

6.2 Experiments using a Real Global-scale
Environment

To evaluate the practicality of our method, we have also conducted some experi-
ments in a real global-scale environment.

6.2.1 PRAGMA-ENT

Figure 6.9: Overview of the real global-scale experimental environment

For the evaluation, we used the resources provided by PRAGMA Experimental
Network Testbed (PRAGMA-ENT) [109] [110]. PRAGMA-ENT provides a large
scale OpenFlow network composed of computing resources and international aca-
demic networks. The part of resources is also connected through GRE over the
public Internet as alternative paths. We used a part of the resources provided by
PRAGMA-ENT.
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Figure 6.9 shows the overview of the experimental environment. We installed
GridFTP on a virtual machine as a client and deployed an Open vSwitch and
two hardware OpenFlow Switches (Pica8 P-3290 and NEC PF5220) at Nara
Institute of Science and Technology, Japan (NAIST). Also, we installed GridFTP
on a virtual machine as a server and deployed an Open vSwitch and a hardware
OpenFlow Switch (Pica8 P-3290) at the University of Florida, USA (UF).
There are three sites between NAIST and UF: 1) National Institute of In-

formation and Communications Technology, Japan (NICT) that deployed three
hardware OpenFlow Switches (NEC PF5240): one is in Osaka Data Center, one
is in Tokyo Data Center and another one is in Los Angeles Data Center, 2) Osaka
University, Japan (OU) that deployed an Open vSwitch, 3) University of Califor-
nia, San Diego, USA (UCSD) that deployed two hardware OpenFlow Switches
(Pica8 P-3290) and an Open vSwitch.
The experimental environment uses different international and academic net-

works and GRE : 1) The GRE connection between NAIST and UCSD is estab-
lished over the TransPAC3 network; 2) The GRE connections between OU and
NAIST, OU and UCSD are established over Science Information NETwork, Japan
(SINET5); 3) NAIST, Osaka, Tokyo and Los Angeles Data Center of NICT are
connected with RISE service over JGN-X; 4) The links between UF and Los An-
geles, UCSD and Los Angeles, UCSD and UF are connected via Internet2 and
California Research and Education Network (CalREN). All experiments on the
global environments are conducted during weekends to reduce the impact from
the background traffic because there is usually a larger traffic during working days
and a smaller traffic during weekends on these national research and education
networks.
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6.2.2 Determine the Parameter of Prediction Model on
PRAGMA-ENT

Path number 1 2 3 4
Latency (ms) 191 183 211 191

Available average bandwidth (Mbps) 728.4 638 916 780.5
S.D. of available bandwidth 0.78 3.82 4.97 20.43

Observed optimal number of streams 8 10 10 28
Predicted optimal number of streams 9 8 13 10

Table 6.3: Experiment result to determine value a in the global-scale experimental
environment

In order to determine the value, a, of Eq. (8) in our global-scale environment,
we have also measured the available bandwidth and latency on several paths and
figured out the optimal number of TCP streams for those paths. Figure 6.9 shows
four shorter paths (path1 to 4) that our system found. Since longer paths than
these four paths have too many overlapped links with the other paths and are
not useful to evaluate, we use the four paths illustrated in Fig. 6.9.
The Table 6.3 indicates the measurement results of the four paths. As the

fourth path has a bigger standard deviation and the performance is not stable
on the path, we use the other three paths to calculate the value, a. From the
measurement results, we have determined the value, a as about 0.000065 in our
international environment. The Table 6.3 also shows the predicted optimal num-
ber of TCP streams. We can see that the numbers are slightly different from the
observed optimal numbers but still similar.

54



6.2.3 Results of Experiments

In the experiments, we compared our proposed system with two other methods,
1) the single path assignment method which is a conventional routing method
just using a single path for multiple TCP streams, 2) the round robin assign-
ment method which uses available multiple paths in a round robin manner. Our
method uses available multiple paths based on the rate from the predicted opti-
mal numbers of TCP streams for each path. For the evaluation, we transferred
a file of 6GB from NAIST to UF, and measured the transfer time and also mea-
sured the used bandwidth during the transfer. The measurement method is the
same as the method used in our virtual environment experiments.

Path number 1 2 3 4
Latency (ms) 191 183 211 191

Expected available bandwidth (Mbps) 660 200 740 170
Optimal number of streams 8 2 10 2

Table 6.4: Optimal assignment in the global-scale experimental environment

Since the used four paths have shared links each other, the available bandwidth
would be reduced when these four paths are used simultaneously. We measured
a standalone performance of each link and expected the available bandwidth of
each path as shown in Table 6.4. Based on the expected bandwidth, we have
calculated the optimal number of TCP streams for each path as 8, 2, 10 and 2
respectively. Therefore, we assigned TCP streams to the four paths with a ratio
of 4:1:5:1 in our optimal assignment method.
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Figure 6.10: Comparison of the average data transfer speed between the sin-
gle path assignment, the round robin assignment and the optimal
assignment

Figure 6.10 shows the average speed of the data transfer while increasing the
number of parallel TCP streams. From the results, in the case of using 4, 8 and 12
parallel TCP streams, the average speeds of the single path assignment method
are better than the optimal assignment and the round robin assignment method.
This is because our proposed system used path1, 2, 3 and 4 simultaneously, and
only a few TCP streams were assigned for each path in the case of using smaller
streams. Therefore, those TCP streams could not overcome the performance
degradation of TCP’s slow start mechanism.
On the other hand, in the case of using the single path assignment method,

all streams were assigned to the shortest path, path1, and achieved better per-
formance than our method. However, when we used more than 16 streams, the
optimal assignment and the round robin assignment method achieved better per-
formance than the single path assignment. Especially, the maximum performance
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of our optimal assignment method reaches approximately 30% better than the
round robin assignment method and approximately 60% better than the single
path assignment method.

Figure 6.11: Used bandwidth for the round robin assignment method in case of
using 24 parallel TCP streams (6 parallel TCP streams are assigned
for each path)

Figure 6.11 shows the used bandwidth for the round robin assignment method
with 24 parallel TCP streams. The performance for path4 is slightly worse than
the other paths because path4 is the longest and unstable path. The results show
that the bandwidth keeps at around 880 Mbps and also achieved 900 Mbps as its
best performance.
Figure 6.12 shows the used bandwidth for the optimal assignment method with

22 parallel TCP streams. The performance of path2 and 3 is worse than that
of the other paths. But, the overall performance of the aggregated bandwidth
is larger than the round robin assignment method. The results show that the
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Figure 6.12: Used bandwidth for the optimal assignment method in case of using
22 parallel TCP streams (TCP streams are assigned for each path
with a ratio of 4:1:5:1 in order)

traffic is stable and the bandwidth keeps at around 960 Mbps.In this experiment,
our virtual machine host was equipped only with a 1 Gbps NIC. So, this result
indicates that our proposed method achieved the performance that is close to the
physical limitation of the hardware.
In addition, the network congestion happened in both the round robin method

and the optimal assignment method. As Figure 6.11 shows, two congestion points
appear at 35th and 55th second. The performance of each path degrades after
the congestion. The reason can be considered that the congestion happened at
UCSD site in figure 6.9. Since the round robin method does not consider the
network conditions and assigns the same number of TCP streams on each path.
We use 6 parallel TCP streams in path 1, 2 and 4, so 18 TCP streams go through
the ovs of the UCSD site. The ovs cannot process all packets when total windows
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size of 18 TCP streams increase too big and cause packet loss.
In figure 6.12, there is also a congestion point at 25th second. The performance

of path 1 and 2 begin to degrade. We consider the congestion also occurs in the
ovs of the UCSD site. One possible reason is that path4 is the longest and
unstable path as we mentioned above. However, the performance of the path 3
and 4 continues to increase and the total performance keeps increasing steadily.
The main reason is we utilized prediction model to assign an optimal set of TCP
streams to the different path. So our proposed system and prediction model can
be also considered efficient in our global scale network.
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7 Discussion and Future Work

This chapter discusses possible issues when actually utilize our proposed sys-
tem. For future works, we also provide some feasible methods to deal with these
possible issues.

7.1 Multipath Selection Algorithm
In our current implementation, we utilized a simple breadth-first searching algo-
rithm since our proposed prediction model can optimize TCP streams according
to the network condition of each path. When a user request the specified number
of paths, our algorithm just assign the number of paths in the order of hops.
However, each network path has it own maximum attainable throughput.

When a user wants to send data as soon as possible with specified number of
paths, current algorithm probably could be a problem. Hence, in this case, it is
necessary to consider network condition of each path to assign a better multipath
set. Furthermore, we also need to consider the overlapping part among paths. We
explain our future multipath selection algorithm through two network topologies.
Figure 7.1 shows a network topology. Assume Host A wants to transfer data

to Host B. The controller will calculate all available paths according to number
of hops. The calculation result should be in the order of path3 (3 hops), path2
(4 hops) and path 1 (5 hops).

Path number 1 2 3
Latency (ms) 60 110 160

Available bandwidth (Mbps) 100 50 50

Table 7.1: Available bandwidth and total latency of each path on topology 1
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Figure 7.1: Topology 1 (Illustration of multipath selection algorithm)

Table 7.1 shows bandwidth and latency of each path on topology 1. The three
paths have different bandwitch and latency. There is no doubt that the path 1
is the best choice. Because it has the higher bandwidth and lower latency in the
three paths. In regard to path2 and 3, path 2 and 3 have the same available
bandwidth, but path2 has lower latency than path3. Therefore, path selection
should be in order of path 1, 2 and 3 when considering the priority.
In addtion, overlapping part is also an important factor should be considered.

We can easily choose path 1 when only one path was requested for data tranfer.
According the priority, the path 1 and 2 will be chosen when two paths were
requested. However, since path 1 and 2 have a overlapping part, if we use path
1 and path 2 simultaneously, the TCP streams assigned for the two paths will
compete network resourses between SW1 and SW2. This will cause performance
decreasing of data transfer on the contrary. In our future algorithm, a network
path which has no overlapping with other paths will be given a higher priority.
Therefore, when we choose two paths for GridFTP, path 1 and 3 should be the
answer and also the best multipath combination for GridFTP. Because if we use
more than two paths in this network topology, the performace may be decrease
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due to traffic collision. In this case, even though users specify three or more
paths, we only return them the best multipath set and total number of optimal
TCP streams.

Figure 7.2: Topology 2 (The bandwidth between SW1 and SW2 is different from
Topology 1)

Path number 1 2 3
Latency (ms) 60 110 160

Available bandwidth (Mbps) 100 50 100

Table 7.2: Available bandwidth and total latency of each path on topology 2

Figure 7.2 shows topology 2 which has same topology as topology 1. Topology
2 only has some different bandwidth in two parts of network path (Between SW1
and SW2, SW5 and SW7) compared to Topology 1. The bandwidth and latency
of each path on topology 2 shown as table 7.1. The path 1 is still the best choice
from the three paths. In regard to path2 and path3, path2 has lower latency than
path3, but path3 has higher available bandwidth than path2. Since we will use
multiple TCP streams to transfer data, we can achieve better performance when
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using path3. Therefore, path selection should be in order of path 1, 3 and 2 when
considering the priority.
In this topology, when two paths were requested, path 1 and 3 can be chosen.

When three paths were requested, though path 1 and 2 share a common part of
network path, the sharing part (between SW1 and SW2) has 150 Mbps band-
width. This bandwidth has enough capacity to make data transfer even using
path 1 and 3 simutaneously. Therefore, the best multipath set for this topology
is using all three paths.

7.2 Scalability and Reliability of our Multipath
OpenFlow Controller

We evaluated our proposed system on a virtual and a real global-scale network
environment. The evaluation results showed that our system performed very
well. However, the scale of both network environments is not big enough. The
practicality and performance of our multipath OpenFlow controller still need to
be tested.
Scalability or performance of an OpenFlow controller is usually tested by char-

acteristics of throughput and latency. A scalable controller can keep maximum
throughput (number of outstanding packets) and minimum response time even
if the number of switches is increased. Regarding the reliability of an OpenFlow
controller, when under an average workload, a reliable controller can operate the
entire network persistently without accidental connections failure or dropping
OpenFlow messages from the switches. Accordingly, we will test our controller
by using larger network testbed in the future. As an option, we can also use
network simulation tools such as Mininet [111].
The architecture of OpenFlow network provides the OpenFlow controller a

global view of the network and makes it easy to achieve an optimal configuration.
However, the part of the controller could become a bottleneck in large scale
deployment due to such as added latency in newly established flows. Regarding
this issue, multiple OpenFlow controller cooperation is a good option. We can
deploy multiple controllers in different areas or countries. At the same time,
we can make the controllers communicate with each other to control the entire
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network.
In addition, as mentioned in section 2.3.2, there are a lot of frameworks to de-

velop OpenFlow controller. A set of performance comparison experiments were
conducted to compare ten types of OpenFlow controller which were developed by
different frameworks [112]. The results show that the performance of these con-
trollers was totally different. Therefore, we also need to consider this important
factor when developing our OpenFlow controller in the future.

7.3 Path Failure
Network path failure happens when a network device (such as switch, router) or
a link connection between network devices fail due to planned maintenance or
unplanned accidents such as power outages, fiber cuts, and hardware/software
malfunction [113, 114]. These path failure issues occur often, everywhere and
approximately 80% are unplanned [115, 116]. These routing problems can affect
the performance and reliability, especially in common commercial network.
Ideally, the routing system detects unplanned link failures and reconfigures

routing tables to avoid using failed links. Some researches showed that interdo-
main routers may take as long as tens of minutes to reconstruct new paths after
a path failure [117].
Assume a path failure occurs during the data transfer of our system, the TCP

streams of failure path will timeout and abort. Since our system utilizes multipath
to conduct data transfer, even when some TCP streams of GridFTP fail, the data
transfer continues.
In addition, we have another option for this issue. Since our system is based on

SDN, we can implement a monitoring function of dynamic path failure detection
on OpenFlow controller. According to the path routing of the controller, it is also
possible to provide other alternative paths for the TCP streams when a failure
path is detected.
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7.4 Fairness
Fairness is an important factor that should be considered in computer networks.
It is normally defined as equal sharing of the network resources. In the current
implementation of SDN-enabled GridFTP, we only consider one user utilizing
high-speed data transfer service. Our proposed system optimizes multiple parallel
TCP streams to fully utilize network resources. However, this approach actually
defeats the congestion control [29] mechanisms of TCP, leading to unfairness and
potential network congestion.
According to a serious simulation experiment which was performed to test

the fairness between single TCP stream and parallel TCP streams on a network
path [118], when utilization of available bandwidth is more than 90%, the parallel
multiple TCP streams could increase throughput by stealing the bandwidth from
competing with single TCP stream. This means when our system fully utilizes a
network path, the other single TCP streams will be affected.
Improving the performance of TCP is easy, but improving the efficiency while

maintaining fairness on a sharing network is still difficult. There is very few
research focused on maintaining fairness by using multiple TCP streams [42,119].
And these researches are adopting the method of modifying the transport protocol
itself.
To figure out the problem of fairness, We decided to approach it from a different

perspective in the future. As we discussed in section 2.3, SDN concept brings us
a new flexible network operation and application level control is possible. The
standardized OpenFlow protocol provides Quality of Service (QoS) functionality
called per-flow meters. Per-flow meters enable OpenFlow to implement QoS
operations, such as rate-limiting per flow and can be combined with per-port
queues to implement complex QoS frameworks.
Since our system is based on SDN, we can adopt QoS function to our system

to realize fairness. There are two conditions that should be considered in real
network. 1) Make sure the TCP streams of GridFTP do not affect other commu-
nications when GridFTP starts its data transfer. 2) Network conditions change
dynamically; for example, the other users may start new TCP connections when
the GridFTP is working. Therefore, it is necessary to guarantee the quality of
the new network connection.
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We design two scenarios to deal with the two conditions. For the first con-
dition, we can limit the maximum rate of GridFTP’s TCP streams before data
transfer. As simulation experiments [118] shown, if we can control the bandwidth
utilization less than 90% on the paths that GridFTP will use, it will not cause
unfairness. For the condition 2, since dynamic QoS management of SDN is an
effective method which was shown in several studies [120–122], the solution is
further and dynamically limiting the bandwidth utilization of GridFTP transfer
when OpenFlow controller detects other new TCP connections. Furthermore,
the OpenFlow-compatible switches from different vendors also show different be-
haviors utilizing dynamic QoS management [123]; it is necessary to choose an
appropriate switch to realize QoS mechanisms.

7.5 Determine the Parameter of Prediction
Model on PRAGMA-ENT

In our current OpenFlow controller, to simplify the design, we used a common pa-
rameter a of a prediction model for all paths. Actually, for each network path, the
performance could be improved by assigning different parameter a according to
network path conditions. Therefore, we plan to adapt the parameter adjustment
function to improve the OpenFlow controller and conduct further experiments.
In addition, we measured the parameter and network conditions manually be-

fore data transfer. Moreover, our proposed optimization of TCP Streams assign-
ment method based on the accurate information of bandwidth and latency. It
is also possible to implement a network monitoring to automatically realize the
measurement required for the prediction model.

7.6 Applications in Other Areas
Our research aims to provide a high-speed data transfer system to the computa-
tional science research projects. Furthermore, other data transfer service such as
data backup, Disaster Recovery (DR) and multimedia streaming can also ben-
efit from our proposed multipath OpenFlow controller and prediction model of
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optimal TCP streams.
In order to cope with any kind of service disruption from accidental interference,

many enterprises prepare several data centers to back up data and its own DR
system. Since the data generated daily is very huge, high-speed transfer service
between the data centers is necessary especially under the process of DR. In this
kind of case, our proposed system can support the high-speed data backup and
DR by providing optimal multipath data transfer.
In addition, to support high-performance multimedia streaming, Content De-

livery Network (CDN) technology is widely used for content delivery. CDN has
a lot of geographically distributed servers which store the cached version of nec-
essary content. This method provides a better user experience by minimizing
the distance between the end-users and web server. However, when some new
large-scale data (such as the application of 8k video streaming service) needs
to be distributed between the servers of CDN, high-speed data transfer service
is very important. Therefore, it is possible to apply our proposed system to the
CND which can optimize the network utilization and achieve a better multimedia
streaming service.
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8 Conclusion

In this thesis, considering the need for the big data era, we focused on the high-
speed transfer of large-scale data. Especially in data-intensive scientific projects,
high-speed data transfer between sites is a necessary platform service. We sur-
veyed the current techniques for high-speed data transfer. Regarding this topic,
there are two main studies that are about transfer protocols and traffic engineer-
ing techniques.
We first explained various transfer protocols for high bandwidth utilization.

After researching on many performance evaluations in which these techniques
were compared, we chose the multiple TCP streams techniques for our research.
There are also a lot of methods to realize multiple TCP streams transfer, however,
since the application-level protocol is easy to deploy and utilize than transport
layer for users, we decided to use the application layer to realize multiple TCP
streams. Furthermore, in the computational science research fields, GridFTP
was widely used and standardized by the Global Grid Forum. We therefore chose
GridFTP as our method to realize data transfer with multiple TCP streams.
Regarding the traffic engineering techniques, since using multipath can ag-

gregate more bandwidth, we introduced current routing techniques for utilizing
multiple paths by dividing them into the source and Hop-by-Hop routing. How-
ever, all the current multipath routing methods utilize additional header/label
or extended routing protocols and would cause additional overhead in both the
control and data planes. Furthermore, these methods are not easy to deploy and
lack complete central control. Hence, we adopted SDN technique to realize more
flexible traffic engineering.
As a result, we proposed a system which combined GridFTP and SDN. We

implemented a multipath OpenFlow controller based on OpenFlow to provide
multipath to any application. To make GridFTP utilize our controller, we im-
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plemented a Globus XIO that can communicate with the controller. Moreover,
to optimize the data transfer of multiple TCP streams, we proposed a prediction
model according to the network condition of each path. We also verified the
effectiveness of our model in our virtual experimental environment.
To demonstrate the effectiveness of our proposed system, we built a virtual

environment and a real global-scale environment and performed various experi-
ments. The results demonstrate that our proposed system accelerates the data
transfer of GridFTP and fully utilizes network resources. In the real global-scale
experimental environment, the results show the practicality of our proposal and
indicate that our proposed method pushes the performance to near the physical
limitations of the hardware.
The main contribution of this thesis is proposing a system for high-speed data

transfer. Our system utilizes a multipath controller providing multiple paths
to the multiple TCP streams of GridFTP by using SDN technology based on
OpenFlow. We also proposed an effective prediction model for optimal assignment
of TCP streams. In terms of future work, we discussed possible issues when
actually utilize our proposed system. We also provided some feasible methods to
deal with these possible issues.
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