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Improving Formal Document Translation Using

Sublanguage-Specific Sentence Structure∗

Masaru Fuji

Abstract

Advances in reordering techniques based on syntactic parsing, with growing

volumes of parallel corpora available, have brought about significant improve-

ments in the performance of statistical machine translation (SMT) for translating

across distant language pairs. However, formal documents such as patent, law,

and operations manual documents still pose difficulties for SMT owing to the

extreme sentence lengths and characteristic sentence structures.

These formal documents are often regarded to form sublanguages because

they have their own characteristic writing styles. As the sentences comprising

these formal documents are often very long and complex, a characteristic writing

style has been devised for each sublanguage in daily practice among writers so

that readers can easily comprehend the documents. This thesis describes meth-

ods for incorporating features specific to each sublanguage into the translation

mechanism to recognize the sentence structure correctly and improve translation

quality. The correct recognition of sentence structure is particularly important for

translating long sentences between distant language pairs, because not only the

syntactic order but also the sentence structure is different between these language

pairs.

Section 3 describes translation experiments for the patent claim sublanguage,

where sentences are extremely long but have very high regularity in the writing

style. As the writing style of this patent claim sublanguage is consistent, I chose

to handcraft rules for detecting sentence segments and performed translation ex-

periments using these detected sentence segments. The proposed method resulted
∗Doctoral Dissertation, Graduate School of Information Science, Nara Institute of Science

and Technology, NAIST-IS-DD1561018, March 16, 2017.
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in substantial improvement in translation quality between distant language pairs,

such as English-to-Japanese and Chinese-to-Japanese translations.

Section 4 describes a method for capturing the sentence structure with mod-

erate regularity of writing style and higher occurrence frequency compared with

patent claim sentences. Because there exists some variation in the writing style

of these documents, I chose to automatically recognize sentence structures. I

proposed and constructed automatic reordering of segments in translating from

the source to the target languages, which I call global reordering. Substantial im-

provement in translation quality was observed by incorporating global reordering

along with conventional reordering especially for Japanese-to-English translation.

To summarize, my proposed method for translating formal documents between

distant language pairs covers the range of sentences with very high regularity as

well as sentences with moderate regularity.

Keywords:

sentence structure, sublanguage, statistical machine translation, formal docu-

ments
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1. Introduction

Ever since the advent of computers, continuous research attempts have been made

to develop machine translation for assisting or even replacing human translation.

Recent advances in translation technology along with the accumulation of text

data for training machine translation has resulted in remarkable improvement

both in the speed and quality of machine translation. Although the speed and

quality of machine translation have proved useful for browsing and understanding

the gist of foreign sentences in certain situations, they are still not regarded as

being useful in most translation processes involved in the translation services in-

dustry. The situation is much worse in the case of translation between a language

pair having largely different word orders, such as between English and Japanese

and between Chinese and Japanese.

Many of the documents to be translated in the translation services industry

are said to form sublanguages in the sense that the vocabulary, sentence structure,

and expressions used in each translation domain and applications are noticeably

different from those of general documents. It is this sublanguage that makes

machine translation difficult. On the other hand, the key to improving machine

translation for the translation services industry is to devise methods for incorpo-

rating information specific to the sublanguages into the translation mechanism.

Past studies suggest the necessity of introducing mechanisms for dealing with

sublanguage-specific features to improve machine translation for the translation

industry (Buchmann, Warwick, and Shann 1984; Luckhardt 1991) [5, 48]. Among

the various aspects of sublanguage-specific features, this research focuses on the

sentence structure aspect of sublanguages, because this is the aspect that is cur-

rently not sufficiently dealt with for adapting general purpose machine translation

to meet the translation quality required by the translation services industry.

1.1 Research target

In light of the above mentioned background, my research is focused on the devel-

opment of machine translation with the aim of improving the translation quality

in the following ways:

Translation of formal documents forming sublanguages I focus on the trans-

1



lation method for formal documents forming sublanguages. The documents

forming sublanguages often have the characteristics described in Section 2.4.

Incorporation of sublanguage-specific sentence structures (SSSSs) Among

the characteristics possessed by sublanguage documents, my focus is on the

SSSSs. The term sentence structure signifies the semantic structure within

each sentence, rather than the semantic structure extending over the series

of sentences within a document.

Translation between distant languages The challenge of SSSS often poses

difficulties for machine translation between distant languages possessing

largely different word orders. The research focuses on SSSS in translating

between distant languages.

1.2 Contributions

This dissertation addresses the issues stated in the research target and makes the

following contributions:

1. The effectiveness of incorporating SSSSs into the mechanism of statistical

machine translation (SMT) by conducting experiments is shown.

2. The effectiveness of incorporating handcrafted rules for recognizing SSSSs

when high regularity in the writing style is present in the formal document

in question is shown.

3. The effectiveness of incorporating an automatic detection method for rec-

ognizing SSSSs when moderate regularity in the writing style is present in

the formal document in question is shown.

1.3 Thesis outline

This dissertation is organized as follows:

• Section 2 describes the background information leading to the motivation of

this research. It describes aspects such as the translation services industry,

formal documents, machine translation in the industry and SSSSs.

2



• Section 3 describes translation experiments for patent claim sentences which

are extremely long but have exceptionally high regularity in the writing

style. The proposed method resulted in substantial improvement in trans-

lation quality because the handcrafted rules perform accurately to detect

sentence segments, the detected segments are reordered in the order appro-

priate to the target language, and the original input sentence is effectively

shortened as a result of segment detection.

• Section 4 describes a method for capturing the sentence structure with mod-

erate regularity of writing style and higher occurrence frequency compared

with patent claim sentences. A substantial improvement in translation qual-

ity was observed by incorporating global reordering along with conventional

reordering.

3



2. Preliminaries

This section describes the background information related to the motivation of my

research, that is, the incorporation of features specific to the target sublanguage

into the translation mechanism to recognize the sentence structure correctly and

improve translation quality in formal documents forming a sublanguage.

2.1 Translation services industry

The translation services industry has a large market size, and machine translation

is expected to make contribution. The outcome of my research is expected to be

useful in this industry.

2.1.1 Definitions

The term “translation services industry” usually refers to an industry that in-

cludes companies which (i) translate written material and (ii) offer interpreting

services from one language to another. My research mainly concerns the former

industry segment, namely, translation of written material. Translation of written

material is further categorized into translation of paper-based documents and

translation of digital documentation, and the latter includes the “localization”1

industry. Localization constitutes a large portion of the translation services in-

dustry and its definition is given by Wikipedia as follows:� �
Language localization is the process of adapting a product that has been

previously translated into multiple languages to a specific country or region

(from Latin locus (place) and the English term locale, “a place where some-

thing happens or is set”). It is the second phase of a larger process of product

translation and cultural adaptation (for specific countries, regions or groups)

to account for differences in distinct markets, a process known as internation-

alization and localization.� �

1Language localization https://en.wikipedia.org/wiki/Language localisation
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2.1.2 Market size

According to studies by Common Sense Advisory (DePalma et al. 2016) [13], a

translation industry think tank, the size of the translation industry is estimated to

be $33.5 billion in 2012. The market is expected to continue growing to reach $37

billion in 2018, according to IBISWorld (IBISWorld 2016) [31]. The United States

represents the largest single market, and Europe is a close second. Asia is the

largest growth area. Currently, business is generated from both the government

and private industries. According to the U.S. Bureau of Statistics, the translation

industry is expected to grow by 42% between 2010 and 2020. The most important

reason for this growth is globalization. The market size in Japan is estimated to

be 25.8 million in 2015 according to studies by Japan Translation Federation.

2.1.3 Language pairs in the Japanese translation industry

Figure 1 shows the language pairs involving the Japanese language in the Japanese

translation services industry. Among the language pairs involving Japanese in

the Japanese translation services industry, 90% is in/from English, 4% in/from

Chinese, 2% in/from German, 2% in/from other Asian languages and another 2%

in/from other European languages. The category “other European languages”

includes French, Spanish, Italian, Portuguese and Russian. The category “other

Asian languages” includes Korean, Vietnamese, Thai and Indonesian.

Considering that the only major language that is linguistically close to Japanese

is Korean, most of the languages in and from Japanese are distant languages in

the Japanese translation services industry.

2.1.4 Future prospects of the industry

The industry of translation services has been exhibiting steady growth in spite

of the worldwide economic instability since 2008. This is due to the proven

correlation between the industry market size and the volume of Internet content

and online publications, which has grown steadily irrespective of the economic

situation. The increase in migration into Europe and United States in turn

increases the need for multilingual translation. There is also an increasing trend

of globalization of companies worldwide, where companies sell their products

5



Figure 1. Language pairs in the Japanese translation industry where “English”

represents both English-to-Japanese and Japanese-to-English translation pairs,

etc.

overseas and run multilingual marketing. Despite the downward cost pressure

in the industry, the increase in demand prevails over the downward trend of the

price. The upward trend of the translation volume along with the downward

trend of the translation cost calls for the deployment of machine translation.

2.2 Formal documents in translation services industry

The vast majority of documents handled in the translation services industry are

formal documents. Figure 2 shows that in the Japanese translation services indus-

try, 90% of the documents are formal documents, whereas only 7% are literature

and novels, and 3% are visual media translation. The formal documents handled

in the industry can be classified into two categories: domains and text types.

Some of the text types are common to many of the domains, whereas others are

found only in specific domains.

6



Figure 2. Documents in the translation industry

2.2.1 Domains

The main domains comprising the industry currently are (i) technical and IT, (ii)

pharmaceutical and medical, and (iii) financial. Each of these domains has the

following subcategories:

Technical and IT This domain includes information technology, such as infor-

matics, communication and networks. There is a huge demand for trans-

lation in this domain especially, in “localization” of documents. Because

words and expressions appear repeatedly and large volumes of documents

have to be translated in short periods of time, computer-assisted tools are

readily introduced in this domain. The following are the domains in which

translation memory tools are most actively introduced:

• Communication technology

• Semiconductor devices

• Information science

• Games

• Automobiles

• Mechanical engineering

• IT and ICT

7



• Electronic and electrical engineering

• Aeronautical engineering

• Train transportations

• Sciences

• Energy and environmental science

• Construction

Pharmaceutical, medical and bioscience The characteristic of this domain

is that the translation volume does not vary with economic fluctuations,

resulting in a steady market. As translation in this domain requires spe-

cialized knowledge, most of the translators have backgrounds in pharmacy,

biochemistry and biology.

• Medical equipment

• Pharmaceutical

• Biotechnology

• Cosmetics

• Foods

• Agriculture

• Petroleum

Financial Though the translation volume here is smaller than in the former two

domains, this is a rapidly growing domain.

• Economics and finance

• Banking

• Life assurance and insurance

• Stocks

• Business activities

• Governmental

8



2.2.2 Text types

Text type is the second grouping axis for formal documents handled in the trans-

lation services industry. While some of the text types exist only for limited

domains, the following text types are fairly common to many of the domains in

the industry. Text type is closely related to sublanguage as discussed in later

subsections.

• Contract documents

• Patent documents

• Regulations

• Compliance documents

• Press releases

• Websites

• Reports

2.3 Machine translation as a translation assisting tool

As described in Section 2.1.4, the upward trend of the translation volume along

with the downward trend of the translation cost calls for computerized translation

assisting tools.

The computerized translation assisting tool that is widely known in the in-

dustry as “translation memory” has proved to improve efficiency and reduce the

cost of translation in some domains and text types of formal documents in the

translation of both close and distant language pairs. The Wikipedia description

of translation memory2 is as follows.

2Translation memory https://en.wikipedia.org/wiki/Translation memory
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� �
A translation memory (TM) is a database that stores “segments,” which

can be sentences, paragraphs or sentence-like units (headings, titles or ele-

ments in a list) that have previously been translated, in order to aid human

translators. The translation memory stores the source text and its correspond-

ing translation in language pairs called translation units. Individual words

are handled by terminology bases and are not within the domain of TM.
� �
According to Wikipedia, translation memory is widely used in companies produc-

ing multilingual documentation and a survey reveals that 82.5% out of 874 replies

confirmed the use of translation memory. Translation memory is effective for

distant language pairs, including Japanese-to-English and Japanese-to-Chinese

translation, as long as the terms and expressions occur repeatedly. Although

translation memory is a tool that is used in the industry, the improvement in

efficiency is steady but limited because the application of translation memory

still requires manual intervention by human translation.

The technology of machine translation dates back to the early stages of the

development of computers back in the 1950s. This technology is expected to

produce further improvements in efficiency compared to translation memory as it

generates translated sentences automatically, which is expected to substantially

reduce the cost due to utilizing humans in the translation process. Recent ad-

vances in the translating mechanism along with hardware improvements and the

increased volume of the corpus, have raised the speed and quality of machine

translation to a level that is sufficient for browsing through foreign documents in

one’s own language. However, the translation quality still does not meet the high

quality standard required by the translation services industry. Even the machine

translated texts in translation between close language pairs requires further de-

velopment to make it useful for human translators and translation firms. The

situation is even worse for distant language pairs, where further improvement in

translation quality is necessary. Further research into the technology is expected

to meet the requirements of this growing industry.

10



2.4 Sublanguage for machine translation

Past studies suggest the need to introduce mechanisms for dealing with sublanguage-

specific features to improve machine translation for the translation industry (Buch-

mann, Warwick, and Shann 1984; Luckhardt 1991) [5, 48]. The characteristics of

a sublangauge that are relevant to machine translation are listed by Lehrberger

(Lehrberger 1982) [46] and further described by Ananiadou (Ananiadou 1990) [2]

as follows:

(i) Limited subject matter This means text with domain specific knowledge,

e.g. immunology and computer maintenance.

(ii) Lexical, syntactic and semantic restrictions Typical examples of lexi-

cal restrictions appear in technical terms that have precise meaning, e.g.

“floating point”, “eyebolts”, “perioxide” etc. Examples of syntactic re-

strictions include the absence of direct questions in the case of professional

translation documents. A typical example of semantic restrictions is that

the term “cable” in a particular sublanguage only occurs as a noun and not

as a verb.

(iii) Deviant rules of grammar Typical examples of deviant grammar rules

are the sentences “the patient presented with influenza” and “the patient

presented to the doctor with influenza.” This usage of the term “present” in

these sentences is not acceptable in general language but is used in common

practice in the medical domains.

(iv) High frequency of certain constructions A typical example of this as-

pect is the high frequency of imperatives, e.g. “check” and “add” in oper-

ations manuals.

(v) Particular text structure Text structure is often referred to as document

structure. Sublanguage documents often form characteristic text structures

in the sense that text belonging to a certain sublanguage tends to possess

certain components in certain sequences.

(vi) Use of special symbols A typical example of the use of special symbols

is the placement of a colon after a transitional phrase, e.g. “An information

11



processing apparatus comprising: a recording media ... .”

Recent advances in language modeling, such as the language model of statisti-

cal machine translation and the sequence-to-sequence model of neural translation,

have overcome some of these aspects to a certain extent. In particular, these lan-

guage model approaches are effective in the lexical selection and the selection

of short-range expressions. The characteristics among the above list that have

been resolved to a certain extent are (i) limited subject matter and (ii) lexical,

syntactic, and semantic restrictions. The characteristic of (iii) deviant rules of

grammar is also considerably improved by language models.

The characteristics that are left unsolved by recent advances in machine trans-

lation technology are (iv) high frequency of certain constructions and (v) partic-

ular text structure.

2.5 Sublanguage-specific sentence structures (SSSSs)

As described above, I consider the most effective characteristics of sublanguage-

specific features left undeveloped to be high frequency of certain constructions

and particular text structure. Among these two characteristics, particular text

structure requires techniques involving contexts, which will be important in ma-

chine translation technology in the near future, but I leave it to future research.

For the present I concentrate on sentence-wise technology. Hence, I chose high

frequency of certain constructions to be my research target among the effective

characteristics in sublanguage-specific features.

There are a number of studies dealing with the sentence structures specific

to a sublanguage. There is a line of research dealing with the sentence structure

specific to the legal document sublanguage (Gotti et al. 2008; Farzindar et al.

2009; Bach et al. 2010; Hung et al. 2012) [23, 16, 3, 4, 30]. There is another

line of research dealing with the sentence structure specific to the patent claim

sublanguage (Shinmori et al., 2003; Verberne et al. 2010; Fuji et al. 2015; Hu et

al. 2016) [65, 18, 70, 28].

2.6 Terminology used in the thesis

The following is a list of terminology used throughout the thesis:
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Segments Semantic units comprising a sentence. This is a unit that is used in

contrast to syntactic units such as syntactic phrases and clauses, but short

segments may coincide with short syntactic units.

Sentence structure The structure within a sentence, made up of segments as

defined above. This may be referred to as intra-sentential structure in

some related works. The antonym of sentence structure, or intra-sentential

structure is inter-sentential structure which refers to the relationship among

a group of sentences.

Sublanguage-specific sentence structure (SSSS) The structure within a sen-

tence that is specific to the given sublanguage.
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3. Patent Claim Translation Using Sublanguage-

Specific Sentence Structure

3.1 Introduction

Advances in reordering techniques based on syntactic parsing (Isozaki et al., 2010;

de Gispert et al., 2015)[34, 11], with growing volumes of parallel patent corpora

available, have brought about significant improvements in the performance of

statistical machine translation (SMT) for translating patent documents across

distant language pairs (Goto et al., 2015)[22]. However, among various sentences

within a patent document, patent claim sentences still pose difficulties for SMT

resulting in low translation quality, despite their utmost legal importance.

A patent claim sentence is written in a kind of sublanguage (Buchmann et al.,

1984; Luckhardt, 1991)[5, 48] in the sense that it has the following two charac-

teristics: (i) comprising a patent claim by itself with an extreme length and (ii)

having a typical sentence structure composed of a fixed set of parts irrespective

of language, such as those illustrated in Figure 3 (a), (b) and (c). The difficulties

in patent claim translation lie in these two characteristics. Regarding the first

characteristic, the extreme lengths cause syntactic parsers to fail with consequent

low reordering accuracy. Regarding the second characteristic, the high regularity

of the claim-specific sentence structure cannot be captured and transferred prop-

erly by the models trained only on the other parts of patent documents, such as

the abstract and background description.

This paper presents a method for improving the SMT translation quality of

patent claims. Hereinafter, I will call the parts constituting a claim sentence,

sentence segments, or simply segments. I have developed a system that is used as

an add-on to state-of-the-art, off-the-shelf SMT systems to deal with the sentence

structure specific to the patent claim sublanguage. The method based on this

sublanguage-specific sentence structure (henceforth, SSSS) has two major effects.

(1) Pre-ordering and SMT are applied for each sentence segment, rather than

for the entire long sentence. This in effect shortens the input to pre-ordering

and SMT, thus improves translation quality. (2) Claim sentences are translated

according to the sentence structure, producing structurally natural translation

14



outputs. I manually extracted a set of language independent claim segments.

Moreover, using these segments, I constructed a set of synchronous rules for

English and Japanese to transfer the SSSS in the source language to the target

language.

An experiment demonstrates that my proposed method significantly improves

the translation quality in terms of RIBES scores (Isozaki et al., 2010)[32] by

over 25 points, in all of the four translation directions, i.e., English-to-Japanese,

Japanese-to-English, Chinese-to-Japanese and Japanese-to-Chinese directions. Along-

side the improvement in RIBES scores, improvements of approximately five points

in BLEU scores (Papineni et al., 2002)[60] are observed for English-to-Japanese

and Japanese-to-English pairs, and that of 1.5 points are observed for Chinese-to-

Japanese and Japanese-to-Chinese directions. The number of common segment

units required to express English, Chinese and Japanese claim sentence structures

is only five, and the number of synchronous rules written with these segments is

fewer than ten in all the four translation directions. The substantial gains are

obtained with a very small set of segment units and rules.

3.2 Related work

The quality of machine translation across distant languages has been improved

as a result of the recent introduction of syntactic information into SMT (Collins

et al., 2005; Quirk et al., 2005; Katz-Brown and Collins, 2008; Sudo et al., 2013;

Hoshino et al., 2013; Cai et al., 2014; Goto et al., 2015)[10, 63, 39, 67, 27, 6, 22].

To introduce syntactic information to translation of formalized documents form-

ing a sublanguage, it appears necessary to incorporate sublanguage-specific in-

formation (Buchmann et al., 1984; Luckhardt, 1991)[5, 48]. Since sublanguage-

specific sentences appearing in stylized documents tend to be very long and

have characteristic sentence structures, my task is to appropriately deal with

sublanguage-specific structures for long input sentences.

Much of the recent work relating to the translation of sentence structures

between close languages focuses on structures centered on discourse connectives

(Miltsakaki et al., 2005; Pitler and Nenkova, 2009; Meyer et al., 2011; Hajlaoui
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Segments Example strings

Preamble An apparatus,

Transitional phrase comprising:

Body

Element a pencil;

Element an eraser attached to the pencil; and

Element a light attached to the pencil.

(a) English claim

Segments Example strings

Body

Element

Element

Element

Transitional phrase

Preamble

(b) Japanese claim

Segments Example strings

Preamble

Transitional phrase

Body

Element

Element

Element

(c) Chinese claim

Figure 3. Example of English, Japanese and Chinese patent claims

and Popescu-Belis, 2012; Meyer et al., 2012)[53, 62, 52, 24, 51] and on resolving

the ambiguity of discourse connectives connecting structural segments. Con-

versely, when dealing with sentence structures across distant language pairs, it is

insufficient just to deal with discourse connectives, but to capture the sentence

structure of the input sentence and transfer it to the target structure.

A wide range of research has been conducted in this direction. A study by

Marcu et al. [49] proposed a method for improving Japanese-to-English trans-

lation by transforming the source structure generated by a rhetorical structure

theory (RST) parser, to the corresponding target structure. Some work in this
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direction has been conducted in translations across distant languages, in which

the source text is parsed using an RST parser, and translation rules are auto-

matically extracted from the source and target pair (Kurohashi and Nagao, 1994;

Wu and Fung, 2009; Joty et al., 2013; Tu et al., 2013) [44, 72, 37, 68]. There are

also approaches of simplifying long sentences by capturing the overall structure

of a sentence, or a group of sentences. The skeleton-based approach (Mellebeek

et al., 2006; Xiao, 2014) [50, 74] attempts to extract the key elements/structure

(or skeleton) from the input sentence using a syntactic parser. The divide-and-

translate approach (Shinmori et al., 2003; Sudo et al., 2010; Hung et al., 2012)

[65, 66, 30] also makes use of syntactically motivated features, such as phrases

and clauses, for extracting sub-segments to be translated by SMT.

There are also studies on pattern translation (Xia et al., 2004; Murakami et

al., 2009; Murakami et al., 2013) [73, 55, 54] and sentence segmentation (Roh

et al. 2008; Xiong et al., 2009; Jin and Liu, 2010) [64, 75, 36] for dealing with

long input sentences with complex structures. Our approach is similar to the

above models in the sense that it incorporates structural information into SMT,

but differs in that it uses sublanguage-specific sentence structures, rather than

syntactically motivated structures. This results in significant improvement in

translation quality for the claim sublanguage using only a handful of rules.

3.3 Transferring claim-specific sentence structure

While patent claims share a common vocabulary and phrases with the rest of the

patent document, they are written in a distinctive way that is different from the

rest of the patent document, comprising a sublanguage of its own. This writing

style of patent claims developed through the history of filing patent applications,

and is now described in the literature. According to the WIPO Patent Drafting

Manual (WIPO, 2014) [71], the fundamental structure of an English claim is that

it is a single sentence consisting of three segments:

S → PREA TRAN BODY (1)

where S denotes the claim sentence, PREA the preamble, TRAN the transitional

phrase and BODY the body. Figure 3 illustrates a typical example of PREA,
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TRAN and BODY appearing in English, Japanese and Chinese claim sentences.

The preamble is an introductory phrase that identifies the category of the in-

vention, the body is the main segment of the claim that describes the elements

or purposes of the invention, and the transitional phrase is the segment that

connects the preamble and the body. In actual claim documents, the body is

expressed either as a series of elements or purposes. Elements are the segments

constituting the invention and purposes are the segments expressing the purposes

the the invention. Hereinafter, I will denote element as ELEM, and purpose as

PURP.

Figure 3 (a) shows one of the typical structures of English claim sentences,

in which the body of the claim comprises claim elements. Each of the elements

is a claim segment comprising the invention. Figure 3 (b) shows the structure of

a Japanese claim sentence corresponding to the English claim sentence shown in

Figure 3 (a), and Figure 3 (c) shows the structure of a Chinese claim sentence

corresponding to the English claim sentence. Note that the sets of segments

comprising the claims in the two languages are identical, although the order of

segments is different in the three languages.

My proposed method is described as follows. A manual analysis revealed

that a claim consists of a fixed set of segments and the set is common to the

three languages. It was also found that there are strict generation rules in each

language. For example, the English patent claim sentence in Figure 3 (a) is

represented by the set of rules in Figure 4 (a). The symbol + denotes a

non-null list of the preceding segments. The corresponding Japanese sentence is

represented by another set of rules comprising the same segments, as shown in

Figure 4 (b).

Having observed a strong regularity in the structure of patent claim sentences

across languages, I represent the structural transfer in the form of synchronous

context-free grammar (SCFG). For example, I derive the SCFG rules in Figure 4

(c) by connecting the corresponding rules in Figure 4 (a) and (b), where the nu-

meric indices indicate correspondences between non-terminals in both constituent

trees. I handcrafted a set of SCFG rules for translating patent claim sentences.

The details of the process are presented in Section 3.4.1.

Figure 5 illustrates an example of a bilingual Enligh-to-Japanese claim sen-
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S → PREA TRAN BODY

TRAN → “comprising:”

BODY → ELEM+

(a) Generation rules for an English claim sentence

S → BODY TRAN PREA

TRAN → “ ”

BODY → ELEM+

(b) Generation rules for a Japanese claim sentence

S → 〈PREA 1© TRAN 2© BODY 3©, BODY 3© TRAN 2© PREA 1©〉
BODY → 〈ELEM+, ELEM+〉
TRAN → 〈 “comprising:”, “ ”〉

(c) SCFG rules derived from English and Japanese generation rules

Figure 4. English and Japanese generation rules, and SCFG rules derived from

these generation rules

tence pair. Here, PREA, TRAN and BODY represent the segments of these

bilingual sentences, where the order of these segments differs between English

and Japanese claim sentences. Hence the figure shows that simple composition

of a claim sentence into segments is inadequate, but the segments have to be

appropriately reordered to suit the structure of the target language.

[PREA An apparatus] [TRAN comprising:] [BODY a pencil; an eraser attached

to the pencil; and a light attached to the pencil.]

[BODY

] [TRAN ] [PREA ]

Figure 5. An example English-to-Japanese claim pair
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3.4 Pipeline for patent claim translation

While patent claim sentences have a distinctive structure, their segments, such

as the elements and purposes of the claimed inventions, are described with the

same vocabulary and phrases in the other parts of patent documents. I therefore

implemented the SSSS transfer as an add-on to off-the-shelf SMT systems. More

specifically, given a patent claim sentence in the source language, my method

translates it through the following three-step pipeline (Figure 6).

1. Step 1. SSSS transfer (Figure 6: (a) (b), (c)): The given sentence is

analyzed using a set of handcrafted SCFG rules. The goal of this step is

not to obtain a fine-grained parse tree of the input sentence, but to identify

its sublanguage-specific structure, and transfer it to the target language.

By the use of the set of SCFG rules, the segments in the given sentence are

identified, and simultaneously the sentence structure in the target language

is generated.

2. Step 2. Pre-ordering (Figure 6: (c) (d)): The words of each segment are

reordered so that the order becomes close to that in the target language.

This process is performed using a constituent parser. As a result of Step

1, shorter word sequences are the input to this process, resulting in higher

parsing and reordering accuracy.

3. Step 3. Translation by SMT (Figure 6: (d) (e)): Each segment is trans-

lated by an SMT system, and the translated segments joined up to form

a sentence, with words conjugated and conjunctions added as necessary.

Again, as a result of Step 1, shorter segments are input that are easier to

translate.

The rest of this section elaborates Steps 1 and 2 in turn.

3.4.1 SSSS transfer

As described in Section 3.1, one of the major issues in patent claim translation

is that, despite the high regularity, the claim-specific sentence structure cannot

be captured and transferred properly by models trained only on the other parts

of patent documents.
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A button comprising: a plurality of first ribs integrally formed on the surface of the plate-

like base portion, each rib radially extending from a center towards the circumference of

the plate-like base portion; and an annular portion integrally formed on the surface of the

plate-like base portion, to which each center ends of the plurality of first ribs are coupled.

(a) Input English sentence

[S [PREA A button] [TRAN comprising:] [BODY [ELEM a plurality of first ribs integrally

formed on the surface of the plate-like base portion, each rib radially extending from a

center towards the circumference of the plate-like base portion;] [ELEM and an annular

portion integrally formed on the surface of the plate-like base portion, to which each center

ends of the plurality of first ribs are coupled.]]]

(b) Synchronously obtained English SSSS

[S [BODY [ELEM a plurality of first ribs integrally formed on the surface of the plate-like

base portion, each rib radially extending from a center towards the circumference of the

plate-like base portion;] [ELEM and an annular portion integrally formed on the surface

of the plate-like base portion, to which each center ends of the plurality of first ribs are

coupled]] [TRAN ] [PREA A button]]

(c) Synchronously generated Japanese SSSS

[S [BODY [ELEM plate like base portion of circumference towards center from extending

plate like base portion of surface on formed integrally first ribs of plurality , each rib

radially;] [ELEM and plate like base portion of surface, plurality of first ribs of each center

ends coupled are which to on formed integrally annular portion]] [TRAN ] [PREA

A button]]

(d) Each SSSS segment pre-ordered

[S [BODY [ELEM

] [ELEM

]]

[TRAN ] [PREA ]]

(e) Each SSSS segment translated by English-to-Japanese SMT

Figure 6. Overview of translation pipeline
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This step is introduced to identify the structure of the given patent claim

sentence and to generate the structure in the target language simultaneously.

This process is performed using a set of handcrafted SCFG rules. The rules are

created in the following manner. First, the English, Chinese and Japanese claim

sentences were analyzed manually in my development set (described in Section

3.5.1) and found that each claim sentence is composed of a fixed set of segments

and that the set is common to the three languages. The set of segments U

identified is as follows:

U = {PREA, TRAN,BODY,ELEM,PURP}, (2)

where these five items are explained in the previous section, i.e., preamble, tran-

sitional phrase, body, element and purpose.

I then constructed a set of generation rules for English and Japanese claims

using U as a set of non-terminal symbols, and I handcrafted a set of SCFG

rules by combining the generation rules for the two languages that have the

same set of symbols on both the left- and right-hand sides, respectively. Ta-

ble 7 shows the entire SCFG rule set for English-to-Japanese translation. Our

SCFG rules for Japanese-to-English translation are produced by reversing the

above English-to-Japanese generation rules. Likewise, I constructed a set of gen-

eration rules for Chinese claims using U as a set of non-terminal symbols, and

obtained sets of SCFG rules for Chinese-to-Japanese and Japanese-to-Chinese

translations. See Section A in Appendix for Japanese-to-English, Chinese-to-

Japanese and Japanese-to-Chinese directions. The number of rules for English-

to-Japanese translation is eight, that for Japanese-to-English is ten, that for

Chinese-to-Japanese is six and that for Japanese-to-Chinese is ten.

The sentences used for constructing the generation rules were taken from

the patent claim sentence pairs as described in Section 3.5.1. 500 patent claim

sentence pairs were extracted randomly from the training data. However, due to

the high regularity of patent claim sublanguage, only about first 50 sentences were

sufficient for finding most major rules and another 50 sentences were sufficient

for collecting most of the necessary rules. Another 100 sentences were used to

verify the rules constructed using the first 100 sentences.

Figure 8 shows an example bilingual sentence pair that may be under subject
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to SCFG rule Rej2 in the SCFG rules set for English-to-Japanese translation. The

figure shows that the segments appearing in the order of PREA, TRAN, BODY,

TRAN and BODY in the input English claim sentence are reordered to BODY,

TRAN, BODY, TRAN and PREA, and as a result, the target Japanese claim

sentence has an appropriate sentence structure.

In the SCFG rule set I prepared for my experiment, I designed each of the rules

in the rule set to be deterministic, except for the terminal symbols where ambi-

guity in matching may occur. In the actual implementation of the SCFG rules, I

used regular expressions for obtaining a unique match for a terminal symbol, so

that the matching process for terminal symbols is also deterministic. For ensur-

ing a unique match for a terminal symbol, I employed the head-directionality of

the input language. For example, for head-initial languages such as English and

Chinese, I selected the match for TRAN occurring at the position closest to the

end of the sentence, while for head-final languages such as Japanese, I selected

the match for TRAN occurring at the position closest to the beginning of the

sentence.

For example, to analyze input sentences containing more than one occurrence

of the string comprising: I prepared a regular expression to match the first

occurrence. This heuristic rule correctly matches the claim string in most cases

since writers of English patent claims usually keep in mind to use TRAN to

appear toward the beginning of the sentence in practical situations. Figure 9

shows an example of English and Japanese regular expressions written in Perl-

like notation, where “+” denotes the longest matching and “+?” denotes the

shortest matching.

3.4.2 Pre-ordering

Most of the current pre-ordering techniques may be classified either into phrase

structure-based (Isozaki et al. 2010b; Goto et al. 2015; Hoshino, Miyao, Sudoh,

Hayashi, and Nagata 2015) [34, 22, 26], or into dependency-based (Yang, Li,

Zhang, and Yu 2012; Lerner and Petrov 2013; Jehl, de Gispert, Hopkins, and

Byrne 2014; de Gispert et al. 2015) [77, 47, 35, 11] techniques. While my proposed

method may employ either of the types, I take phrase structure-based technique

as an example in the following explanation.
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ID SCFG rules

Rej1 S → 〈PREA 1© TRAN 2© BODY 3©,

BODY 3© TRAN 2© PREA 1©〉
Rej2 S → 〈PREA 1© TRAN 2© BODY 3© TRAN 4© BODY 5©,

BODY 3© TRAN 2© BODY 5© TRAN 4© PREA 1©〉
Rej3 BODY → 〈ELEM+, ELEM+〉
Rej4 BODY → 〈PURP+, PURP+〉
Rej5 TRAN → 〈 “comprising:”, “ ”〉
Rej6 TRAN → 〈 “including:”, “ ”〉
Rej7 TRAN → 〈 “having:”, “ ”〉
Rej8 TRAN → 〈 “wherein:”, “ ”〉

Figure 7. SCFG rule set for English-to-Japanese translation

For example, when He likes apples. is inputted into the English-to-Japanese

translation system, it is first parsed as shown in Figure 10. Second, the nodes in

the parse tree are reordered using a classifier. In the case of Figure 10, according

to the classifier’s decision, the two children of the VP node, i.e., VBZ and

NP , are swapped, whereas the order of the two children of the S node,

i.e., NP and VP , is retained. Once such a decision is made for every

node with two children (henceforth, binary mode), the word order of the entire

sentence becomes very similar to that in Japanese, i.e., He (kare wa) apples

(ringo ga) likes (suki da) . (.)

There is a variety of techniques for deciding whether to swap a binary node,

such as a technique based on handcrafted rules (Isozaki et al. 2010) [34], and

a technique based on statistical method where the decision is made so as to

minimize the difference in the word orders between the source sentence and the

target sentence by minimizing the value of Kendall’s τ as a rank correlation

coefficient (Goto et al. 2015; Hoshino et al. 2015) [22, 26]. I adopted the

latter statistical technique in my experiment. The detailed setting I used in my

experiment are given in Section 3.5.3. However, my proposed method does not

depend on any particular pre-ordering methodology.

As described in 3.1, another major issue in patent claim translation is that the

extreme lengths cause syntactic parsers to fail with consequent low reordering ac-
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[S [PREA An energy management system] [TRAN comprising:] [BODY [ELEM (a) a

helmet shell having a bottom edge;] [ELEM (b) a plurality of bell-shaped pockets

situated on an inside surface of the helmet shell, each of the bell-shaped pockets

having a bottom surface; and [ELEM (c) a bladder positioned inside of each bell-

shaped pocket;]] [TRAN wherein] [BODY [PURP the bottom surface of each bell-shaped

pocket is configured to allow the bladder to extend beyond the bottom surface of

the pocket and beyond the bottom edge of the helmet upon impact.]]]

(a) English claim sentence

[S [BODY [ELEM ] [ELEM

] [ELEM

]] [TRAN ] [BODY [PURP

]] [PREA ]]

(b) Japanese claim sentence

Figure 8. Example English-to-Japanese claim sentence pair corresponding to SCFG

rule Rej2

($prea, $tran, $body) = /ˆ(.+?)(comprising)(.+)$/

($body, $tran, $prea) = /ˆ(.+)( )(.+?)$/

Figure 9. Example of perl-like regular expression for English and Japanese
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Figure 10. Transformation of the binary structure of input sentence “He likes

apples.”

curacy. To evaluate the effect of introducing my SSSS transfer on the translation

quality, I also implemented a pre-ordering tool using state-of-the-art techniques.

3.5 Experiments

I evaluated to what extent my SSSS transfer and pre-ordering improved the trans-

lation quality. As mentioned in Section 3.4, these methods are implemented as

an add-on to off-the-shelf SMT systems. In particular, I used phrase-based SMT

(Koehn et al., 2007) [41] as the base system.

3.5.1 Data

I used patent sentence corpora for training SMT. For Chinese-to-Japanese and

Japanese-to-Chinese translation, I managed to collect sufficient amount of bilin-

gual corpus just by incorporating patent claim sentences, while for English-to-

Japanese and Japanese-to-English translation, I combined a corpus consisting

of general patent sentences and a corpus consisting of claim sentences since the

corpus consisting of claim sentences alone did not yield sufficient volume for

training SMT. Ultimately, I collected an equal number of sentences for each of

the four translation directions, namely, English-to-Japanese, Japanese-to-English,

Chinese-to-Japanese and Japanese-to-Chinese directions.
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The training data for English-to-Japanese and Japanese-to-English SMT con-

sists of two subcorpora. The first is the Japanese-English Patent Translation

data comprising 3.2 million sentence pairs provided by the organizer of the Patent

Machine Translation Task (PatentMT) at the NTCIR-10 Workshop (Goto et al.,

2013) [21]. I randomly selected 3.0 million sentence pairs. Henceforth, I call this

Corpus A. SMT systems trained on the corpus are reasonably good at lexical

selection in translating claim sentences, because the vocabulary and phrases are

commonly used in entire patent documents, and Corpus A is of a substantial size

to cover a large portion of them. However, the claim-specific sentence structure

would never be taken into account, as Corpus A does not contain any claim sen-

tences. To bring claim-specific characteristics into the SMT training, even for the

baseline systems, I also used Corpus B comprising 1.0 million parallel sentences

of patent claims. These were automatically extracted from pairs of English and

Japanese patent documents published between 1999 and 2012 using a sentence

alignment method (Utiyama and Isahara, 2007) [69]. The concatenation of Cor-

pora A and B was used to train baseline SMT systems, as well as those for my

extensions.

The training data for Chinese-to-Japanese and Japanese-to-Chinese SMT con-

sists solely of the bilingual corpus selected from the patent claim sentences of the

Japan Patent Office English/Japanese bilingual corpus provided by ALAGIN 3

as linguistic and speech resources. I randomly selected 4.0 million sentence pairs

from the Chinese-to-Japanese patent claim bilingual sentences in a similar manner

to the previously mentioned Corpus B for English-to-Japanese and Japanese-to-

English translation.

Development and test data were constructed separately from the training data

in the following manner. First, I randomly extracted English patent documents

from patents filed in the USA in 2014 and extracted up to the first five claims

from each patent document. Then, I randomly selected 2,000 sentences from

the results and asked professional translators specializing in patent translation

to translate them into Chinese and Japanese, without informing them that their

translations would be used for tuning and testing SMT systems. Finally, the

resulting set of 2,000 sentence pairs was randomly divided into development and

3ALAGIN: Advanced LAnGuage INformation Forum: http://alagin.jp
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test data respectively consisting of 1,000 English-Chinese-Japanese claim sentence

pairs.

3.5.2 Systems

In this experiment, I regard the implementation of phrase-based SMT in the

Moses toolkit (Koehn et al., 2003) [42] and hierarchical phrase-based SMT (Chi-

ang 2005) [9] as the baseline. I examined each of my SSSS transfer, and pre-

ordering modules and their combination over the baseline.

Throughout the experiments, I used KenLM (Heafield et al., 2013) [25] for

training language models and SyMGIZA++ (Junczys-Dowmunt and Sza�l, 2010)

[38] for word alignment. I used the grow-diag-final method for obtaining phrase

pairs. Weights of the models were tuned with n-best batch MIRA (Cherry and

Foster, 2012) [8] regarding BLEU (Papineni et al., 2002) [60] as the objective. For

each system, I performed weight tuning three times and selected for the test the

setting that achieved the best BLEU on the development data. For the baseline

phrase-based SMT, I carried out evaluation both for distortion limit of six and

that of twenty. This is because a distortion limit of six is the default setting of

the Moses toolkit, and I also chose the value twenty that is considerably larger

than the default setting for comparison purpose.

I did not apply SSSS transfer to the training data for training a model, even

in the case where I apply SSSS transfer to the test data. This is for the sake of

making fair comparison between different languages, as the availability of patent

claim corpora is different for given language pairs, while SSSS transfer requires

patent claim sentences as input. However, this setting may result in the reduction

in the number of sentences since long sentences not treated by SSSS transfer may

be deleted in the training process.

3.5.3 Pre-ordering

Each of the sentence segments outputted by SSSS transfer is pre-ordered using the

Berkeley Parser (Petrov et al., 2006) [61] as syntactic parser. This configuration

is identical to all four of the translation directions. The training data is parsed

into a binary tree structure.
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I performed self-learning for domain-adapting the syntactic parser. I first

parsed 200,000 patent sentences using the initial parsing model. I then built

a patent-adapted (not claim-adapted) parsing model by applying a self-learning

procedure (Huang et al., 2009) [29] to the above automatic parses.

The initial parsing model for English was trained on the sentences in the Penn

Treebank4 as well as 3,000 patent sentences manually parsed by the authors.

The initial model for Japanese was trained on the EDR Treebank5 consisting

of approximately 200,000 sentences. The initial mode for Chinese was trained

CTB-6 (Zhang and Xue 2012) [78]. No patent sentences were used for training

Chinese and Japanese models.

The pre-ordering model is trained on a given parallel corpus through the

following procedure (de Gispert et al. 2015) [11]:

1. Parse the source sentences of the parallel corpus.

2. Perform word alignment on the parallel corpus.

3. Reorder words in each source sentence by swapping some binary nodes so

that Kendall’s over the aligned source and target sentences is maximized.

As a result, every binary node is classified as either SWAP, i.e., the two

children of the node are swapped, or STRAIGHT, i.e., they are not swapped.

4. With the above data, a neural network classifier is trained for predicting

whether a given node is SWAP or STRAIGHT.

I used the open source toolkit, Neural Probabilistic Language Model Toolkit

(NPLM)6 to train a model for predicting whether a given node is SWAP or

STRAIGHT. I used the default setting for most of the settings, except for the

output layer where I used two outputs corresponding to SWAP and STRAIGHT.

4The Penn Treebank Project: http://www.cis.upenn.edu/ treebank/home.html
5EDR Corpus: https://www2.nict.go.jp/out-promotion/techtransfer/EDR/JPN/Struct/Struct-

CPS.html
6Neural Probabilistic Language Model Toolkit: http://nlg.isi.edu/software/nplm/
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3.5.4 Evaluation metrics

Each system is evaluated using two metrics: BLEU (Papineni et al., 2002) [60] and

RIBES (Isozaki et al., 2010a) [32]. Although my primary concern in this experi-

ment is the effect of long distance relationship, in general, n-gram based metrics

such as BLEU alone do not fully illustrate it. RIBES is therefore used alongside

BLEU. RIBES is an automatic evaluation method based on rank correlation co-

efficients; RIBES compares the word order in the SMT translation output with

those in the reference. Hence it readily depicts the effects of drastic rearrangement

in sentence segments that often occurs between distant languages. In fact, RIBES

has shown high correlation with human evaluation in both English-to-Japanese

and Japanese-to-English translation tasks including those in the PatentMT at

the NTCIR-9 Workshop (Goto et al., 2011) [21] and 2nd Workshop on Asian

Translation WAT (Nakazawa et al. 2015; Isozaki and Kouchi 2015) [57, 33].

Each of the BLEU and RIBES scores are tested for significance (Koehn

2004)[40] against the baseline with the toolkit, MTEval7, using bootstrapping

method with 100 divisions and 1,000 repetitions.

3.6 Results

Tables 1, 2, 3 and 4 show the results of my experiment. In the tables, PB

and HPB denote the phrase-based SMT and hierarchical phrase-based SMT of

Moses toolkit respectively, and d of PB denotes the value of distortion limit.

The numbers in the brackets show the improvement over P1, the vanilla PBSMT

system. The scores significantly greater than the baseline at the 5% level are

marked with a †, while those significantly greater than the baseline at the 1%

level are marked with a ‡.
I used the 1,000 test sentences described in Section 3.5.1 for evaluation. How-

ever, I also show for further reference, the results where I selected and used the

sentences having less than or equal to 200 words from the 1,000 test sentences.

This is to cope with the limitation of Berkeley parser that is unable to parse long

sentences in the 1,000 test sentences. Hence, I did not include evaluation using

all of the 1,000 sentences for P3 and this is shown with the notation N/A.

7MTEval Toolkit https://github.com/odashi/mteval
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ID

Settings Test sentences

SSSS
transfer

Pre-
ordering SMT

All sentences

Sentences w/ lt 200 tokens

(805 sentences)

BLEU RIBES BLEU RIBES

P1 PB d=6 23.9 43.9 24.7 42.2

P1’ PB d=20 23.4 (-0.5) 49.1 (+5.2)‡ 23.6 (-1.1) 48.3 (+6.1)‡

H1 HPB 24.3 (+0.4) 53.3 (+9.4)‡ 25.0 (+0.3) 52.9 (+10.7)‡

P2
√

PB d=6 24.5 (+0.6)† 67.8 (+23.9)‡ 25.9 (+1.2)‡ 70.7 (+28.5)‡

P3
√

PB d=6 N/A N/A 25.3 (+0.6) 54.1 (+11.9)‡

P4
√ √

PB d=6 28.4 (+4.5)‡ 74.8 (+30.9)‡ 31.1 (+6.4)‡ 78.1 (+55.9)‡

Table 1. Evaluation scores for English-to-Japanese translation

The setting P4, a combination of SSSS transfer and pre-ordering, in all of the

four translation directions, substantial gains in both BLEU and RIBES scores

are observed. Statistical significance test reveals that only P4 shows significant

improvement at the 1% level over the baseline in both BLEU and RIBES scores

and in all of the four translation directions. The settings P2 with SSS trans-

fer only and P3 with pre-ordering only exhibit large improvement in RIBES

scores, however, the improvement in BLEU score is only marginal. Substantial

improvement is observed only when SSSS transfer and pre-ordering are used in

combination, which may implicate complementary contribution of SSSS transfer

and pre-ordering.

The overall tendency for the results with sentences containing less than or

equal to 200 words is much the same, however, the scores of all the settings

are higher in many cases. The performance of pre-ordering itself is different for

different languages, and particular, P3 for Japanese-to-English and Chinese-to-

Japanese gains higher values than P4 in some cases. However, steady improve-

ment is observed for P4 regardless the performance of P3.

3.7 Analysis

Experimental results confirm that translation quality can be improved signif-

icantly by using SSSS transfer, irrespective of the existence of the pre-ordering

process and translation directions. In this section, I first explain how my initial is-

sues, i.e., extreme lengths and sublanguage-specific structures in claim sentences,
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ID

Settings Test sentences

SSSS
transfer

Pre-
ordering SMT

All sentences

Sentences w/ lt 200 tokens

(860 sentences)

BLEU RIBES BLEU RIBES

P1 PB d=6 21.5 40.2 22.7 36.7

P1’ PB d=20 22.5 (+1.0)† 46.3 (+6.1)‡ 24.2 (+1.5)† 44.0 (+7.3)‡

H1 HPB 23.2 (+1.8)‡ 49.6 (+9.4)‡ 24.4 (+1.7)† 47.4 (+10.7)‡

P2
√

PB d=6 20.9 (-0.6) 64.0 (+23.8)‡ 21.4 (-1.3) 65.7 (+29.0)‡

P3
√

PB d=6 N/A N/A 31.9 (+9.2)‡ 79.0 (+42.3)‡

P4
√ √

PB d=6 27.4 (+6.0)‡ 74.8 (+34.6)‡ 28.9 (+6.0)‡ 77.5 (+40.8)‡

Table 2. Evaluation scores for Japanese-to-English translation

ID

Settings Test sentences

SSSS
transfer

Pre-
ordering SMT

All sentences

Sentences w/ lt 200 tokens

(805 sentences)

BLEU RIBES BLEU RIBES

P1 PB d=6 28.4 48.0 27.8 46.6

P1’ PB d=20 28.2 (-0.2) 47.3 (-0.7) 28.8 (+1.0) 45.9 (-0.7)

H1 HPB 28.3 (+0.1) 47.3 (-0.7) 28.9 (+1.1) 45.9 (-0.7)

P2
√

PB d=6 28.8 (+0.4) 72.5 (+24.5)‡ 30.4 (+2.6)‡ 75.4 (+28.8)‡

P3
√

PB d=6 N/A N/A 33.2 (+5.4)‡ 75.4 (+28.8)‡

P4
√ √

PB d=6 30.2 (+1.8)‡ 73.8 (+25.8)‡ 32.5 (+4.7)‡ 76.7 (+30.1)‡

Table 3. Evaluation scores for Chinese-to-Japanese translation

ID

Settings Test sentences

SSSS
transfer

Pre-
ordering SMT

All sentences

Sentences w/ lt 200 tokens

(860 sentences)

BLEU RIBES BLEU RIBES

P1 PB d=6 23.8 48.5 27.1 45.9

P1’ PB d=20 23.5 (-0.3) 50.8 (+2.3)‡ 27.3 (+0.2) 48.9 (+3.0)‡

H1 HPB 20.6 (-3.2) 46.5 (-2.0) 23.7 (-3.4) 44.1 (-1.8)

P2
√

PB d=6 22.5 (-1.3) 74.0 (+25.5)‡ 26.9 (-0.2) 77.9 (+32.0)‡

P3
√

PB d=6 N/A N/A 28.0 (+0.9) 48.4 (+2.5)‡

P4
√ √

PB d=6 25.3 (+1.5)‡ 75.9 (+27.4)‡ 30.0 (+2.9)‡ 79.4 (+33.5)‡

Table 4. Evaluation scores for Japanese-to-Chinese translation
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are resolved by SSSS transfer and pre-ordering. Subsequently, I provide an in-

depth analysis of the additional benefit of my SSSS transfer, i.e., making SMT

inputs short. Finally, I discuss the different trends of the observed gains in the

translation directions.

3.7.1 Complementary contribution of SSSS transfer and pre-ordering

Figure 11 illustrates a typical sequence of example translations generated by the

four configurations, P1 to P4, in my Japanese-to-English experiment. Through-

out the figure, a labelled bracketing scheme is used to illustrate claim segments.

The contributions of SSSS transfer and pre-ordering are summarized as follows.

Contribution of SSSS transfer The order of segments is not changed from

the input Japanese sentence in P1. However, in P2, with the introduction

of SSSS transfer, the segments are well arranged in the order of English.

The entire translation can be better understood by properly generating the

transitional phrase ”comprising:”. Regarding the translation quality of each

segment, P1 and P2 do not seem significantly different. In contrast, I obtain

a better translation for the second element in P4 than in P3. This is an

evidence that SSSS transfer improves pre-ordering effectively.

Contribution of pre-ordering As already demonstrated in the previous work,

pre-ordering techniques are effective in generating translations with a rea-

sonable word order in the target language. In fact, the words in P3 are

better arranged than in P1: the word order is closer to that of the En-

glish reference. However, from the viewpoint of sentence structure, the

segments are not arranged well, and somehow the preamble is generated

twice. Conversely, explicitly teaching the sentence-level structure through

SSSS transfer, i.e., as in P4, suppresses such an undesirable error. Further-

more, dividing the input into shorter segments, results in the words in each

segment being properly reordered.

In summary, SSSS transfer and pre-ordering complement each other in gen-

erating translations that are natural both structurally and segment-wise.
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Input [S [ELEM ] [ELEM

] [TRAN ] [PREA

] [PURP

]]

Reference [S [PREA A well screen system,] [TRAN comprising:] [ELEM a base

pipe;] [ELEM and an at least partially expanded screen jacket sur-

rounding the base pipe,] [PURP the screen jacket being expanded

prior to being positioned on the base pipe, wherein a filter layer

of the screen jacket contacts an outer shroud of the screen jacket

due to expansion of the screen jacket.]]

P1 Baseline [S [ELEM The base tube and] [ELEM the base tube is extended

to at least partially surround a screen jacket] [PREA and a screen

system well,] [PURP the screen jacket is positioned on the base

tube before the expansion of the cooling jacket of the screen, the

screen filter layer by an extension of the jacket of the cooling jacket

of the screen outer shroud contact well screen.]]

P2 w/ SSSS transfer [S [PREA Well screen system] [TRAN comprising:] [ELEM base

tube;] [ELEM and the base tube is extended to at least partially

surround a screen jacket,] [PURP wherein: the screen jacket is

positioned on the base tube before extended to; and the screen

jacket filter layer , said screen jacket by the expansion of the screen

jacket outer shroud contact.]]

P3 w/ pre-ordering [S [PREA Well screen system] [ELEM base tube,] [PREA well screen

system] [ELEM including a screen jacket extended at least par-

tially surrounding the base tube,] [PURP and the screen jacket, ex-

pansion before the positioning to the base tube, the screen jacket

filter layer, the expansion of the screen jacket contacts the outer

shroud of the screen jacket.]]

P4 Pipeline [S [PREA Well screen system] [TRAN comprising:] [ELEM base

tube;] [ELEM and at least partially extended screen jacket sur-

rounding the base tube,] [PURP wherein: the screen jacket, ex-

pansion before the positioning to the base tube; and the screen

jacket filter layer contacts the outer shroud of the screen jacket

by the expansion of the screen jacket.]]

Figure 11. Typical example of Japanese-to-English translation
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3.7.2 Effects of shortening SMT inputs

As seen above, pre-ordering works better on segments obtained through SSSS

transfer rather than on the entire input sentence. To estimate the shortening

effect of SSSS transfer, I performed the following two analyses.

First, I evaluated the accuracy of the syntactic parser for varying input sen-

tence lengths. Table 5 shows the sentence-wise accuracy of the English parser

invoked by my pre-ordering module, calculated on the basis of 100 sentences

sampled randomly from the test set. The parse tree of each sentence is manually

checked for correctness. A parse tree is judged correct if all the constituents are

correct in the parse tree, while it is judged incorrect if any incorrect constituent

is present in the parse tree. The figure shows that the longer sentences show

considerably lower accuracy compared with the shorter sentences. In particular,

the parsing accuracy for the long sentences containing over 80 tokens is very low,

where only one out of the 16 sentences were parsed correctly.

Second, I compared the distributions of lengths of the processing unit of the

succeeding steps, i.e., the entire sentence for P1 and automatically identified claim

segments in P2. Figure 12 shows the cumulative ratio of original sentences and

identified claim segments in English, Chinese and Japanese, respectively. The

syntactic parsing on the input Japanese sentence is identical both for Japanese-

to-English and Japanese-to-Chinese translation directions. The figures illustrates

that the sentences containing over 80 tokens comprised 31% of all the sentences

before SSSS transfer, while it is reduced to 3% after SSSS transfer. Together with

the analysis of parsing accuracy for varying sentence lengths, input sentences are

expected to be parsed more correctly as a result of SSSS transfer.

For further reference, the number of input sentences and the number of their

corresponding segments obtained by SSSS transfer are shown in Figure 6. The

number of segments of around 4,000 is obtained for input 1,000 sentences for all

three input languages, i.e., an average of four segments are obtained for every

input sentence for all the input languages. Table 7 shows the number of correct

and incorrect SSSS transfer for 100 input sentences for the three input languages.

The high SSSS transfer performace in English and Chinese may be due to the

highly formalized nature of the languages. However, the effect of the low per-

formance in Japanese may be negligible, as the translation performance in case
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Number of words
in sentence

Number of
sampled sentences

Number of correctly
parsed sentences

Sentence-wise
accuracy

1-20 10 10 100%

21-40 35 32 91%

41-60 18 11 65%

61-80 5 2 40%

81-100 9 1 11%

101-120 5 0 0%

121-140 2 0 0%

Table 5. Parsing accuracy of English parser used for English-to-Japanese pre-

ordering

the source language is Japanese is much the same standard as in case the source

language is English or Chinese.

3.7.3 Different trends for translation directions

The experiment showed that substantial gains of over 25 points in RIBES scores

were obtained in all of the English-to-Japanese, Japanese-to-English, Chinese-to-

Japanese and Japanese-to-Chinese patent claim translations. I speculate that all

these language directions require sentence segments to be reordered for proper

translation, and my proposed method successfully realized this reordering in seg-

ments resulting in the improvement in RIBES scores.

However, the level of improvement in BLEU scores for English-to-Japanese

and Japanese-to-English was larger than that for Chinese-to-Japanese and Japanese-

to-Chinese. I speculate that this is because the pre-ordering within each segment

in English-to-Japanese and Japanese-to-English translation requires the reorder-

ing of attachment directions as well as the reordering of the predicate, while the

pre-ordering within each of the segment in Chinese-to-Japanese and Japanese-to-

Chinese translation mainly involves reordering of the predicate. Hence the short-

ening effect of pre-ordering worked more substantially for English-to-Japanese

and Japanese-to-English translation.
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(c) Chinese input

Figure 12. Cumulative ratio of inputs to SMT with respect to the number of

words, with and without SSSS transfer
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(a) Number of segments for English inputs

Input No. of sentences 1,000

After SSSS transfer
No. of segments

PREA 1,000

ELEM 916

PURP 1,197

TRAN 1,134

Total no. of segments 4,247

(b) Number of segments for Chinese inputs

Input No. of sentences 1,000

After SSSS transfer
No. of segments

PREA 1,000

ELEM 465

PURP 2,697

TRAN 244

Total no. of segments 4,406

(c) Number of segments for Japanese inputs

Input No. of sentences 1,000

After SSSS transfer
No. of segments

PREA 1,000

ELEM 1,258

PURP 729

TRAN 996

Total no. of segments 3,983

Table 6. Input and number of components after SSSS transfer
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(a) English

Correct 95

Incorrect 5

Total 100

(b) Chinese

Correct 89

Incorrect 11

Total 100

(c) Japanese

Correct 97

Incorrect 3

Total 100

Table 7. Number of correct and incorrect SSSS transfer

3.8 Discussion

In this Section, I described a method for transferring sublanguage-specific sen-

tence structure for English-to-Japanese, Japanese-to-English, Chinese-to-Japanese

and Japanese-to-Chinese patent claim translations. The experimental results

show that my proposed method, a combination of SSSS transfer and pre-ordering

based on syntactic parsing, achieved a substantial gain of more than 25 points in

RIBES scores in all four translation directions. In addition, my proposed method

achieved five point gains in BLEU scores in English-to-Japanese and Japanese-

to-English directions, and 1.5 point gains in BLEU scores in Chinese-to-Japanese

and Japanese-to-Chinese translation directions. I achieved these results with only

a handful of SCFG rules.

My proposed method successfully improved the translation of patent claims

with quality comparable to that of the other parts of patent documents. In my

future work, I will concentrate on the translation of independent claims which

are the longest and most complex of claim sentences.
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My proposed method has demonstrated a successful hybridization of SMT

and the human knowledge of the target sublanguage sentence structure, the latter

knowledge can only be handled by handcrafted rules currently.
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4. Global Pre-ordering for Improving Sublanguage

Translation

4.1 Introduction

Formal documents such as legal and technical documents often form sublan-

guages. Previous studies have highlighted that capturing the sentence struc-

ture specific to the sublanguage is extremely necessary for obtaining high-quality

translations especially between distant languages [5, 48, 49]. Figure 13 illustrates

two pairs of bilingual sentences specific to the sublanguage of patent abstracts.

In both sentence pairs, the global sentence structure ABC in the source sentences

must be reordered to CBA in the target sentences to produce a structurally ap-

propriate translation. Each of the segments ABC must then be syntactically

reordered to complete the reordering.

Various attempts have been made along this line of research. One such method

is the skeleton-based statistical machine translation (SMT) which uses a syntac-

tic parser to extract the global sentence structure, or the skeleton, from syntactic

trees and uses conventional SMT to train global reordering [50, 74]. However, the

performance of this method is limited by syntactic parsing, therefore the global

reordering has low accuracy where the accuracy of syntactic parsing is low. An-

other approach involves manually preparing synchronous context-free grammar

rules for capturing the global sentence structure of the target sublanguage [18].

However, this method requires manual preparation of rules. Both methods are

unsuitable for formal documents such as patent abstracts, because they fail to

adapt to sentences with various expressions, for which manual preparation of

rules is complex.

This section describes a novel global reordering method for capturing sublanguage-

specific global sentence structure to supplement the performance of conventional

syntactic reordering. The method learns a global pre-ordering model from non-

annotated corpora without using syntactic parsing and uses this model to per-

form global pre-ordering on newly inputted sentences. As the global pre-ordering

method does not rely on syntactic parsing, it is not affected by the degrada-

tion of parsing accuracy, and is readily applicable to new sublanguages. Glob-

41



Pair 1 Japanese [[A

][B ][C ]]

Japanese (word-for-

word translation)

[[A Antenna resources effectively utilizing reliability high

communication perform capable][B communication appa-

ratus][C to provide.]]

English [[C To provide][B a communication apparatus][A capable

of performing highly reliable communication by effectively

utilizing antenna resources.]]

Pair 2 Japanese [[A ][B ][C

]]

Japanese (word-for-

word translation)

[[A High quality images form enable][B image formation

device][C to provide.]]

English [[C To provide][B an image formation device][A which en-

ables high quality images to be formed.]]

Figure 13. Example of sublanguage-specific bilingual sentences requiring global

reordering. A, B, C are the sentence segments constituting global sentence struc-

tures.

ally pre-ordered sentence segments are then syntactically reordered before being

translated by SMT.

In this empirical study on the patent abstract sublanguage in Japanese-to-

English and English-to-Japanese translations, the translation quality of the sub-

language was improved when global pre-ordering was combined with syntactic

pre-ordering. A statistically significant improvement was observed against the

syntactic pre-ordering alone, and a substantial gain of more than 25 points in

RIBES score against the baseline was observed for both Japanese-to-English and

English-to-Japanese translations, and the BLEU scores remained comparable.

4.2 Related work

The hierarchical phrase-based method [9] is one of the early attempts at reorder-

ing for SMT. In this method, reordering rules are automatically extracted from

non-annotated text corpora during the training phase, and the reordering rules

are applied in decoding. As the method does not require syntactic parsing and

learns from raw text corpora, it is highly portable. However, this method does
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not specifically capture global sentence structures.

The tree-to-string and string-to-tree SMTs are the methods which employ

syntactic parsing, whenever it is available, either for the source or for the target

language to improve the translation of the language pair [76, 1]. However, these

methods too are not specifically designed for capturing global sentence structures.

The skeleton-based SMT is a method particularly focusing on the reordering

of global sentence structure [50, 74]. It uses a syntactic parser to extract the

global sentence structure, or the skeleton, from syntactic trees, and uses conven-

tional SMT to train global reordering. Another related approach is the reordering

method based on predicate-argument structure [43]. However, the performance of

sentence structure extraction tends to be low when the accuracy of the syntactic

parsing is low.

The syntactic pre-ordering is the state-of-the-art method which has substan-

tially improved reordering accuracy, and hence the translation quality [34, 22, 11,

26]. However, the adaptation of this method to a new domain requires manually

parsed corpora for the target domains. In addition, the method does not have a

specific function for capturing global sentence structure. Thus, I apply here my

proposed global reordering model as a preprocessor to this syntactic reordering

method to ensure the capturing of global sentence structures.

4.3 Global pre-ordering method

I propose a novel global reordering method for capturing sublanguage-specific

global sentence structure. On the basis of the finding that sublanguage-specific

global structures can be detected using relatively shallow analysis of sentences

[5], I extract from the training set the n-grams frequently occurring in sentences

involving global reordering and use these n-grams to detect the global structure

of newly inputted sentences.

For example, Figure 13 shows two sentence pairs in the training set that

contain global reordering. In this dissertation, I will call the semantic units

comprising a sentence, segments. In the figure, the segments ABC in the source

sentence must be reordered globally to CBA in the target sentence to obtain

structurally appropriate translations. With segment boundaries represented by

the symbol ”|”, the extraction of unigrams on both sides of the two segment
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boundaries of sentence E1 of Figure 13 yields

{provide, |, a} {apparatus, |, capable}.

When I input the sentence ”To provide a heating apparatus capable of maintaining

the temperature,” this is matched against the above unigrams. Thus, the segment

boundary positions are detected as ”To provide | a heating apparatus | capable
of maintaining the temperature”. The end-of-sentence marker “.” is excluded

in the global reordering process, and it is restored after all the reordering and

translation processes. The detected segments are then reordered globally to yield

the sentence ”Capable of maintaining the temperature | a heating apparatus |
to provide,” which has the appropriate global sentence structure for the target

Japanese sentence. Each segment is then syntactically reordered before inputting

to English-to-Japanese SMT.

The method consists of two steps. Step (i): Extract sentence pairs containing

global reordering from the training corpus. Hereinafter, I shall call this subset

of the training corpus the global reordering corpus. Step (ii): Extract features

from the source sentences of the global reordering corpus, and use these features

to detect the segments of newly inputted sentences. Then reorder these detected

segments globally. In step (ii), I experiment with a detection method based on

heuristics, as well as a method based on machine learning. Steps (i) and (ii) are

described in the following subsections.

4.3.1 Extraction of sentence pairs containing global reordering

I consider that a sentence pair contains global reordering if the segments in the

target sentence appear in swap orientation in phrase-based sense [20] to the source

segments within the alignment table, when the sentences are divided into two

or three segments each. The number of source segments must equal that of

target segments. Figure 14 shows an example of a sentence pair involving global

reordering with the sentence divided into three segments. The sentence pair in

Figure 14 meets the requirement and is regarded as containing global reordering.

Although in theory, my proposed method can be applied to sentence pairs

containing more than three segments, I have limited the number of segments
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Figure 14. An example of segments arranged in swap orientations for English to

Japanese translation

to two and three based on my empirical observation that particular n-grams

frequently appear around segment boundaries only when an input sentences is

divided into two or three segments.

The steps are as follows:

1. By regarding that all positions between two adjacent words can be a seg-

ment boundary both for the source and target sentence, all candidate seg-

ments starting at all possible word positions are created. The number of

segments both for the source and target is restricted to two and three, and

the number of source segment must equal that of target segments. Also

overlapping candidates are removed. Here, a sentence pair consisting of

K segments is represented as (φ1, φ2 · · ·φK), where φk consists of the kth

phrase of the source sentence and αk
th phrase of the target sentence.

2. Out of all the candidates in step 1, all the candidates with the segments

in swap orientation are extracted. The source and target phrases of φk are

considered to be in swap orientation if αk = αk+1 + 1.

3. If there is more than one candidate, the segment candidate are selected

based on the head directionality of the source sentence. In head-initial

languages such as English, the most important two or three segments tend to
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Cand. 1 φ1 To provide

φ2 an outlet facilitating assembly

work

φ3 for employees .

Cand. 2 φ1 To provide

φ2 an outlet

φ3 facilitating assembly work for em-

ployees .

Figure 15. Ranking of segmenting candidates according to head-directionality

appear near the beginning of the sentence, whereas in head-final languages,

the most important segments tend to appear toward the end of the sentence.

For a head-initial language, such as English, I select the candidate for which

φK has the largest length. For a head-final language, such as Japanese, I

select the candidate for which φ1 has the largest length. Figure 15 shows

two example English segment candidates in which the value of K is three.

In this case, I select candidate 1 since the length of φ3 is six which is larger

than that of candidate 2 whose length is three.

The sentences containing global reordering are extracted from the automati-

cally aligned training corpus and stored in the global reordering corpus which is

subsequently used for training and prediction.

4.3.2 Training and prediction of global reordering

4.3.3 Heuristics-based method

In the heuristics-based method, I extract n-grams from the source sentences of

the global reordering corpus and match these n-grams against a newly inputted

sentence to perform global reordering. I call this method heuristics-based, be-

cause automatic learning is not used for optimizing the extraction and matching

processes of the n-grams, but rather, I heuristically find the optimal setting for

the given training data. Below, I describe the extraction and matching processes.
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N-gram extraction I extract n-grams occurring on both sides of the segment

boundary between adjacent segments φk and φk+1. In the heuristic-based

method, n can assume different values in the left- and right-hand sides of

the segment boundary. Let B be the index of the first word in φk+1, and

f be the source sentence. Then the range of n-grams extracted on the

left-hand side of f is as follows where nL is the value n of the n-gram.

(fB−nL
, fB−nL+1 · · · fB−1) (3)

Likewise, the range of n-grams extracted from the right-hand side of f is as

follows where nR denotes the value n of the n-gram.

(fB · · · fB+nR−2, fB+nR−1) (4)

Decoding The decoding process of my global reordering is based on n-gram

matching. I hypothesize that the matching candidate is more reliable (i)

when the length of the n-gram matching is larger and/or (ii) when the oc-

currence frequency of the n-grams is higher. Thus, I heuristically determine

the following score where len denotes the length of n-gram matching and

freq denotes the occurrence frequency of the n-grams. I calculate the score

for all matching candidates and select the candidate that has the highest

score.

log(freq) × len (5)

An example of the decoding process for sentences containing two segments

is presented in Figures 16. Examples of the decoding process for sentences

containing two or three segments are presented in Figures 16 and 17 re-

spectively. When a candidate matches the n-grams for both two and three

segments, I use those with three segments for segment detection in accor-

dance with my hypothesis that long n-gram matching is more reliable than

short matching.

Figure 16 shows an example of the decoding process for an input sentence

containing two segments, i.e., K = 2, with one segment boundary. m1

through m4 are the n-grams matching the input sentence “To prevent im-

perfect coating and painting,” where “|” denotes the position of the segment

boundary. The matching length is indicated by len which is the sum of nL

47



ID n-grams len freq

m1 prevent, | 1 2217

m2 To, prevent, | 2 1002

m3 To, prevent, |, imperfect 3 120

m4 To, prevent, |, imperfect, coating 4 18

Figure 16. Example of n-gram matching against an input sentence containing two

segments. The input sentence is “To prevent imperfect coating and painting.”

and nR on both sides of the segment boundary. For example, for m3,

the occurrence frequency is given as 120 and len is calculated such that

len = nL + nR = 2 + 1 = 3. A score is calculated using equation 5 for all

candidates, m1 through m4, and the candidate obtaining the highest score

is used to determine the segment boundary.

Figure 17 shows an example of n-gram matching for a sentence containing

three segments with two segment boundaries. n1 through n5 are the n-

grams matching the input sentence “To provide a household heating device

capable of maintaining the room temperature,” where “|” denotes the posi-

tions of the two segment boundaries. Here, len is the sum of len1 and len2

where len1 is the matching length for the first segment boundary and len2

is that for the second boundary. The matching length of the first boundary

len1 is calculated as len1 = nL+nR = 2+1 = 3, whereas that for the second

boundary len2 is calculated as len2 = nL + nR = 1 + 1 = 2, which yields

len = len1 + len2 = 3 + 2 = 5. Consequently, the score for n3 is calculated

with len = 5 and freq = 112. A score is calculated using equation 5 for

all candidates, n1 through n5, and the candidate with the highest score is

used to determine the segment boundary.

4.3.4 Machine learning–based method

As the heuristic method involves intuitive determination of settings, which makes

it difficult to optimize the performance of the system, I introduce machine learning

to facilitate the optimization of segment detection. I regard segment boundary

prediction as a binary classification task and use support vector machine (SVM)
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ID n-grams for 1st boundary n-grams for 2nd boundary len freq

n1 To, provide, | |, capable 3 334

n2 To, provide, |, a |, capable 3 254

n3 To, provide, |, a device, |, capable 5 112

n4 To, provide, |, a device, |, capable 6 94

n5 To, provide, |, a device, |, capable, of, maintaining 7 3

Figure 17. Matching n-grams against input sentence for sentences containing

three segments. The input sentence is “To provide a household heating device

capable of maintaining the room temperature”.

models to perform training and prediction. I train an SVM model to predict

whether each of the word positions in the input sentence is a segment boundary

by providing the features relating to the word in question. I use two types of

features, as described below, for SVMs, both for training and prediction.

• N-grams: Here, n-grams are extracted from both sides of the word under

training/prediction. In contrast to the heuristics-based method, for simplic-

ity, I use here the same value of n for n-grams in the left- and right-hand

sides of the examined word. The n-grams used are as follows, where f is

the sentence, i is the index of the word in question, and n is the value n of

n-grams.

(fi−n+1, fi−n+2 · · · fi · · · fi+n−1, fi+n) (6)

• Position in the sentence: The position of the word under training/prediction

is provided as a feature. This feature is introduced to differentiate multiple

occurrences of identical n-grams within the same sentence. The position

value is calculated as the position of the word counted from the beginning

of the sentence divided by the number of words contained in the sentence.

This is shown as follows, where i denotes the index of the word in question

and F is the number of words contained in the sentence.

i

F
(7)

In the prediction process, I extract the features corresponding to the word position

i and then input these features to the SVM model to make a prediction for i. By
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repeating this prediction process for every i in the sentence, I obtain a sentence

with each position i marked either as a segment boundary or as not a segment

boundary. These predicted segments are then reordered globally to produce the

global sentence structure of the target language.

As I do not control the number of segment boundaries within a sentence

during training, an arbitrary number of segments is produced for each input

sentence. Therefore, I then limit the number of segments to a maximum of

three as the global reordering corpus contains only sentences with two and three

segments. I limit the number of segments according to the head directionality of

the source language. For head-initial languages such as English I select segment

boundaries from the beginning of the sentence, whereas for head-final languages

such Japanese I select segment boundaries from the end of the sentence.

4.4 Experiments

I conducted experiments to illustrate the effect of introducing global pre-ordering.

In this section, I first describe the reordering configuration for depicting the effect

of global pre-ordering. I then describe the primary preparation of global reorder-

ing, followed by a description of the settings used in my translation experiment.

4.4.1 Reordering configuration

To illustrate the effect of introducing global pre-ordering, I evaluate the following

four reordering configurations: (T1) Baseline SMT without any reordering; (T2)

T1 with global pre-ordering only. The input sentence is globally pre-ordered, and

this reordered sentence is translated and evaluated; (T3) T1 with conventional

syntactic pre-ordering [22]. The input sentence is pre-ordered using conventional

syntactic pre-ordering and the reordered sentence is translated and evaluated;

and (T4) T1 with a combination of syntactic and global pre-ordering. The

input sentence is globally pre-ordered, each segment is reordered using syntactic

pre-ordering and the reordered sentence is translated and evaluated.
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4.4.2 Preparation of global reordering

As described in Section 4.3.2, I experiment two methods for training global re-

ordering, namely, heuristics-based and machine learning-base methods. For the

heuristics-base method, the optimal setting for the given data set is heuristically

found and hence no quantitative evaluation of the performance of this method

on its own is performed. On the other hand, for the machine learning-based

method, I calibrated the performance of the learning tools by varying the pa-

rameters and setting of the given data prior to the experiment. I describe the

calibration procedure of the machine learning-based method in this section.

As described in Section 4.3.4, I use n-grams and the position in the sentence

as the features. In preparation for global pre-ordering, I calibrated the machine

learning-based detection to determine the optimal feature set for detecting seg-

ments. To determine the optimal feature set, I plotted the prediction accuracy

with respect to the size of the global reordering corpus and value n of n-grams. As

my support vector machines, I used liblinear 1.94 [15] for training and prediction.

I used the default settings for executing liblinear since no obvious improvement

over the default settings was observed by performing scaling with the svm-scale

tool, or by performing grid searching using the grid.py tool.

Figure 18 shows the variation in the prediction accuracy with respect to the

size of the global reordering corpus and the order of an n-gram for Japanese

input. Figure 19 shows the same for English input. The accuracy is the average

accuracy of a ten-fold cross-validation for the global reordering corpus. From

the calibration shown in the tables, I select the settings producing the highest

prediction accuracy, namely, a value of five for the n of n-grams and a size of 100k

for the global reordering corpus, for both Japanese and English inputs. However,

overfitting may be taking place when the size of the global reordering corpus is

100,000 sentence, since the prediction performance of the machine degrades as

the size of n-gram increases as shown in the figure.

4.4.3 Translation experiment setup

Data As my experimental data, I use the Patent Abstracts of Japan (PAJ), the

English translations of Japanese patent abstracts. I automatically align

[69] PAJ with the corresponding original Japanese abstracts, from which I
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Figure 18. Accuracy of Japanese segment boundary detection using an SVM

model for various values of n for an n-gram with various sizes of global reordering

corpus. The legend on right-hand side shows the size of the global reordering

corpus.
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Figure 19. Accuracy of English segment boundary detection with an SVM for

various values of n for an n-gram with various sizes of global reordering corpus.

The legend on right-hand side shows the size of the global reordering corpus.
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randomly select 1,000,000 sentence pairs for training, 1,000 for development

and 1,000 for testing. This training data for the translation experiment

are also used for training global reordering as described in the previous

subsection. Out of the 1,000 sentences in the test set, I extract the sentences

that show any matching with the n-grams and use these sentences for my

evaluation. In my experiments, the number of sentences actually used for

evaluation is 300.

Out of the 100,000 sentence pairs used for training global reordering, those

sentence pairs containing global reordering amounted to 38,194 pairs. For

the heuristic-based method, the 2- to 5-grams extracted from the above

sentences amounted to 381,311 n-grams which are subsequently stored in

the global reordering corpus.

Baseline SMT The baseline system for my experiment is Moses phrase-based

SMT [41] with the default distortion limit of six. I use KenLM [25] for

training language models and SyMGIZA++ [38] for word alignment. The

weights of the models are tuned with the n-best batch MIRA [8] regarding

BLEU [60]as the objective. For each system, I performed weight tuning

three times and selected the setting that achieved the best BLEU on the

development data.

As variants of the baseline, I also evaluate the translation output of the

Moses phrase-based SMT with a distortion limit of 20, as well as that of the

Moses hierarchical phrase-based [9] SMT with the default maximum chart

span of ten. I also evaluate the translation output of Travatar (Neubig

2013) [58], a tree-to-string SMT. For training and decoding using Travatar,

I used Ckylark (Oda, Neubig, Sakti, Toda, and Nakamura 2015) [59] as the

syntactic parser which is the recommended setting of Travatar.

Conventional syntactic pre-ordering Syntactic pre-ordering is implemented

on the Berkeley Parser. The input sentences are parsed using the Berkeley

Parser, and the binary nodes are swapped by the classifier [22]. This basic

pre-ordering setting is identical both for Japanese-to-English and English-

to-Japanese translation directions.

The Berkeley Parser is domain-adapted by self-learning. The initial parsing
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model for English was trained on the sentences in the Penn Treebank8

as well as 3,000 patent sentences manually parsed by the authors. The

initial model for Japanese was trained on the EDR Treebank9 consisting

of approximately 200,000 sentences. No patent sentences were used for

training Japanese models.

As a variant of conventional reordering, I also use a reordering model based

on the top-down bracketing transducer grammar (TDBTG) 10(Nakagawa

2015) [56]. I use the output of mkcls and SyMGIZA++ obtained during

the preparation of the baseline SMT for training TDBTG-based reordering.

Global pre-ordering Global pre-ordering consists of the detection of segment

boundaries and the reordering of the detected segments. Out of the 1,000,000

phrase-aligned sentence pairs in the training set for SMT, I use the first

100,000 sentence pairs for extracting the sentence pairs containing global

reordering. I only use a portion of the SMT training data due to the slow

execution speed of the current implementation of the software program for

extracting sentence pairs containing global reordering. Since the alignment

table described in Section 4.3.1 contains a certain amount of erroneous

alignments especially those alignments involving punctuation marks, the

alignments in the alignment table that are aligned with punctuation marks

are removed prior to the experiment. I evaluate both the heuristic and the

machine learning-based methods for comparison.

Evaluation metrics I use the RIBES [32] and the BLEU [60] scores as eval-

uation metrics. I use both metrics because n-gram-based metrics such as

BLEU alone cannot fully illustrate the effects of global reordering. RIBES

is an evaluation metric based on rank correlation which measures long-range

relationships and is reported to show much higher correlation with human

evaluation than BLEU for evaluating document translations between dis-

tant languages [33].

8The Penn Treebank Project: http://www.cis.upenn.edu/ treebank/home.html
9EDR Corpus: https://www2.nict.go.jp/out-promotion/techtransfer/EDR/JPN/Struct/Struct-

CPS.html
10Top-Down BTG-based Preordering https://github.com/google/topdown-btg-preordering
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Table 8. Evaluation of Japanese-to-English translation where glob-pre denotes

global pre-ordering and pre denotes conventional syntactic pre-ordering, dl de-

notes distortion limit, HPB denotes hierarchical phrase-based SMT and TDBTG

denotes reordering based on top-down bracketing transduction grammar.
Reordering config Settings Results

glob-pre pre SMT glob-pre pre RIBES BLEU

T1

PB dl=6 44.9 17.9

PB dl=20 53.7 (+8.8) 21.3 (+3.4)

HPB 54.9 (+10.0) 23.1 (+5.2)

T2
√ PB dl=6 heuristic 61.7 (+16.8) 19.6 (+1.7)

PB dl=6 SVM 61.0 (+16.1) 19.3 (+1.4)

T3
√ PB dl=6 TDBTG 64.6 (+19.7) 22.3 (+4.4)

PB dl=6 syntactic 64.9 (+20.0) 25.5 (+7.6)

T4
√ √ PB dl=6 heuristic syntactic 71.3 (+26.4) 25.3 (+7.4)

PB dl=6 SVM syntactic 72.1 (+27.2) 25.6 (+7.7)

Table 9. Evaluation of English-to-Japanese translation
Reordering config Settings Results

glob-pre pre SMT glob-pre pre RIBES BLEU

T1

PB dl=6 43.2 27.9

PB dl=20 54.4 (+11.1) 29.0 (+1.1)

HPB 59.1 (+15.8) 32.1 (+4.2)

T2
√ PB dl=6 heuristic 59.5 (+16.2) 28.4 (+0.5)

PB dl=6 SVM 65.3 (+22.1) 29.1 (+1.2)

T3
√ PB dl=6 TDBTG 77.7 (+34.5) 34.9 (+7.0)

PB dl=6 syntactic 76.1 (+32.8) 36.9 (+9.0)

T4
√ √ PB dl=6 heuristic syntactic 77.3 (+34.1) 36.5 (+8.6)

PB dl=6 SVM syntactic 77.7 (+34.5) 36.5 (+8.6)
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4.5 Results

The evaluation results based on the present translation experiment are shown

in Tables 8 and 9 for Japanese-to-English and English-to-Japanese translations

respectively, listing the RIBES and BLEU scores computed for each of the four

reordering configurations. The numbers in the brackets refer to the improvement

over the baseline phrase-based SMT with a distortion limit of six. glob-pre denotes

global pre-ordering and pre denotes conventional syntactic pre-ordering, dl de-

notes distortion limit, HPB denotes hierarchical phrase-based SMT and TDBTG

denotes reordering based on top-down bracketing transduction grammar. The

bold numbers indicate a statistically insignificant difference from the best system

performance according to the bootstrap resampling method at p = 0.05.

A substantial gain of more than 25 points in the RIBES scores compared to

the baseline is observed for both Japanese-to-English and English-to-Japanese

translations, when global pre-ordering is used in conjunction with conventional

pre-ordering. Also, the combination of global syntactic pre-ordering performs

significantly better than syntactic pre-ordering alone. The BLEU score is not as

sensitive to the introduction of global reordering, probably because the improve-

ment is mainly concerned with long-distance reordering. I will further discuss the

matter of evaluation metrics in the following section.

4.6 Analysis

4.6.1 Correctness of global sentence structure

I evaluated to find out the extent my proposed method succeeded in producing struc-

turally correct target sentences as a result of global pre-ordering. I consider this evalu-

ation important as the target sentence must have the correct structure in the first place

for obtaining high quality translation. I counted a target sentence to have the correct

structure if the target sentence satisfy the following requirements.

• In case the input structure ABC has to be translated as CBA in the target

sentence, the sentence is actually translated as above

• All the segments in the input sentence are all present in the target sentence, and

the segments are arranged in the correct order in the target sentence
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Table 10. Number of sentences with correctly identified structures for Japanese-

to-English translation (Out of 100 sentences)

Reordering
configuration Settings

No. of sents with
correct structure

100 sents

glob-pre pre SMT glob-pre pre No. of sents Rate (%)

T1

PB dl=6 4 4%

PB dl=20 12 12%

HPB 12 12%

Travatar 38 38%

T2
√ PB dl=6 heuristic 30 30%

PB dl=6 SVM 31 31%

T3
√ PB dl=6 TDBTG 21 21%

PB dl=6 syntactic 27 27%

T4
√ √ PB dl=6 heuristic syntactic 46 46%

PB dl=6 SVM syntactic 58 58%

Table 11. Number of sentences with correctly identified structures for English-

to-Japanese translation (Out of 100 sentences)

Reordering
configuration Settings

No. of sents with
correct structure

(Out of 100 sentences)

glob-pre pre SMT glob-pre pre No. of sents Rate (%)

T1

PB dl=6 6 6%

PB dl=20 15 15%

HPB 28 28%

Travatar 52 52%

T2
√ PB dl=6 heuristic 23 23%

PB dl=6 SVM 26 26%

T3
√ PB dl=6 TDBTG 59 59%

PB dl=6 syntactic 67 67%

T4
√ √ PB dl=6 heuristic syntactic 68 68%

PB dl=6 SVM syntactic 63 63%
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• All the words constituting a segment must appear consecutively without any gaps

in th target sentence

Table 10 shows the number of sentences that have the correct sentence structure

out of the 100 target sentences for Japanese-to-English translation. Table 11 shows

that for English-to-Japanese translation. In both tables, T4, a combination of global

reordering and syntactic reordering, produces substantially more sentences with correct

structures compared with T1 and T2. For Japanese-to-English translation, T4 shows

substantially better performance compared with T3, syntactic reordering alone. How-

ever, for English-to-Japanese, the performance of T4 is not so obvious as the syntactic

reordering for English-to-Japanese already performs well.

Even though, T2 and T4 are both expected to improve the sentence structure, our

analysis reveals that the correctness of sentence structure for T4 is much higher than

that for T2. I speculate this is because the effect of global reordering alone as in T2

may yield undesirable word orders in the vicinity of segment boundaries, while this

undesirable word orders is alleviated by the syntactic reordering performed alongside

the global reordering.

Even though the BLEU score for HPBSMT as is considerably higher than the

baseline in Tables 8 and 9, this improvement is not obvious in Tables 10 and 11. I

speculate that this is because the improvement by HPBSMT is relatively localized and

as a result, contributes the improvement in BLEU score, while it does not contribute

to producing correct structures.

4.6.2 Human evaluation

I performed human evaluation for each of the translations. This is for determining the

more human-friendly evaluation metrics because the tendency of BLEU scores and that

of RIBES considerably differed in Tables 8 and 9. For example, in Table 8, the BLEU

score for T4 is not significantly better than T1 and T3, while the RIBES score for T4

is significantly better than T1 and T3.

As human evaluation incurs time and cost, I selected the settings that obtained the

highest score in each of T1 and T2. I used all the settings for T3 and T4 as there was

not notable difference in the performance. Sentences were evaluated by one evaluator

who possesses technical knowledge of the field of the test sentences. Sentences to be

evaluated are shuffled so that the evaluator can not determine the source data. For

evaluation, I used the first 100 sentences out of the 1,000 test sentences I used for

automatic evaluation.
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Table 12. Human evaluation for Japanese-to-English translation (Out of 100 sents
Reordering
configuration Settings

No. of SABC evaluated sents
100 sents

glob-pre pre SMT glob-pre pre No. of sents Rate (%)

T1

PB dl=6

PB dl=20

HPB

Travatar 55 55%

T2
√ PB dl=6 heuristic

PB dl=6 SVM 33 33%

T3
√ PB dl=6 TDBTG 27 27%

PB dl=6 syntactic 36 36%

T4
√ √ PB dl=6 heuristic syntactic 60 60%

PB dl=6 SVM syntactic 65 65%

Table 13. Human evaluation for English-to-Japanese translation (Out of 100 sents
Reordering
configuration Settings

No. of SABC evaluated sents
100 sents

glob-pre pre SMT glob-pre pre No. of sents Rate (%)

T1

PB dl=6

PB dl=20

HPB

Travatar 40 40%

T2
√ PB dl=6 heuristic

PB dl=6 SVM 9 9%

T3
√ PB dl=6 TDBTG 37 37%

PB dl=6 syntactic 55 55%

T4
√ √ PB dl=6 heuristic syntactic 50 50%

PB dl=6 SVM syntactic 55 55%
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The evaluation scale used for the human evaluation comprises five levels, namely,

S (Native level), A (Good), B (Fair), C (Acceptable) and D (Nonsense). Although

conventional human evaluation often measures the quality of translated sentences in

terms of adequacy and fluency (Denkowski and Lavie 2010) [12], studies on human

evaluation metrics reveal that adequacy and fluency are often difficult to differentiate

as adequacy and fluency demonstrate high correlation (Callison-Burch, Fordyce, Koehn,

Monz, and Schroeder 2007) [7]. Hence, I used a single five-level scale not differentiating

adequacy and fluency.

Table 12 show the human evaluation for Japanese-to-English translation, and Table

13 show that for English-to-Japanese translation. In the evaluation of Japanese-to-

English translation shown in Table 12, T4 obtained considerably higher evaluation

scores compared with T1, T2 and T3, and hence the RIBES score in Table 8 may

be regarded to resemble human evaluation then BLEU score. On the other hand, in

English-to-Japanese translation shown in Table 13, T4 is considerably higher than T1

and T2, but the comparison with T3 varies according to the syntactic pre-ordering

method. However, the RIBES score seems to exhibit similar tendency with the human

evaluation.

4.6.3 Typical translations

Figure 20 shows typical translations for each of the reference, and the four settings

T1, T2, T3 and T4, demonstrating how T4, our proposed method, proves effective

especially for Japanese-to-English translations.

T1 T1, the baseline, lacks segment A in the target sentence when compared with the

reference, and segment B and C are not arranged in the correct order. Also, the

words in each of the segments are not arranged in the appropriate order.

T2 T2, the baseline with global reordering alone, gives all the input segments in the the

target sentence, and the segments are arranged in the correct order. However, the

segment-wise translation is not improved as the word order within each segment

is not appropriate.

T3 T3, the baseline with syntactic reordering alone, the words within each segments

are appropriately ordered. However, the segments are not arranged in the correct

order.
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Input sentence [C

] [B

] [A ]

Reference [A To provide] [B a toner cake layer forming appara-

tus] [C which forms a toner cake layer having a high

solid content and which can be actuated by an elec-

trostatic printing engine.]

T1 [C Solid content of high toner cake layer for generating

an electrostatic print engine operates in] [B a toner

cake layer forming device.]

T2 [A To provide] [B toner cake layer forming apparatus]

[C of the solid content of high toner cake layer for

generating an electrostatic print engine can be oper-

ated.]

T3 [C For generating toner cake layer having a high solids

content and] [A to provide] [B a toner cake layer form-

ing device] [C which can be operated by an electro-

static printing engine.]

T4 [A To provide] [B a toner cake layer forming device]

[C for generating toner cake layer having a high solid

content, and operable by an electrostatic printing en-

gine.]

Figure 20. Typical translations for Japanese-to-English translation
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Input sen-

tence

[A

] [B ] [C ]

Reference [C To provide] [B an optical projection system] [A

which can illuminate a central part of a projection

plane with light intensity higher than that of a pe-

ripheral section.]

Identified

segments

Result of

global

reordering

Result of

syntactic

reordering to

each seg.

SMT out-

put

To provide an optical projection device center part

of the projection plane can be illuminated by a light

intensity higher than the peripheral part.

Table 14. An erroneous Japanese-to-English translation and intermediate stages
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T4 T4, the baseline with global reordering together with syntactic reordering produces

a translation with all the segments are arranged in correct order and the words

within each segments are arranged in appropriate order.

Since only 65% of the sentences translated with T4 scores better than D in Japanese-

to-English direction and 55% in English-to-Japanese direction, I carried out manual

inspection of the sentences scoring a D. There are two stages where the translated

sentences score D. First, the translated sentences score a D in most cases if the global

sentence structure is not correctly identified in the first place. Second, the translated

sentences score a D even when the global sentence structure is identified correctly.

Table 14 shows a typical erroneous translation corresponding to the latter case.

While the steps up to the global reordering are performed correctly, the syntactic

reordering for the third segment is not performed correctly. Specifically, while the

token ” ” meaning ”which can” must be placed at the beginning of the segment as

a result of syntactic reordering, it is erroneously placed as the fifth word in the segment

and instead, the token ” ” meaning ”center part” is placed at the beginning of

segment. This error causes SMT to produce a translation where the translated segment

”an optical projection device” is erroneously succeeded by ”center part”, rather than

”which can”, resulting in a string ”an optical projection device center part”. As a result,

the evaluator fails to identify the segment ”an optical projection device” yielding a low

evaluation score. This erroneous reordering may be due to the training process that

assumes sentence-wise reordering rather than segment-wise reordering.

4.6.4 Different trends for translation directions

Through the above mentioned experiment and analysis, the proposed method gives

translation quality that is significantly better than conventional reordering for English-

to-Japanese translation direction, while the translation quality does not outperform

conventional reordering for Japanese-to-English translation direction. I speculate this is

due to the difference in the readiness of reordering based on syntactic parsing for differ-

ent translation directions. Since English sentences have more rigid syntactic structure

compared with Japanese sentences, it is relatively simple to parse an English sentence

and use this rigid syntactic structure to generate a Japanese sentence, than generating

an English sentence from a less rigid Japanese syntax structure. It can be thought that

the proposed method aids the recognition of long distance relationship in the Japanese-

to-English translation direction and substantially improves the translation quality.
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4.7 Discussion

In this Section, I proposed a global pre-ordering method that supplements conven-

tional syntactic pre-ordering and improves translation quality for sublanguages. The

proposed method learns global reordering models without syntactic parsing from a

non-annotated corpus. The experimental results on the patent abstract sublanguage

show substantial gains of more than 25 points in RIBES and comparable BLEU scores

when compared with baseline SMT for Japanese-to-English and English-to-Japanese

translations. Comparison with conventional syntactic reordering gives the results that

the proposed method substantially improves Japanese-to-English translation direction,

while the method does not outperform the conventional syntactic reordering in English-

to-Japanese translation direction.
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5. Conclusion

5.1 Summary

Many of the documents to be translated in the translation services industry are said to

form sublanguages in the sense that the vocabulary, sentence structure, and expressions

used in each translation domain and application are considerably different from those of

general documents. It is this sublanguage that makes machine translation difficult. On

the other hand, the key to improving machine translation for the translation services

industry is to devise methods for incorporating information specific to the sublanguages

into the translation mechanism. As the sentences comprising these formal documents

forming sublanguages are often very long and complex, characteristic writing styles

have been devised for each sublanguage in daily practice among writers so that readers

can easily comprehend the documents.

This paper presents methods for incorporating features specific to each sublan-

guage into the translation mechanism to recognize the sentence structure correctly and

improve translation quality. The correct recognition of sentence structure is particu-

larly important for translating long sentences between distant language pairs because

not only the syntactic order but also the sentence structure is different between these

language pairs. This paper empirically demonstrated the following points:

1. The effectiveness of incorporating SSSSs into the mechanism of SMT is shown

empirically.

2. The effectiveness of incorporating handcrafted rules for recognizing SSSSs is

shown when high regularity in the writing style is present in the formal doc-

ument in question. An experiment that demonstrates the effect of this method

is shown in Section 3.

3. The effectiveness of incorporating an automatic detection method for recognizing

SSSSs is shown when moderate regularity in the writing style is present in the

formal document in question. An experiment that demonstrates the effect of this

method is shown in Section 4.

A brief summary of each of the experiments is described in Section 3 and Section 4

as follows.

Section 3 describes translation experiments for patent claim sentences that are

extremely long but exhibit exceptionally high regularity in the writing style. The
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experimental results show that my proposed method, a combination of SSSS transfer

and pre-ordering based on syntactic parsing, achieved a substantial gain of more than 25

points in the RIBES scores in all four translation directions. In addition, my proposed

method achieved five-point gains in BLEU scores in English-to-Japanese and Japanese-

to-English translations, and 1.5 point gains in BLEU scores in Chinese-to-Japanese

and Japanese-to-Chinese translations. These results were achieved with only a handful

of SCFG rules. My proposed method successfully improved the translation of patent

claims with a quality comparable to that of the other parts of patent documents.

My proposed method has demonstrated a successful hybridization of SMT and human

knowledge of the target SSSS; the latter knowledge can only be handled by handcrafted

rules currently.

Section 4 describes a method for capturing the sentence structure with moderate

regularity of writing style and higher occurrence frequency compared with patent claim

sentences. A substantial improvement in translation quality was observed by incor-

porating global reordering along with conventional reordering. The proposed method

learns global reordering models without syntactic parsing from a non-annotated corpus.

The experimental results on the patent abstract sublanguage show substantial gains of

more than 25 points in RIBES and comparable BLEU scores for Japanese-to-English

and English-to-Japanese translations.

5.2 Discussion

Variation in quality of handcrafted rules for different rule writers As the gen-

eration rules and SCFG rules in Section 3 are constructed by human rule writers,

there is inevitably variation in the quality of the rules constructed. However,

because the regularity of the patent claim sublanguage is considerably high, the

variation in the constructed rules is expected to be minimal provided the rule

writers have sufficient knowledge of the patent claim sublanguage. To construct

sublanguage-specific rules, the writers are required to have up-to-date knowledge

of the common practice of patent claims, but are not required to have specific

knowledge of the individual patent domain in question. The writers are required

to update their knowledge periodically, because the common practice in patent

claims is considerably affected by major patent cases. For example, constructions

such as “XXX method comprising: a step for AAAing ...; a step for BBBing ...;

and a step for CCCing ... .” has become less popular recently following judicial

precedents that a patent claim expressed in this writing style is regarded to ex-

67



plicitly specify the order in which these steps are executed. Constructions such

as “XXX method comprising: AAAing ...; BBBing ...; and CCCing ... .” have

been more favored recently in cases where the inventor does not wish to specify

the order of the steps.

Evaluators of experiment in Section 4 For the evaluation of the translation qual-

ity of formal documents by humans, evaluators with high language skills as well

as high sublanguage knowledge are needed. It was found through provisional

human evaluation, that a complete understanding of both the target domain and

sublanguage is necessary to make appropriate judgments. For example, to evalu-

ate the patent abstract sublanguage, it was found essential for the evaluators to

grasp the exact content of the invention in question, including an understanding

of the components of the invented apparatus or method and that of the exact

configuration and action created by each of the components. This is especially

important for judging the appropriateness of the sentence structure, where the

ability to judge syntactic appropriateness is not sufficient to arrive at the correct

judgment.

5.3 Future directions

Comparison of Section 3 method with previous methods The paper has com-

pared the translation quality resulting from the proposed method with the base-

line SMT systems as well as conventional syntactic reordering. However, the

proposed method should also be compared with the range of methods that focus

on sentence structures. These conventional methods include the RST-based ap-

proach (Kurohashi and Nagao, 1994; Wu and Fung, 2009; Joty et al., 2013; Tu

et al., 2013) [44, 72, 37, 68], the skeleton-based approach (Mellebeek et al., 2006;

Xiao, 2014) [50, 74], the divide-and-translate approach (Shinmori et al., 2003;

Sudo et al., 2010; Hung et al., 2012) [65, 66, 30], the pattern-based approach

(Xia et al., 2004; Murakami et al., 2009; Murakami et al., 2013) [73, 55, 54], and

the method based on sentence segmentation (Roh et al. 2008; Xiong et al., 2009;

Jin and Liu, 2010) [64, 75, 36].

Testing effectiveness of proposed methods on other sublanguages Although it

is generally accepted that formal documents tend to form sublanguages, the de-

gree of effectiveness of the proposed method has to be experimentally evaluated

for other sublanguages, because the degree and extent of sublanguage-specific
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characteristics may vary from sublanguage to sublanguage. For example, a wide

variety of work has been carried out to improve the translation quality of legal

dcouments because legal documents tend to possess sublanguage-specific charac-

teristics (Gotti et al. 2008; Farzindar et al. 2009; Bach et al. 2010; Hung et al.

2012) [23, 16, 3, 4, 30], and hence it is expected that my proposed method will

be effective to a certain extent. However, evaluation experiments are required to

prove this expectation.

Comparison of translation by the two methods To compare the methodological

aspects of the two experiments, the translation when applying the Section 4

method to Section 3 text data should be evaluated. However, this evaluation is

not possible using the Section 4 system in its current form. First, the current

Section 4 system only deals with the global reordering of input sentence struc-

ture ABC into CBA in the output sentence structure, whereas the Section 3 text

data often requires the transfer of ABC sentence structure into ACB structures.

Second, the Section 3 text data when the source language is Japanese some-

times requires a unification process to operate on repeated segments, such as the

transfer of ABCA into CBA, which corresponds to rule Rje2 of Figure 21 with an

example sentence pair shown in Figure 24. The first transfer pattern is applicable

to a wide range of sublanguages, whereas the second transfer pattern is specific

to patent claim sublanguages. It is planned to add these transfer patterns to the

Section 4 method, which can be achieved by just extending the current method.

Measuring usefulness of translation using the proposed method The method

of Section 4 was evaluated with automatic and human evaluation, and it was

found that the RIBES score seems to be a measure that is close to human evalu-

ation. However, further consideration will be necessary to devise some evaluation

metrics because there are some discrepancies between RIBES scores and human

scores.

In addition, further evaluation will be required to estimate the usefulness of

the translated outputs in practical usage. The further evaluation consists of

two aspects of practical usage, i.e., for assimilation and dissemination. The

former refers to the use of machine translation for translating foreign texts with

the object of obtaining the gist of the text, and the latter refers to the use of

machine translation for producing automatic translation to be post-edited by

human translators. A range of evaluation methods has been proposed both for
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assimilation (Fuji et al. 1999; Fuji et al. 2001; Doherty et al. 2012) [17, 19, 14]

and dissemination (Läubli et al. 2013) [45].

Choosing the appropriate method for a given input sentence The proposed method

described in Section 3 is designed to be effective for sublanguages consisting of

very long sentences with high regularity, whereas the method described in Section

4 is designed to be effective for sublanguages consisting of moderately long sen-

tences with moderate regularity. Currently, the choice of method to be used for a

given sublanguage, which depends on the degree of regularity of the sublanguage,

is left to the intuition of the system user. It is anticipated, however, that the

choice of methods will be automated. An idea for achieving this semi-automatic

judgment would be application of the method in Section 4 to all the newly incom-

ing sublanguage sentences and the arrival of a judgment from the repeatability

of the n-grams occurring in the sentences. The sublanguages containing highly

repeated n-grams may be suitable for the method of Section 3. Some judgment

criterion must be devised to develop this semi-automatic judgment.

It must also be pointed out that there are other aspects of judgment that influence

the selection of the methods, such as the relationship between the improvement

of the handcrafting method and the cost of constructing human rules.

Introduction of inter-sentential structures All the structures employed in this

research are what I call “sentence structures” that are structures within each

individual sentence. Before dealing with sublanguage-specific documents or sen-

tences, it will become necessary to determine the sublanguage of the document

or sentence in question, by using inter-sentential information.

Incorporation into neural machine translation On the grounds that neural-network-

based machine translation (“neural machine translation”) has recently been per-

forming comparably to or even outperforming SMT, it is natural to incorporate

the proposed method into neural network-based machine translation. Provisional

manual comparison of a few patent claim sentences between the output of the

proposed method of Section 3 and that of neural machine translation shows that

the sentence structure that is appropriately handled by the proposed method is

not handled appropriately by neural machine translation. In many cases some of

the segments present in the input sentence are missing in the output sentence in

the case of neural machine translation. Therefore, it can be concluded that the

method of Section 3 performs better for the patent claim sublanguage in terms
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of sentence structure. It follows from this observation that the combination of

SSSS transfer and neural machine translation may further improve the results

obtained in Section 3. The most straightforward way of combining SSSS transfer

and neural machine translation would be to use the pipeline of Section 3.4 by

just replacing each reordering and SMT with neural machine translation, though

the capability of the neural machine translation to create fluent translation may

be somewhat impaired. More elaborate ways of combining the two methods and

maximizing the capability of each method are expected to be developed in future.
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Appendix

A. SCFG rules for the experiments of Section 3

Figures 21, 22 and 23 illustrate the SCFG rule sets for Japanese-to-English, Chinese-

to-Japanese and Japanese-to-Chinese translation directions respectively. The SCFG

rule set for English-to-Japanese is shown in Figure 7 of Section 3.4.1.
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ID SCFG rules

Rje1 S → 〈BODY 1© TRAN 2© PREA 3©, PREA 3© TRAN 2© BODY 1©〉
Rje2 S → 〈PREA 1© BODY 2© TRAN 3© PREA 1©, PREA 1© TRAN 3© BODY 2©〉
Rje3 S → 〈BODY 1© TRAN 2© BODY 3© TRAN 4© PREA 5©,

PREA 5© TRAN 2© BODY 1© TRAN 4© BODY 3©〉
Rje4 S → 〈PREA 1© BODY 2© TRAN 3© BODY 4© TRAN 5© PREA 1©,

PREA 1© TRAN 3© BODY 2© TRAN 5© BODY 4©〉
Rje5 BODY → 〈ELEM+, ELEM+〉
Rje6 BODY → 〈PURP+, PURP+〉
Rje7 TRAN → 〈 “ ”, “comprising:” 〉
Rje8 TRAN → 〈 “ ”, “comprising:” 〉
Rje9 TRAN → 〈 “ ”, “wherein:”〉
Rje10 TRAN → 〈 “ ”, “wherein:”〉
Rje11 TRAN → 〈 “ ”, “wherein:”〉

Figure 21. SCFG rule set for Japanese-to-English translation

ID SCFG rules

Rcj1 S → 〈PREA 1© TRAN 2© BODY 3©, BODY 3© TRAN 2© PREA 1©〉
Rcj2 S → 〈PREA 1© TRAN 2© BODY 3© TRAN 4© BODY 5©,

BODY 3© TRAN 2© BODY 5© TRAN 4© PREA 1©〉
Rcj3 BODY → 〈ELEM+, ELEM+〉
Rcj4 BODY → 〈PURP+, PURP+〉
Rcj5 TRAN → 〈 “ ”, “ ”〉
Rcj6 TRAN → 〈 “ ”, “ ”〉

Figure 22. SCFG rule set for Chinese-to-Japanese translation
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ID SCFG rules

Rjc1 S → 〈BODY 1© TRAN 2© PREA 3©, PREA 3© TRAN 2© BODY 1©〉
Rjc2 S → 〈PREA 1© BODY 2© TRAN 3© PREA 1©, PREA 1© TRAN 3© BODY 2©〉
Rjc3 S → 〈BODY 1© TRAN 2© BODY 3© TRAN 4© PREA 5©,

PREA 5© TRAN 2© BODY 1© TRAN 4© BODY 3©〉
Rjc4 S → 〈PREA 1© BODY 2© TRAN 3© BODY 4© TRAN 5© PREA 1©,

PREA 1© TRAN 3© BODY 2© TRAN 5© BODY 4©〉
Rjc5 BODY → 〈ELEM+, ELEM+〉
Rjc6 BODY → 〈PURP+, PURP+〉
Rjc7 TRAN → 〈 “ ”, “ ” 〉
Rjc8 TRAN → 〈 “ ”, “ ” 〉
Rjc9 TRAN → 〈 “ ”, “ ’〉
Rjc10 TRAN → 〈 “ ”, “ ”〉

Figure 23. SCFG rule set for Japanese-to-Chinese translation

B. Example claim sentence pair corresponding

to SCFG rules

Figure 24 shows an example Japanese-to-English translation sentence pair matching

Rule Rje2 of the rule set in Figure 21. This example sentence pair illustrates an instance

where the PREA segment appearing twice in the source Japanese sentence is reduced

to a single occurrence of PREA segment in the target English sentence.
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[S [PREA ] [TRAN ][BODY [PURP

] [PURP

] [PURP

]] [PREA ]]

(a) Japanese claim sentence

[S [PREA A safety helmet,] [TRAN wherein:] [BODY [PURP the joining means comprises

a single structure connecting the set of damping elements to one another,] [PURP

wherein the single structure is in the form of a spider, the head of which is fixed

to a top damping element and each leg of which performs joining between the top

damping element and a peripheral damping element, and] [PURP wherein the top and

peripheral damping elements are obtained by overmolding on the single structure.]]]

(b) Corresponding English claim sentence

Figure 24. Example Japanese-to-English claim sentence pair corresponding to SCFG

rule Rje2
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