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Abstract

Discourse relations, also known as coherence relations, are the semantic and

pragmatic relations between sentences and clauses that make a discourse coher-

ent. On one hand, understanding these relations is the key to comprehend the

meaning of a text and the intention of the speaker/writer. On the other hand, pro-

ducing cohesive discourse with naturally presented discourse relations facilitates

communication, for humans and machines alike. Critically, discourse relations

can either be explicitly marked by discourse connectives (DCs), such as therefore

and but, or implicitly conveyed in natural language contexts. It is not well under-

stood how speakers choose between the two options, and how this choice impacts

applications in natural language processing.

This dissertation explores the marking of discourse relations from two different

perspectives. The first part of the study investigates discourse relations from

the perspective of human language processing, in the monolingual dimension. A

computational psycholinguistic model is proposed to predict whether a discourse

relation is marked or not, and how human comprehends explicit and implicit

discourse relations. Results are evaluated against corpus annotation as well as

behavioral experiments by means of crowd-sourcing.

The second part of the dissertation investigates the marking of discourse rela-

tions from an applicational perspective, in the cross-lingual dimension. A bilin-

gual resource of manually annotated discourse relations is constructed, and ma-

chine translation experiments are conducted to compare human and machine

∗Doctoral Dissertation, Department of Information Science, Graduate School of Information
Science, Nara Institute of Science and Technology, NAIST-IS-DD1461023, March , 2017.
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translation of explicit and implicit discourse relations.

This dissertation contributes to the field of computational linguistics by im-

proving the state-of-the-art in the task of predicting speakers’ choice of discourse

marking, proposing an explanatory cognitive model for the marking of discourse

relations based on information-theoretic approaches, building an open-sourced

Chinese-English parallel corpus with aligned discourse relations, and advancing

our understanding of explicit translation of implicit discourse relations by humans

and machine translation systems.

Keywords:

discourse relations, psycholinguistics, cognitive modeling, rational speech acts

model, uniform information density, crowdsourcing, linguistic annotation, parallel

corpora, statistical machine translation
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Chapter 1

Introduction

This dissertation investigates the marking of discourse relations in spontaneous

and translated texts. In particular, it examines when discourse relations are

explicitly presented by discourse markers and when they are implicitly implied,

and how this distinction affects the quality of Chinese-English machine translation

(MT).

This chapter delineates the basics of this study. First of all, the motivation

(Section 1.1) and research questions (Section 1.4) of the study are explained.

This is followed by the definition of discourse relation marking (Section 1.2) and

the methodology used in this study (Section 1.3). Lastly, Section 1.5 outlines the

organization of the dissertation.

1.1 Motivation

Natural language does not occur as a random sequence of sentences and clauses.

Instead, sentences and clauses relate to each other to form a meaningful discourse.

To understand the overall meaning of an article, word-level and sentence-level se-

mantics are not enough. It is essential to understand the semantic and pragmatic

relations between clauses or sentences at document level, and these relations are

discourse relations.

As a key for language processing, discourse relations draw much attention in

psycholinguistic research as well as natural language processing (NLP). There are

extensive studies on human comprehension of discourse relations, such as signals

of discourse relations, long and short-term processing difficulties, and interaction



with other levels of language processing [88, 15, 82, 81, 42, 121, 120, 60, 93].

NLP of discourse relations focuses on automatic analysis of the hidden discourse

structure given a surface text. The task is known as discourse parsing or shallow

discourse parsing depending on the annotation formalism of the data used. In

turn, automatic discourse analysis is used in applications such as automatic sum-

merization, sentiment analysis and text coherence assessment [80, 135, 52, 147].

Research on both human and machine processing of discourse relations centers

on the interpretation of discourse relations. On the other hand, human produc-

tion and machine generation of discourse relations are not extensively explored.

To have a complete picture in human language processing, understanding the

mechanism behind speakers/writers’ production choice is as important as model-

ing listeners/readers’ 1 comprehension. While most literature agree that explicitly

marked discourse relations are easier to interpret and/or memorize [121, 120], we

still lack a consolidated explanation on how speakers choose to mark a discourse

relation or not.

Example 1 illustrates the distinction between marked (explicit) and unmarked

(implicit) discourse relations and shows that the choice is not desultory.

(1a) It was a great movie, but I did not like it.

(1b) It was a great movie. Therefore, I liked it.

(1c) It was a great movie. I liked it.

(1d)* It was a great movie. I did not like it.

The word ‘but’ indicates a Concession relation in Example 1a, and ‘therefore’

indicates a Result relation in Example 1b. We call ‘but’ and ‘therefore’ explicit

discourse connectives (DCs). In Example 1c, DCs are absent but a Result relation

can be inferred. We say the DC is implicit in this case.

Explicit and implicit relations differ in their level of ambiguity. Explicit rela-

tions can be signaled by a variety of lexical, syntactic and semantic features, of

which DCs are the most informative cues to identify discourse relations [110]. In

contrast to explicit relations, implicit relations are more ambiguous. For exam-

ple, “I liked it” can also be read as a Justification for the first sentence in

Example 1c.

1In this dissertation, “speakers” and “listeners” are interchangeably used with “authors”
and “readers”, respectively.
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Marking a discourse relation or not affects the readability of a text, which is

subject to ambiguity and redundancy. On one hand, using an explicit DC avoids

ambiguity. For example, if the DC ‘but’ is omitted as in Example 1d, readers

may have problems in inferring the Concession sense, and misinterpret that ‘I’

generally do not like good movies. On the other hand, if the intended discourse

sense is highly predictable, it could be verbose or redundant to insert an explicit

DC in the utterance, such as the DC ‘therefore’ in Example 1b.

The marking of discourse relations is not simply optional and does not depend

on the relation sense alone. According to corpus statistics, explicit and implicit

discourse relations are equally frequent, yet the corresponding sense distributions

are largely different. However, there are not any relation sense that are always

explicit or always implicit [113].

The primary motivation of this dissertation is thus to seek a theoretically sound

and empirically assessed account on speakers’ choice of discourse marking, in or-

der to contribute to a balanced understanding of both the comprehension and

production aspects of the discourse phenomenon.

In terms of NLP applications, a model that predicts the natural presentation

of discourse relations is also important for automatically generating coherent,

human-like texts and dialogues.

In particular, the degree of marking in discourse relations is cross-linguistically

different [92, 148]. It remains a challenge for MT systems to explicitate (traslate

an implicit DC to an explicit DC) or implicitate (translate an explicit DC to an

implicit DC) discourse relations in source texts, as human translators do [8, 47,

48, 74, 92, 148, 157], as it is not yet clear how DC explicitation and implicitation

are subject to the convention of discourse marking in the source and target texts.

In addition, it is not clear to what extend such cross-lingual distinction is actually

incorporated in human translation, which is treated as the gold standard in MT.

The second motivation of this dissertation is thus to assess the impact of dis-

course marking on the NLP application of MT. The specific language pair under

investigation is Chinese-English translation, because of the distinct contrast be-

tween the discourse marking strategies in Chinese and English texts.

Example 2 shows two versions of English translation of a Chinese sentence as

output by Google Translate.

3



Example 2a – Source text� �
( -if) ( -then) ( -but) ( -

furthermore) ( -and)
� �

Example 2b – Original MT� �
Difficult to pay taxes, may suspend arrears, the new tex is not owed, penalties

linked tax free, paid annually.
� �

Example 2c – MT with inserted source DCs� �
If you have difficulty to pay taxes, you can suspend the arrears, but the new

tax is not owed and taxes linked to impunity and paid annually.
� �

Example 2d – Reference translation� �
Those having difficulty paying taxes can temporarily postponing old debt

but not owing on new taxes, and suspending taxes and waiving fines, and

paying off year by year.
� �
(adapted from the Translated Chinese Tree Bank Article 89)

In the original Chinese sentence shown in Example 2a, all explicit DCs are

omitted. This results in a harmonic surface pattern (same number of syllables

per clause), which is appreciated in Chinese writing style. When this sentence is

input into the MT system as is, the output (Example 2b) results in a sequence

of broken clauses. On the other hand, if implicit DCs that signal the underlying

discourse relations are inserted into the source text, as represented by the glossed

words in brackets in Example 2a, the clauses are joined by the translated DCs

to a complete sentence (Example 2c). In addition, the dropped pronoun ‘you’ is

properly generated, potentially due to improvement in syntactical parsing of the

source sentence.

The potential to improve discourse-level machine translation motivates inves-

tigation on the cross-lingual choice of discourse marking – whether the marking

of the source text should be maintained or reversed in the translation.

4



1.2 Definition of Marking of Discourse Relations

This section gives a precise definition on what marking of discourse relations

refer to throughout the dissertation. It is necessary since there is no general con-

sensus on the distinction between marked (or explicit) and unmarked (or implicit)

discourse relations.

First of all, the list of DCs differs in different formalism, resources, and lan-

guages. In addition, discourse relations can also be alternatively ‘marked’ by

other expressions. For example, the discourse relations in Examples 1a and 1b

can also be expressed respectively as follows.

(1e) It was a great movie. Surprisingly, I did not like it.

(1f) The reason I liked the movie was that it was great.

Some studies consider relations in Examples 1e and 1f as marked/explicit re-

lations as well [24], while others only consider DCs as discourse markers and

only Examples 1a and 1b as marked/explicit relations In the extreme case, even

Example 1c can be categorized as a marked relation, due to the lexical relation

between ‘great’ and ‘like’ [24].

In this dissertation, marking of discourse relations is defined as the expression

of discourse relations by explicit DCs. Only relations signaled by explicit DCs are

considered marked/explicit relations, and relations neither signaled by DCs nor

other alternative expressions are considered unmarked/implicit relations. The

purpose of this definition is to precisely investigate the production of discourse

relations independent of other semantic or syntactic constraints. Expressions

other than DCs often carry extra information on top of the discourse relation,

as in Example 1e, or embedded in the syntactical structure of the rest of the

discourse. Therefore, relations marked by alternative expressions are excluded in

this study.

Specifically, the list of explicit DCs depends on the resource used in this study.

The first part of the dissertation (Chapters 3, 5) investigates the production

of discourse relations in English speakers/writers, based on the Penn Discourse

Treebank (PDTB), in which 100 distinct types of DCs are defined. The second

part of the dissertation (Chapters 6, 7) investigates the cross-lingual production

of discourse relations in Chinese-to-English translation, based on a parallel corpus

annotated with discourse relations, in which 156 DC types are identified on the

English side and 227 DC types are identified on the Chinese side.

5



1.3 Methodology

This dissertation examines the marking of discourse relations from two different

perspectives. From a psycholinguistic perspective, a Discourse Marking Model is

proposed to predict speakers’ choice of relation marking by quantifying the ambi-

guity and redundancy of a particular choice. From an applicational perspective,

the cross-lingual production of discourse relations is analyzed in human transla-

tions and applied to machine translation. This section outlines the methodology

used in the two perspectives respectively.

1.3.1 Psycholinguistic approach for discourse marking

This work advocates that speakers’ choice of discourse marking is not merely

an optional preference characterized by external factors, such as personal writing

style. Instead, speakers choose the optimal level of marking in their utterances to

facilitate communication. The proposed approach is to combine two information-

theoretic frameworks, namely the Rational Speech Acts (RSA) model and the

Uniform Information Density (UID) principle, to model how speakers rationally

balancing ambiguity and redundancy.

On one hand, the RSA model [31] formalizes the inter-relation of language

comprehension and production in terms of a listener model and speaker model,

which are interwoven. Recent findings in human language processing suggest

that listeners simulate how an utterance is produced to guide comprehension and

speakers consider the ease of comprehension when planning production [21, 63,

106]. Based on these findings, the RSA model quantifies the informativeness of

the choice of discourse marking by the likelihood for the listeners to disambiguate

the discourse relation.

On the other hand, the Uniform Information Density (UID) principle [71] is

applied to model how redundant utterances are avoided. The UID principle views

language communication as a form of information transmission through a noisy

channel, through which a constant rate of information flow is optimal according to

Shannon’s Information Theory [35, 71, 125]. Speakers thus structure utterances

by optimizing information density, which is the quantity of information (measured

by surprisal) transmitted per unit of utterance, typically a word. In particular,

a highly predictable utterance triggers a drop in information density, which has
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to be smoothed by choosing a more ambiguous utterance, such as by leaving out

linguistic markers.

In short, the proposed model implements Grice’s Maxim of Quantity [38] by

computing how speakers try to be informative (using the RSA model), but not

too informative (based on the UID principle). This model is applied to predict

whether an explicit or implicit DC is used to express a discourse relation, given

the context of the discourse relation and the discourse sense to be conveyed. The

model is evaluated using the actual presence or absence of DCs in the PDTB as

the gold standard.

As an extension, the RSA model is also applied to illustrate that listeners

interpret explicit and implicit discourse relations by simulating the production

process.

1.3.2 Applicational approach for discourse marking

A model that predicts speakers’ marking of discourse relations not only ad-

vances our understanding on human language processing, but is also important

for a number of NLP applications, such as natural language generation. In partic-

ular, this study investigates the impact of discourse marking on Chinese-English

MT. The investigation is divided into two steps: cross-lingual annotation of dis-

course relations and MT experiments based on oracle pre-explicitation of implicit

relations.

Discourse relations are annotated on the raw text of the English Chinese Trans-

lation Treebank [11]. Grounded on the linguistic characteristics of Chinese, an

annotation scheme is designed to annotate Chinese discourse structures as se-

quences. An end-to-end discourse parser is built to prove that the annotation

formalism is machine-learnable. Then, using the translation spotting technique

[17, 91], each connective on the Chinese source text, either explicit or implicit, is

aligned with their translation on the English target side. The annotation statis-

tics are analyzed to see how the level of discourse marking is transferred from the

source text to the target text in human translation.

Next, based on the observation that implicit Chinese relations are often trans-

lated explicitly in English, explicit DCs are inserted into the source text to rep-

resent the implicit discourse relations. In other words, implicit source relations

are artificially explicitated. This pre-processing is based on the manual annota-
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tion instead of automatic discourse analysis of the source text, in order to isolate

the effect of the discourse parser performance from the assessment of the pre-

processing effect. MT results of the pre-processed and original source texts are

compared and the transfer of discourse marking is analyzed. Results of the ex-

periments provides directions on how to translation implicit discourse relations

in MT.

1.4 Research questions

This dissertation contributes by answering below research questions:

1. From a cognitive perspective, can speakers’ choice of discourse marking be

explained by RSA and UID?

2. How does the proposed information-theoretic model compared with a machine-

learning approach, such as the state-of-the-art [105] of the task of discourse

marking prediction?

3. From an applicational perspective, how is discourse marking reproduced

cross-lingually in human Chinese-English translation ?

4. Can MT be improved when source implicit discourse relations are pre-

explicitated?

Answers to these questions will be summarized in Chapter 8.

1.5 Organization of the dissertation

The rest of this dissertation is organized as follows:

Chapter 2 provides an introduction to discourse relations, including various

formalism and resources, human discourse processing and NLP of discourse rela-

tions. Related works on RSA and UID are also introduced.

Chapters 3 and 5 investigate the marking of discourse relations from the psy-

cholinguistic perspective. Chapter 3 describes the proposed Discourse Marking

Model that predicts speakers’ choice of explicit or implicit DCs when producing

a particular discourse relation in a particular context. Chapter 4 presents a psy-

cholinguistic behavioral study that evaluate humans’ performance of the discourse
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marking task in comparison with the model prediction. Chapter 5 explores the

marking of discourse relations in the reverse direction, i.e. how listeners’ interpret

explicit and implicit discourse relation based on the ambiguity of the utterance.

Chapters 6 and 7 investigate the marking of discourse relations from the

applicational perspective. Chapter 6 introduces the annotation of discourse rela-

tions on a translation corpus, starting from the sequential annotation of Chinese

discourse structures and followed by the cross-lingual alignment of DCs. Finding

of the annotation statistics is also discussed. Chapter 7 describes the MT exper-

iments based on several variations of pre-explicitation of implicit relations in the

source text. The results are compared base on automatic metrics and manual

analysis of random samples.

Chapter 8 summarizes the contributions of the dissertation and discusses di-

rections for future work.
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Chapter 2

Background

This chapter introduces three lines of existing work that are related to this

study. Section 2.1 gives an overview on various theories of discourse relations.

In particular, the PDTB-styled discourse annotation is explained with examples

(Section 2.1.1), since the proposed cognitive model is based on PDTB. A sum-

mary of theories and experimental findings in human discourse processing is also

given in Section 2.1.2.

Section 2.2 outlines literature on the automatic analysis of discourse relations

(Section 2.2.1), in particular of English and Chinese languages. Efforts to incor-

porate discourse structures to machine translation are also introduced (Section

2.2.2).

Lastly, background on information-theoretic approaches for cognitive modeling

of language processing is introduced in Section 2.3, including Bayesian approach

for pragmatic language processing (Section 2.3.1) and the principle of constant

entropy rate (Section 2.3.2). These are the theories behind the key components

of the proposed Discourse Marking Model.

2.1 Discourse relations

There are numerous theories that explain the discourse phenomenon, e.g. [46,

40]. The major difference is the taxonomy of relation senses defined. For exam-

ple, the Rhetorical Structure Theory [83] represents discourse relations in a tree

structure, where a satellite text span is related to a nucleus text span, and a

taxonomy of 23 senses are defined. This work is based on the lexical grounded



theory used in the annotation of the PDTB, which represents a discourse relation

by an explicit/implicit DC binding exactly two discourse units.

2.1.1 The Penn Discourse Treebank

This work applies a compuational model to predict the actual marking of dis-

course relations in corpus data given a particular discourse relation. To achieve

this, a corpus annotated with discourse relations and marking is essential. There

are various corpora annotated with discourse relations, such as the RST Discourse

Treebank [16] and Discourse GraphBank [142], but discourse markers are anno-

tated and associated with discourse relations only in two resources: the PDTB

[113] and RST Signalling Corpus [24]. The proposed model in this work is trained

and evaluated against the annotation of the PDTB. This section gives a breif in-

troduction to the annotation scheme of this corpus.

PDTB is the largest available discourse-annotated corpus in English. The PDTB

consists of news articles collected from the Wall Street Journal. Discourse rela-

tions are identified between two discourse units, usually clauses or sentences, and

the sense of the relation is annotated from a defined list of sense labels. Below

are 3 examples of the annotation.

(1) The OTC market has only a handful of takeover-related stocks. But (Ex-

plicit; Comparison.Contrast) they fell sharply. (WSJ2379)

(2) Japan’s Finance Ministry had set up mechanisms to limit how far futures

prices could fall in a single session and ... to give market operators the

authority to suspend trading in futures at any time. (Implicit: but; Com-

parison) Maybe it wasn’t enough. (WSJ0097)

(3) This cannot be solved by provoking a further downturn; reducing the sup-

ply of goods does not solve inflation.

(Implicit 1: instead Expansion.Alternative.Chosen alternative),

(Implicit 2: so; Contingency.Cause.Result andExpansion.Alternative)

Our advice is this: Immediately return the government surpluses to the

economy through incentive-maximizing tax cuts, and find some monetary

policy target that balances both supply and demand for money. (WSJ0553)
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The PDTB follows a lexically-grounded approach in the annotation of discourse

relations [141]. Each discourse relation is represented in a predicate-argument-

like structure, where discourse connectives (DCs) relates two text spans (Arg1

and Arg2 ), as shown in Figures 2.2 and ??.

The OTC market has only a handful of 
takeover-related stocks

But

they fell sharply.
Arg1

Arg2
(WSJ2379)

DC

Figure 2.1: Example of a discourse connected by an explicit DC

This cannot be solved by 
provoking a further downturn.

(instead)

Our advise is to return the 
government surpluses to the 

economy.

Arg1 Arg2

(WSJ0533)

(so)DC

Figure 2.2: Example of a discourse connected by an implicit DC

In the annotation process, explicit DCs are first identified, based on a list of

DCs that are accumulated in the course of annotation, and labelled with relation

senses (Example (1)). Other expressions that signal discourse relations, such as

“the reason is”, are identified as alternative lexicalization (AltLex) and labelled

with relation senses as well. If explicit markers are absent between two sentences

within the same paragraph, there are three options for annotation: i) if a dis-

course relation can be inferred and expressed by a DC, the relation is labelled as

implicit and the candidate DC and relation sense are annotated (Example (2));

ii) if a discourse relation cannot be inferred but the two sentences are about the

same entity, the relation is labelled EntRel ; and iii) if the two sentences are un-

related, they are tagged as NoRel.

Senses in the PDTB are defined in a hierarchy of two to three levels, as shown

in Figure 2.3. Some relations have multiple senses. Up to two DCs can be anno-

tated to an implicit relation and, in turn, each (implicit or explicit) DC can be

labelled with up to two senses (Example (3)). Similarly, certain level 2 senses, as
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in Example (2), are resulting from the back-off strategy in annotation, i.e. when

the annotators disagree on the level 3 senses. This is also a kind of multipe sense.

It is arguable that multi-sense discourse relations are non-compositional, thus

each combination of multiple senses is considered as an individual sense. This

will be discuessed in the marking model in Chapter 3.

PDTB’s annotation scheme is adapted by discourse treebanks of other lan-

Figure 2.3: Sense hierarchy of PDTB, reprinted from [113]

guages, such as the Chinese Discourse Treebank (CDTB) [155]. Combinition

of the RST and PDTB formalisms is also proposed. [152] adds the distinction
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of satellite and nucleus to PDTB-style annotation, and [76] labels the connec-

tives in an RST tree. Other efforts to exploit Chinese discourse relations include

cross-lingual annotation projection based on machine translation or word-aligned

parallel corpus [151, 75].

To investigate the cross-lingual difference in the marking of discourse relations,

this work presents the first bilingual annotation effort of both explict and implicit

discourse relations on a Chinese-English translation corpus. Discourse relations

are first annotated on the Chinese side of the corpus and then aligned to the En-

glish side. The annotation scheme for Chinese discourse relations is independent

of the exisiting approaches. Details will be explained in Chapter 6.

2.1.2 Human discourse processing

The marking of discourse relations is a well studied topic in the psycholinguis-

tic literature, but the focus is on how the marking affects the interpretation of

discourse relations.

Most literature agree that explicitly marked discourse relations are easier to

interpret and/or memorize [121, 120]. Some studies also find that the rela-

tions signaled by DCs are recalled better in long term (i.e. improved mental

representation) [81, 82, 88, 93], while other studies conclude that the effect

is not significant, or may depend on medium (written or speech) or relations

[87, 115, 121, 120, 119, 129].

This work focuses on the marking of discourse relations in human language

production, using the speaker model of the RSA model. As an extension, the

listener model of RSA is also applied to model the pragmatic interpretation of

marked and unmarked relations. This model is described in Chapter 5.

*******

To summarize, discourse relations connect individual clauses and sentences in

a text such that the text is cohesive and meaningful. Among various theories

proposed to formalized discourse relations, the PDTB adopts a lexically grounded

approach to associate each discourse relation with a discourse connective, which

is either marked or implicit. From the view of human language processing, it is

generally agreed that explicitly marked discourse relations are easier for humans

to interpret.
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2.2 Natural language processing of discourse re-

lations

The first part of the thesis tackles the task of automatic prediction of discourse

marking, which is one of the NLP tasks dealing with discourse relations. This

section gives a brief survey on NLP of discourse relations, in particular discourse

parsing and application of discourse on MT.

2.2.1 Automatic discourse parsing

Following the release of discourse-annotated corpora, such as PDTB and RST-

treebank, machine learning-based analyzers of discourse relations are proposed.

These discourse parsers generally work in a pipeline of steps [79]. The text is first

segmented into discourse units, followed by identification of relations between

the units. Earlier approaches depend on feature engineering and various features

have been exploited [78, 108, 103, 109, 80]. Implicit discourse relations are much

harder to learn than explicit discourse relations [108, 156], although explicit re-

lations can also be ambiguous. For example, classification of the 4 main relation

senses (temporal, contingency, comparison, expansion) reaches 94% accuracy for

explicit relations [109], but only range from F-scores of 20 for ‘temporal’ to 76 for

‘expansion’ relations, due to uneven distribution of the relation senses[108, 156].

Therefore, recent interest of research focuses on inference of implicit discourse re-

lations, particularly based on latent representation of texts (e.g. [57, 126]) and by

creating pseudo implicit DCs training instances from explicit relations [86, 118].

Similar approaches have been applied to Chinese discourse parsing, yet less

data is available and the performance is inferior comparing with that of English.

For example, classification of inter-sentence discourse relations reaches an F-score

of 64 [50] and 2-way classification of intra-sentence contingency and comparison

relations reaches an F-score of 71 [51], training on a moderately sized (81 articles)

corpus and considering explicit and implicit relations collectively.

Overall, the current state-of-the-art of end-to-end discourse parsing, based on

the PDTB data, is 31 (F1) for English and 41 F1 for Chinese [144]. Although

there is still room for improvement, automatic discourse analysis is incorporated

in a number of applications, or jointly modeled in with other tasks, such as sen-

timent analysis and language modeling [58].
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2.2.2 Discourse relations in machine translation

Humans translate from document to document, because the meaning of a par-

ticular sentence depends also on discourse structure. Although research of ma-

chine translation (MT) had long been limited to sentence-level translation, recent

efforts start to explore the possibility to incorporate linguistic information outside

the sentence boundary, such as topical structure, coreference chains, and lexical

coherence [45].The second half of this thesis examines the transfer of discourse

relation marking in machine translation. This section summarizes previous works

on the machine translation of discourse relations.

Earlier studies of discourse relations in MT includes [85], which proposed a

discourse transfer model to re-construct the target discourse tree from the source

discourse tree. However, incorporation to an SMT system was not discussed in the

work. Recent works focus on the translation of ambiguous DCs, such as ‘since’ in

the temporal sense vs. ‘since’ in the reason sense. This is achieved by annotating

the DCs in the training data by ‘translation spotting’, which is to manually align

the DCs of the source text to their translation in the target text, either occurring

as DCs or other expressions [91, 111, 90, 89, 17]. Experiments of these works

have been conducted in translations among English, French, Czech, German and

Arabics and only explicit DCs were considered. Explicitation of implicit DCs is

observed in translations between European languages [8, 157]. On the other hand,

it is also reported that certain English explicit DCs are not translated explicitly

in French or German [92]. Comparing with other languages, Chinese sentences is

‘discourse-like’, consisting of a sequence of discourse units. Therefore, this work

hypothesizes that explicitation is more common in Chinese-to-English translation.

Previous works on discourse-awared Chinese-to-English translation include [136],

which extracts translation rules from the RST-styled discourse structure output

by an automatic parser. An improvement of 1.16 BLEU point is reported, con-

sidering only intra-sentential explicit relations. Similarly, [137] presents a tree-

to-string translation model in which translation rules and language model are

conditioned by the syntactic structure based on complex sentence parsing (CCS)

[153]. CCS parses cover certain inter-sentential discourse relations that are either

explicit or implicit. Improved BLEU scores are reported, but it is not clear how

much the the improvement can be attributed to improvement in discourse rela-

tion translation.

Improvements in DC translation are not always sensitive to conventional eval-
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uation metrics [90], since DCs make up to only a small portion of tokens in the

source and target texts. Specialized metrics to assess DC translation are devel-

oped, based on bilingual word alignment and a dictionary of DCs [43, 44]. Still,

evaluation on missing/additional DC (i.e. potential implicitation/explicitation of

discourse relations) relies on manual analysis.

*******

To summarize, automatic discourse parsing is a non-trivial task, and, similar to

human discourse processing, sense classification of implicit relations is harder than

relations marked by DCs. Machine translation can benefit from disambiguation of

explicit discourse relations, but it is not yet clear if translation of implicit relations

are learnt in existing models. Cross-linguistically, it is observed that languages

differ in the level of discourse marking. A discourse relation can be explicit in

one language but implicit in another. However, the transfer of discourse marking

from the source language to target language is not yet specifically modeled or

evaluated in current MT systems.

2.3 Information-theoretic frameworks for human

language processing

This section provides background on two frameworks based on Information

Theory, which are the foundation of the Discourse Marking Model described

in the first part of the thesis. These frameworks, namely Bayesian pragmatic

reasoning and uniform information density, have been applied in previously work,

individually, to explain language comprehension and production.

2.3.1 Bayesian pragmatic reasoning and the rational speech

act model

A growing body of evidence shows that human interpretation and production

of natural language are inter-related [21, 106, 149, 150]. In particular, evidence

shows that during interpretation, listeners simulate how the utterance is pro-

duced; and during language production, speakers simulate how the utterance will
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be perceived. One explanation is that the human motor control and sensory sys-

tems reason by Bayesian inference [25, 63], which is, at the same time, a popular

formulation used in language technology.

For example, it is proposed that the brain’s mirror neuron system recognizes

a perceptual input by Bayesian inference [63]. Similarly, behavioural, physiolog-

ical and neurocognitive evidences support that the human brain reasons about

the uncertainty in natural languages comprehension by emulating the language

production processes [32, 107].

Analogous to this principle of Bayesian language perception, a series of studies

have developed the Grice’s Maxims [38] based on game-theoretic approaches [56,

31, 37, 36, 9]. These proposals argue that the speaker and the listener cooperate

in a conversation by recursively inferring the reasoning of each other in a Bayesian

manner. The proposed framework successfully explains existing psycholinguistic

theories and successfully simulated experimental results concerning different as-

pects of human communicationat various linguistic levels, such as the perception

of scalar implicatures (e.g. ‘some’ meaning ‘not all ’ in pragmatic usage) and the

production of referring expressions (e.g. using pronouns or proper nouns to refer

to an entity) [66, 37, 10, 61, 112, 67].

The RSA model [31] is a variation of these game-theoretic approaches in prag-

matics. On top of reproducing experimental data, recent works also learn the

RSA model from corpus data. For example, Orita et al.[101] applies RSA model

to predict the choice of referring expressions in corpus data and Monroe and Potts

[94] optimizes a classifier based on RSA by inducing the semantic lexicon from a

training corpus. These works focus on the pragmatic use of language, where the

informativeness and lexicon of an utterance largely depends on the context (e.g.

‘Red’ is not valid to be used to refer to a blue ball).

Production and interpretation of discourse relations is also a kind of coopera-

tive communication between speakers and listeners (or authors and readers). The

Discourse Marking Model proposed in this thesis thus applies RSA to predict the

usage of DCs, which is more universal across different contexts (i.e. A DC can

be used or dropped given various discourse senses and contexts). Since discourse

relations can be marked or unmarked, inference of discourse relations can be ex-

plained in a unified framework as scalar implicatures [2]. The proposed model is

built upon the speaker’s model of RSA to predict speaker’s choice of explicit or

implicit DCs. Details of the model are explained in Chapter 3 together with the
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proposed method.

2.3.2 Entropy Rate Constancy Uniform Information Den-

sity in natural language

Shannon’s Information Theory states that the most efficient way of communi-

cation in a noisy channel is to send information at a constant rate [125]. Based

on this theory, the principle of Entropy Rate Constancy argues that human lan-

guage communication also obeys the Information Theory and produce language

at a constant entropy rate [35], which is defined as the surprisal of a string. Anal-

ysis of written corpora as well as dialogues reveals that the entropy of a sentence,

taken out of context, tends to increase with sentence number, providing support

to the principle [35, 145] and correlate with processing effort as represented by

eye-tracking data [62].

Grounding on the principle of Entropy Rate Constancy, the Uniform infor-

mation density (UID) principle [71] states that speakers structure utterances by

optimizing information density, which is the quantity of information (measured

by surprisal) transmitted per unit of utterance, such as word. Information den-

sity rises when the utterance is ‘surprising’ and drops when an utterance is highly

predictable. To smooth the peaks and troughs, speakers adjust the ambiguity of

an utterance by including or reducing linguistic markers.

Following the UID principle, linguistic choices made by speakers are predicted

more accurately by incorporating an information density predictor on top of other

constraints. The predictor measures how easily a candidate utterance can be

predicted and the speaker adjusts information density based on the expected pre-

dictability.

UID is applied to explain a variety of speaker’s options, such as phonetic [6],

morphological [30] and syntactic [54] reductions, and also referring expressions

[133]. The UID principle provides a theoretical basis that connects the use of

DCs with other discourse relation signals. According to UID, information den-

sity rises when an utterance is “surprising” and drops when an utterance is highly

predictable. To smooth the peaks and troughs, speakers adjust the ambiguity of

an utterance by including or omitting linguistic markers. In the context of dis-

course relations, explicit DCs are omitted when the discourse relation is highly

predictable.
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Analyses of the PDTB in the literature show that Causal and Continu-

ous senses are more often implicit, or marked by less specific DCs [3]. In-

deed, these senses are presupposed by listeners according to linguistics theories

[65, 70, 96, 119, 124]. In contrast, the DC instead is more often dropped for the

discourse relation Chosen Alternative, if the first argument contains nega-

tion words, which are identified cues for this relation [5].

The corpus statistics presented in these analyses support the UID hypothesis

that expected, predictable relations are more likely to be conveyed implicitly,

and thus more ambiguously, to maintain steady information flow. However, there

are explicit Causal and Continuous relations and some Chosen Alterna-

tive are marked even the first argument is negated. Although measures have

been proposed to rate the implicitness of a relation sense [4, 59], these measures

only quantify the general marking of each sense in the data (e.g., the contrast

sense), but not the speaker’s choice for each particular instance (e.g., the con-

trast sense, given particular arguments and context).

In contrast, the model proposed in this work incorporates an information den-

sity predictor, which specifically predicts the expectability of a given relation. In

turn, the speaker’s choice of discourse marking is biased based on the predicted

degree of expectability. Instead of particular senses or cues in the corpus, UID

is generally applied to model each relation instance of any relation sense in the

corpus, in conjunction with other language production factors.

*******

To summarize, speakers’ representation of discourse relations can be explained

by Bayesian pragmatic reasoning as well as the UID principle. However, explana-

tion by the two frameworks appear contradictory. Bayesian pragmatic reasoning

asserts that speakers try to be more informative by marking discourse relations,

while the UID principle asserts that markers should be dropped to avoid trough

in information density. Chapter 3 presents the first proposal to combine these

two frameworks into one unified perspective, by considering the balance of infor-

mation between the DCs and the discourse arguments.
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Chapter 3

A Psycholinguistic Model on the

Marking of Discourse Relations

The first part of this dissertation investigates the marking of discourse relation

in spontaneous language produced by humans. The objective is to explain how

human speakers choose the optimal level of marking in their utterances, either

intentionally or subconsciously.

Speakers or authors produce informative utterances such that listeners or read-

ers can understand the intended message. Grice’s Maxim of Quantity states that

human speakers communicate by being as informative as required, but no more

[38]. If a speaker always tries to provide as much information as possible, the

resulting utterance could become excessively long and tedious. Such utterance

not only takes effort for the speaker to produce, but also contains redundant in-

formation that is not necessary for the listener.

This work combines two information-theoretic frameworks, namely the Ratio-

nal Speech Acts (RSA) model [31] and the Uniform Information Density (UID)

principle [71], into a psycholinguistic model that simulates how speakers reason

the balance between ambiguity and redundancy.

On one hand, the RSA model formulizes the interwoven relation of language

comprehension and production in terms of a listener model and speaker model.

These models are grounded on the findings in human language processing that lis-

teners simulate how an utterance is produced to guide comprehension and speak-

ers consider the ease of comprehension when planning production [21, 63, 106].

Tthe RSA model quantifies the informativeness of the choice of discourse mark-

ing by the likelihood for the listerners to disambiguate the discourse relation.



On the other hand, the Uniform Information Density (UID) principle mod-

els show redundant utterances are avoided. The UID principle views language

communication as a form of information transmission through a noisy channel,

through which a constant rate of information flow is optimal according to, Shan-

non’s Information Theory [35, 71, 125]. Speakers thus structure utterances by

optimizing information density, which is the quantity of information (measured

by surprisal) transmitted per unit of utterance, typically a word. In particular,

a highly predictable utterance triggers a drop in information density, which has

to be smoothed by choosing a more ambiguous utterance, such as by leaving out

linguistic markers. Figures 3.1 and 3.2 demonstrates the application of UID to

explain the preference of explicit or implicit DCs.

unexpected 
message surprisal rises unambiguous 

utterance
surprisal drops 

discourse relation 
unpredictable from arguments 

explicit DC (less ambiguous) 
preferred over implicit DC

Figure 3.1: Choice of an explicit DC based on UID

highly expected 
message surprisal drops ambiguous 

utterance
surprisal rises 

discourse relation 
predictable from arguments 

implicit DC (more ambiguous) 
preferred over explicit DC

Figure 3.2: Choice of an implicit DC based on UID

In short, this work presents a computational psycholinguistic model that im-

plements Grice’s Maxim of Quantity by computing how speakers try to be in-

formative (using the RSA model), but not too informative (based on the UID
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principle). The model is applied to predict whether an explicit or implicit DC is

used to express a discourse relation, given the context of the discourse relation

and the discourse sense to be conveyed. Using the actual presence or absence of

DCs in the PDTB as the gold standard for evaluation, the proposed model not

only achieves a higher accuracy than previous work [105], but also provides an

interpretable account of the various cognitive factors behind the predicted deci-

sion.

This chapter is organized as follows. Section 3.1 first introduces related studies

on discourse relation marking. Section 3.2 explains the prerequisite of the RSA

model, following the adaptation to model discourse marking. Experiments and

evaluation using the corpus data of PDTB are presented in Section 3.3. Section 4

presents the evaluation of the model by a psycholinguistic experiment conducted

through crowsdsourcing. A conclusion is drawn in Section 3.4.

3.1 Previous work on discourse marking predic-

tion

The choice of discourse marking strategies has been studied in earlier works as

a subtask for natural language generation [1, 23, 41, 95, 123, 128]. In the absence

of large-scale resources, investigations are based on manually derived rules and

lexicons or psycholinguistic experiments.

With the emergence of large corpora annotated with discourse relations, [105]

presented a machine-learning approach to predict whether an explicit or implicit

DC is used in the corpus for a particular discourse relation. They argue that

while the choice is related to the ease of inference, it may also depend on other

stylistic or textual factors. A classifier is trained to predict whether a candidate

DC (the DC that actually occurs in the text as an explicit DC or annotated as

an implicit DC) is actually present, given the sense of the discourse relation and

the arguments. Features include observable surface forms, such as presence of

percentage and dollar signs, argument length, count of subject nouns, and con-

tent word ratio, as well as contextual discourse structures, such as the previous

discourse relation and whether the relation is embedded or shared. The classifier

is trained and tested on a subset of the most frequent relations from the PDTB,

after screening away infrequent senses and DCs. An overall high classification ac-
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curacy of 86% is achieved and relation-level and discourse-level features are found

to be more useful than argument-level features. Nonetheless, their approach does

not provide theoretically grounded explanation of why an utterance is preferred

by the speaker.

The Discourse Marking Model proposed in this chapter also predicts the use

of explicit or implicit DCs in PDTB, as in [105]. However, instead of a data-

driven approach that focuses on correctly replicating the occurrence of DCs in

the corpus, the proposed model explains the speakers’ option of marking from the

viewpoint of human language production. Although the proposed model does not

make use of the candidate DC as a feature, which is the result of the speaker’s

choice, if an explicit DC is preferred, it achieves higher accuracy than [105] when

evaluated on the same test samples.

3.2 The Discourse Marking Model

This section describes the proposed method for modeling the speaker’s choice

of DC marking. Prerequisite of the RSA model is first explained, followed by the

details of the proposed marking model, which predicts the marking of a discourse

relation produced by a speaker based on the speaker model of RSA.

3.2.1 The RSA model

The RSA model describes the speaker and listener as rational agents who coop-

erate towards efficient communication. A rational listener assumes the utterance

s/he hears contains the optimal amount of information. S/he predicts the in-

tended message of a speaker by Bayesian inference (Equation 3.1).

Plistener(s|w,C) ∝ Pspeaker(w|s, C)P (s) (3.1)

where w is the utterance produced by the speaker; s is the message of an ut-

terance; and C is the context. Pspeaker(w|s, C) represents the listener’s predicted

speaker’s model, and P (s) represents the salience of the message, which is shared

knowledge between the speaker and listener.
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A rational speaker chooses an utterance by soft-max optimizing the expected

utility (U(w; s, C)) of the utterance (Equation 3.2),

Pspeaker(w|s, C) ∝ eα·U(w;s,C) (3.2)

where α is the decision noise parameter, which is set to 1 to represent the Luce’s

choice axiom [31], i.e. a rational decision without bias 1.

The speaker emulates the listener’s interpretation and chooses an utterance

s/he believes to be informative. Since an utterance that is easy to produce is pre-

ferred, Utility is thus defined as the informativeness (I(s;w,C)) of the utterance,

deducted by the cost (D(w)) to produce it (Equation 3.3).

U(w; s, C) = I(s;w,C)−D(w) (3.3)

Since utterances that are unconventional and surprising are less useful, Informa-

tiveness is quantified as the negative surprisal of the utterance with respect to

the message to be conveyed (Equation 3.4).

I(s;w,C) = lnP (s|w,C) (3.4)

The Discourse Marking Model is based on the speaker’s model of RSA. Section

3.2.2 explains how the RSA model is adapted to discourse presentation, followed

by the details of each component (Sections 3.2.3 to 3.2.5).

3.2.2 RSA for discourse relation presentation

According to Equation (3.2), the probability for a speaker to use utterance w

to convey his intended message s in context C is:

P (w|s, C) =
eU(w;s,C)

∑
w′∈W eU(w′;s,C)

(3.5)

In the case of discourse connectives, the utterance w comes from the set W =

{exp(licit), imp(licit)}, if both explicit and implicit DCs are grammatically valid

1α = 0 means the decision is totally unrelated to pragmatic reasoning. α > 1 suggests biased
choices.
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to convey s, the sense of discourse relation. Therefore, speaker’s choice of DCs is

predicted based on the following two probabilities:

P (exp|s, C) =
eU(exp;s,C)

eU(exp;s,C) + eU(imp;s,C)

P (imp|s, C) =
eU(imp;s,C)

eU(exp;s,C) + eU(imp;s,C)

(3.6)

According to Equation (3.3), the utility U of an explicit DC equals to its

informativeness I deducted by production cost D.

U(exp; s, C) = I(s; exp, C)−D(exp) (3.7)

I(s; exp, C) is the informativeness of using an explicit DC to present the sense

s in discourse-level context C. Each discourse sense has its salience within the

discourse context. It means C is also informative, but the objective here is to

quantify the informativeness of the DC only. Therefore, I(s; exp, C) is defined

by the difference between the informativess of ‘the explicit DC in context C’ and

the informativeness of ‘context C’, which are quantified by negative surprisal.

I(s; exp, C) = lnP (s|exp, C)− lnP (s|C) (3.8)

High I(s; exp, C) means it is informative and not surprising to use an explicit DC

for this sense. P (s|exp, C) and P (s|C) are extracted from corpus data. Details

are explained in Subsection 3.2.3.

The principle of UID is incorporated into the RSA model as a bias on the utility

of the DCs. A discourse relation is presented not only by the DCs but also the

arguments, and the amount of discourse information of the whole utterance (DC

+ arguments) is fixed. According to UID, information should be transmitted

uniformly across the utterance. If the arguments has much information about

the sense, the sense is predictable from the arguments and thus the surprisal is

small. The information density drops and has to be smoothed by using a more

ambiguous, less predictable utterance, which can be achieved by reduction of a

DC [5].

Therefore, according to UID, an implicit DC is preferred if the arguments are

informative. The utility of an implicit DC is therefore raised by defining the

probability for a speaker to choose an implicit DC to be proportional to the sum
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of the the utilities of a null DC and the arguments (args)2.

eU(imp;s,C) = eU(null;s,C) + eU(args;s,C) (3.9)

U(null; s, C) = I(s;null, C)−D(null) (3.10)

U(args; s, C) = I(s; arg, C)−D(args) (3.11)

The amount of information that the null DC provides for the discourse relation

is defined similarly as in Equation (3.8):

I(s;null, C) = lnP (s|null, C)− lnP (s|C) (3.12)

On the other hand, the informativeness of arguments, I(s; arg, C) is quantified

by negative surprisal in RSA. However, arguments are clauses and sentences. It

is not applicable to extract P (s|args, C) from the corpus. I(s; arg, C) is thus ap-

proximated by the confidence of a discourse parser in predicting discourse senses

from the arguments. Details will be explained in Section 3.2.4.

Lastly, various psycholinguistically motivated measures are explored to ap-

proximate the prodcution cost D(exp) in Section 3.2.5. In contrast, no effort is

required to produce a null DC. Also, it is assumed that the arguments have been

produced to convey other information irrespective of their discourse informative-

ness, so no extra effort is needed. Therefore, D(null) and D(args) both equal 0.

To summarize, the model predicts that the speaker will use an explicit DC if:

eU(exp;s,C) > eU(null;s,C) + eU(args;s,C) (3.13)

and that s/he will use an implicit DC otherwise.

3.2.3 Informativeness of DCs

This section explains how the informativeness in Equations (3.8) and (3.12) are

estimated. In discourse production, the utterance lexicon, W = {exp, imp} in

Equation (3.5), and the set of speaker’s intended messages (all possible discourse

2In turn, an explicit DC is preferred if the arguments are not informative. It is also plausible
to penalize the utility of an explicit DC by the argument utility, but the result will be the same
since the decision is based on Equation 3.13.
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relation senses) are always valid3. Thus P (s|C), P (s|exp, C), and P (s|null, C)

are universal distributions and can be extracted from corpus data based on the

co-occurrences of senses, DCs, and contexts. These empirical distributions are

extracted from the training portion of the corpus.

The context C can be defined by the surrounding discourse relations. Specif-

ically, the discourse contexts (and their abbreviation in Table 3.2) are: the full

discourse sense annotated in PDTB (S), the 4-way top level sense (TS), the form

of discourse presentation (F), such as ‘explicit’ or ‘implicit’, and the pair of sense

and form (SF or TSF). In practice, 5 forms of discourse presentation are used,

based on the definition in the PDTB: explicit DC, implicit DC, alternative lexi-

calization, entity relation and ‘no relation’. The contexts are taken from window

sizes of 1 to 2: previous one (10) , next one (01), previous two (20), next two

(02), previous one paired with next one (11).

It is hypothesized that the speaker also thinks ahead the coming discourse

structures when planning the current ones. Various discourse contexts are com-

pared in the experiment.

3.2.4 Informativeness of arguments

I(s; arg, C) in Equation (3.11) refers to the amount of information in the ar-

guments that contributes to the interpretation of the discourse sense. According

to UID, information density4 drops when the discourse sense is predictable from

the arguments alone, and an implicit DC is preferred.

Presence of features in the arguments that signal a particular sense makes the

sense more predictable, and thus promote the reduction of a DC. For example,

the DC ‘instead’ is less used to present the Chosen Alternative sense if the first

argument is negated [5].

Generalizing this idea to capture various cues in the arguments for various

senses, the proposed model approximates I(s; arg, C) by the confidence of an

automatic discourse parser in predicting the discourse sense. An implicit rela-

tion parser uses various features in the arguments to identify the implicit relation

sense [108, 78, 103, 117]. If the arguments contain much informative features, the

3In case of referring expressions, for example, the lists of referents and grammatically correct
pronouns differ case by case, e.g. ‘she’ is not a valid pronoun for a male.

4This is opposite to ‘informativeness’ in RSA, which is defined by negative surprisal (Equa-
tion 3.4).
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parser will predict the sense more confidently.

Two methods are proposed, for comparison, to measure the confidence of the

parser prediction. A confident prediction means the parser will assign a high

probability to the one output sense. Therefore, the negative surprisal of the es-

timated probability Pp of the parser output sense soutput (Equation 3.14) is used

to approximate I(s; arg, C).

I(s; arg, C) ≈ wa · lnPp(soutput) (3.14)

At the same time, the probability distribution of all senses is less uniform if

one sense is assigned a high probability. Therefore, alternatively, I(s; arg, C) is

approximated by the negative entropy of the probability distribution estimated

by the parser (Equation 3.15). Note that although I(s; arg, C) is approximated

byinformation-theoretic measures, these approximations are not related to the

formulation of RSA nor UID.

I(s; arg, C) ≈ wa

∑

sp∈O
Pp(sp) logPp(sp) (3.15)

where O is the set of senses defined in the parser and wa is a positive weight

tuned on the dev set. The general informativeness of the arguments to imply

any discourse senses is measured, so soutput does not necessarily equal s.

The implicit sense classifier from the winning parser [139] of the CoNLL shared

task 2015 is used in modeling argument informativeness. This classifier is designed

to identify a subset of 14 implicit senses plus the entity relation. This implicit DC

classifier is trained by Naive Bayes based on a pool of proven features, including

syntactic features, polarity, immediately preceding DC, and Brown cluster pairs,

production rules, dependency rules, last word or argument 1, first 3 words of ar-

gument 2, presence of modality verbs and inquirer, Syntactic features are based

on automatic parsing using Stanford CoreNLP [84]. The parser is trained on the

same sections of the PDTB as the training set used in the experiment.

The two arguments of a relation instance, which can actually be explicit or

implicit, are passed to the implicit DC classifier and I(s; arg, C) is approximated

based on the output probabilities. Although the performance of this state-of-the-

art implicit DC classifier is still unsatisfactory (34.45%5 on PDTB Section 23),

the model only makes use of the probability estimation of the prediction.

5http://www.cs.brandeis.edu/~clp/conll15st/results.html
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The motivation of using the implicit DC classifier is based on the hypothesis

that the classifier can better predict the sense of relations that are actually im-

plicit, than those that are actually explicit, since more features in the arguments

are identifiable. In fact, it is the case. The classification accuracy of the originally

explicit relations is significantly lower, specifically 28.45% vs. 51.30% on test set,

matching at the 4 top level discourse sense and counting predictions of entity

relation as Expansion. This supports the motivation to use the parser estimation

as an information density predictor.

3.2.5 Cost function

The cost functionD(exp) models speaker’s effort required to produce an explicit

DC for the intended discourse sense. 5 versions of the cost function that are

inspired by existing psycholinguistic findings are proposed:

Mean DC length: Production cost intuitively increases with word length.

The mean DC length of a discourse relation is defined by the mean word length

of all valid DCs for that sense, normalized by the average word length of all

DCs. A lexicon of possible DC per each discourse sense is derived from the whole

corpus. For multi-word DCs, a white space is simply counted as one character.

The word length of the candidate DC is not used, because speakers first decide

to use an explicit DC or not, then decide which DC best expresses the relation.

DC/arg2 ratio: Similarly, another option is to use the mean word count

normalized by the word count of argument 2 as another version of cost function.

Prime frequency: Structural priming refers to the tendency for human to

process a linguistic construction (the target) more easily if the construction is

used before. In terms of language production, a speaker tends to repeat a pre-

vious construction (the prime) since it consumes less effort than to generate an

alternative construction. This version of cost function use sthe reciprocal of the

count of primes (any explicit DC occurring before the current position) as the

production cost, since the strength of priming effect is known to be increasing

with the frequency of the primes [69, 13, 127].
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Prime distance: This version uses the prime-target distance, normalized by

the length of the article, as another version of the production cost. Psycholin-

guistic findings suggest that the priming effect is more subtly affected by the

prime-target distance [39, 14, 55].

Distance from start: This version is the relative position of the relation

within the article as the production cost. It is hypothesized that more effort is

needed as the production proceeds.

The range of values of the cost function depends on the cost definition. The

values are adjusted with a constant weight wc that is tuned on the dev set in the

experiments:

D(exp) = wc · cost(exp) (3.16)

3.3 Experiment

This section describes an experiment that applies the model to simulate speaker’s

choice of explicit or implicit DC for discourse relations in the PDTB corpus. The

aim of the experiment is to find out if the proposed model explains the factors

affecting speaker’s choice of DC marking and how the prediction performance

compare with the state-of-the-art, i.e. Patterson and Kelher [105]. The details

of the experimental data and settings are first described in the next section.

3.3.1 Setting

The experiment is based on the annotation of discourse relation senses and ex-

plicit/implicit DCs in the PDTB. This work focuses on the marking of discourse

relations by discourse connectives, so only samples labelled explicit or implicit

are used, while annotations of other forms of discourse relations, such as entity

relations and attributions, are excluded. In addition, the proposed model is based

on the assumption that W = {explicit, implicit} for all relations, yet it is no-

table that intra-sentential implicit DCs are not annotated in the PDTB [114]. In

addition, as a result of the annotation procedure, implicit relations always occur

inbetween two arguments. Also, as a result of the annotation procedure, implicit
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DCs always occur in between 2 arguments in their original order, i.e. Arg1-DC-

Arg2. To preserve the original order of the discourse arguments, which is also

part of the communicative structure intended by the speaker but out of the scope

of this model, only samples in the Arg1-DC-Arg2 order are used. In the testing

phrase, excluded samples are counted as explicit by default.

Senses in the PDTB are defined in a hierarchy of 2 to 3 levels. Some relations

have multiple senses. Up to 2 DCs can be annotated to an implicit relation and

in turn each (implicit or explicit) DC can be labelled with up to 2 senses. Most

existing works split a multi-sense sample into separated samples, each labelled

with one of the senses. However, as mentioned in Section 2.1.1 of Chapter 2, it

is notable that the individual senses of a multi-sense relation are not disjoint and

having multiple senses is part of the sense [4, 114]. Multi-sense is an important

factor of a DC production model: A speaker could have chosen an explicit DC

for each sense, but if s/he has to express two senses at the same time, an implicit

DC could be more usable. Therefore, all combinations of senses are treated as

individual senses, each containing one to three joint sense labels. This results in

a total of 122 senses. In fact, there is only one sample of three joint labels in the

experimental dataset, although up to four joint labels are possible (two implicit

DCs labeled two senses each).

The resulting experimental data set contains 5, 201 explicit and 16, 049 implicit

relations, after 4 cases of intra-sentential implicit relations, due to sentence split-

ting errors of the PTB (single sentences wrongly splitted into two), are removed.

Table 3.1 is a summary of the distribution in descending order of frequency. In

fact, joint multi-senses are not rare: The most frequent multi-sense,

Expansion.Conjunction–Temporal.Synchrony, is the 17th most frequent sense.

The experimental data are split in the same way as in previous work [105]:

sections 2–22 are used as the training set, sections 0–1 as the development set;

and sections 23–24 as the test set. In the training phrase of the experiment,

probability distributions in the marking model are deduced from the training set

of the experimental data. In the testing phrase, the model is applied to predict

whether an explicit/implicit DC is likely to be used for each discourse relation in

the development set and test set. During evaluation, the predictions are compared

with the actual marking in the corpus. Parameters in the model (wa and wc)

were selected to maximize the prediction accuracy on the development set and

the same optimal parameters were used on the test set. For direct comparison
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Sense Exp Imp

1 Expansion.Conjunction 1, 380 3, 314

2 Comparison.Contrast 1, 283 1, 200

3 Expansion.Restatement.Specification 75 2, 406

4 Contingency.Cause.Reason 28 2, 295

5 Contingency.Cause.Result 269 1, 649

6 Expansion.Instantiation 119 1, 383

7 Comparison.Contrast.Juxtaposition 507 672

8 Comparison.Concession.Contra-expectation 475 179

9 Temporal.Asynchronous.Precedence 117 479

10 Expansion.List 84 374

... ... ... ...

17 Expansion.Conjunction#Temporal.Synchrony 74 114

... ... ... ...

20 Expansion 8 89

... ... ... ...

50 Contingency.Pragmatic cause.Justification

#Expansion.Instantiation 0 6

... ... ... ...

122 Contingency 0 1

Total 5, 201 16, 049

Table 3.1: Sense distribution of explicit and implicit DCs in the experimental

data.

with previous work, samples of infrequent DCs and relation senses were excluded

from the development and test sets according to the same criteria as in previous

work [105]. The resulting development and test sets contain 1, 720 and 1, 878

relations, respectively.

3.3.2 Results

The Discourse Marking Model is applied to predict the speaker’s choice of DC

marking on the dev and test sets. Table 3.2 shows the results under various
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settings, evaluated by accuracy and the harmonic mean of precision and recall

for explicit and implicit relations respectively.

discourse arg. info. cost function Dev: Sections 0-1 Test: Sections 23-24

context C eU(args;s,C) D(exp) accuracy F1exp F1imp accuracy F1exp F1imp

BL constant 0 0 .849 .872 .817 .854 .875 .823

SOA [105] – – – .866 – –

(a) F10 0 0 .855 .876 .826 .855 .876 .826
SF10 0 0 .859 .877 .835 .855 .874 .829
F20 0 0 .854 .875 .825 .854 .875 .825
F11 0 0 .851 .872 .822 .854 .875 .825
TS10 0 0 .852 .872 .822 .854 .875 .824

(b) constant surprisal 0 .895++ .901 .887 .870 .881 .857
constant entropy 0 .895++ .902 .888 .870 .881 .856

(c) constant 0 mean DC length .894++ .897 .890 .876+ .886 .865
constant 0 DC/arg2 ratio .895++ .900 .889 .873 .882 .863
constant 0 prime frequency .886+ .888 .885 .873 .882 .862
constant 0 prime distance .892++ .902 .881 .875 .886 .862
constant 0 distance from start .893++ .894 .892 .877+ .879 .875

(d) F10 entropy DC/arg2 ratio .902++ .903 .901 .882+ .883 .881

TSF01 surprisal prime frequency .895++ .898 .892 .889++* .893 .885

TS01 entropy prime distance .895++ .900 .889 .890++* .892 .888

Table 3.2: Accuracies and F1 scores of predicted DC marking. The best values

are bolded. (abbreviations: S: full relation sense; TS: top-level sense; F: relation

form; SF: sense and form; TSF: top sense and form; 10: previous relation; 20:

previous 2 relations; 11: previous relation and next relation) +/++:significant

improvement over baseline (BL) accuracy at p < 0.05 and p < 0.001 respectively;
*:significant improvement over state-of-the-art (SOA) accuracy at p < 0.03 (by

Pearson’s χ2 test)

Row BL shows the results of the Discourse Marking Model without the cost

function and argument informativeness component, and with constant context C.

This setting is considered as the baseline, in which the prediction is solely based

on the distributions of P (s|exp) and P (s|imp). Considerably high accuracy is

achieved, suggesting that the speaker’s choice of marking is strongly related to

the intended discourse sense.
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Rows in (a) show the prediction results based on the distributions of P (s|exp, C)

and P (s|imp, C), where C is the discourse context. The 5 best combinations of

contexts and window sizes are shown. Refining the utility of DCs by these con-

textual constraints, in particular previous contexts, improves the classification

accuracy, but the improvement is not significant. This suggests that speaker’s

choice of marking not only depends on surrounding discourse relations but also

other contextual factors.

Rows in (b) show the contribution of the argument informativeness component,

under constant discourse context and production cost. Classification accuracy in-

creases (significantly for the dev set) when the usability of explicit DC is deducted

by the estimated informativeness of the arguments, supporting the UID principle.

Predictions based on the surprisal of the parser output sense and the entropy of

the parser output distribution are similar. Similar improvement is observed when

adjustment with the estimated argument informativeness is applied only if the

parser output sense is correct (matching at the top level sense).

Rowin (c) show the contribution of the cost function, when discourse context

is set as constant and argument informativeness is not considered. Adjusting the

utility of explicit DCs by their production cost increases the classification accu-

racy most significantly. Among the various features to model production cost,

‘DC length’ and ‘distance from start’ features give the best results.

Row in (d) show the performance of predictions based on the 3 best combina-

tions of components. The highest accuracies and F1 scores are achieved for both

explicit and implicit relations.

These results answer the first question of the experiment: the proposed model

explains the speaker’s choice of DC marking in terms of DC and argument in-

formativeness, as well as production cost, while contextual discourse structure is

not a significant constraint on the choice.

The answer to the second question is also positive. Significant improvement

above the state-of-the-art (Row SOA) is achieved by the two best combinations

(89.03% and 88.92% vs. 86.60%).

Lastly, the results are compared with a linear classifier trained on the features

specified in the model, i.e., the discrete values of the intended sense and various

discourse context definitions, and real values of various cost functions and argu-

ment informativeness estimates. Note that in the proposed model, the training

data is used to derive the P (s|exp, C) and P (s|null, C) distributions only, while
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the linear classifier learns from the features and DC marking of the training set.

The classifiers are built by LIBLINEAR [28]. When extracting the argument in-

formativeness features from the training set, using the automatic discourse parser,

the parser estimates of the implicit samples are penalized by a constant ratio,

since the discourse parser is also trained on these samples. The classifier achieves

an accuracy of 88.3% on the test set, which does not significantly outperform

previous work. This suggests that the information-theoretic configuration is an

advantage of the proposed Discourse Marking Model.

3.3.3 Discussion

This chapter describes a computational model that predicts discourse marking

in human language production. The model is trained and evaluated using dis-

course annotation on corpus data as the gold standard. This section discusses

the advantages and disadvantages of the methodology.

One advantage of learning the Discourse Marking Model from PDTB is the

compatibility of the PDTB’s annoation with the RSA framework. Previous ap-

plications of RSA focus on the pragmatic use of language, where the intended

message and lexicon of an utterance largely depend on the context. In the task

of referring expression generation, the sets of valid referents and referring expres-

sions differ case by case. For example, red is an invalid option for referring to

a blue ball; he is an invalid option for referring to a woman; and it is difficult

to define a finite set of referents in the corpus. In contrast, the usage of DCs is

generally universal across different contexts. A DC can be used or dropped to

represent various discourse senses in various contexts.

In addition, the PDTB annotation scheme predefines the sets of DCs and dis-

course relation senses. In this way, the listener and speaker models of RSA can

be derived statistically by counting the co-occurence of the DCs, sense labels, and

contextual factors in the annotated corpus. Nonetheless, the proposed method

to use surrounding discourse relations as context did not improve classification

accuracy. Therefore, one direction to improve the proposed model is to make

fuller use of the training data to learn a more expressive and general abstraction

of the context governing the choice of discourse marking.

On the other hand, the pragmatic reasoning approach of RSA has been crit-
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icized for being unrealistic, because previous studies find that speakers tend to

produce referring expressions that are overspecifying [7, 22, 27, 34]. In other

words, while ideal pragmatic speakers should only focus on the minimum prop-

erties that help listeners to identify the referent, the referring expressions that

speakers actually choose often include redundant properties that are not nec-

essary for distinguishing the referent from other candidates. In the context of

discourse marking, an utterance is overspecifying if an explicit DC is chosen even

though an implicit DC is enough for the listeners to infer the discourse relation.

Nonetheless, the proposed model also benefits from an UID-inspired compo-

nent, such that the prediction on discourse marking does not only rely on prag-

matic reasoning of the speakers. The UID component penalizes the choice of

explicit DCs when informative signals are present in the arguments.

In addition, learning RSA from corpus statistics allows the model to detect the

general trend in the marking of a relation sense. Some relation senses are highly

likely to be marked/unmarked irrespective of the presense of other signals, while

for other relations, the presense of other discourse signals affects the choice, as

illustrated in Examples (5) to (7). In these examples, the speaker probabilities

(Equation 3.6) estimated by the best performing model (last row in Table 3.2) are

shown along with the predicted marking choices. P ′
s(imp|s, C) and P ′

s(exp|s, C),

which are the speaker probabilities without the UID bias (i.e., eU(arg;s,C) = 0, in

Equation 3.9), are shown for comparison.

(5) And market expectations clearly have been raised by the capital gains vic-

tory in the House last month (Implicit:since; Contingency.Cause.Reason)

An hour before Friday’s plunge, that provision was stripped from the tax

bill. (WSJ2429)

(without UID) P ′
s(exp|s, C) = 0.042 P ′

s(imp|s, C) = 0.958

(with UID) Ps(exp|s, C) = 0.024 Ps(imp|s, C) = 0.976

Prediction= Implicit

(6) Boeing’s offer represents the best overall three-year contract of any major

U.S. industrial firm in recent history. But (Explicit; Comparison.Contrast.Opposition)

Mr. Baker called the letter ...very weak. (WSJ2308)
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(without UID) P ′
s(exp|s, C) = 0.813 P ′

s(imp|s, C) = 0.187

(with UID) Ps(exp|s, C) = 0.535 Ps(imp|s, C) = 0.465

Prediction= Explicit

(6) Full-time residential programs ... are particularly expensive – more per

participant than a year at Stanford or Yale. (Implicit:but; Compari-

son.Contrast) Non-residential programs are cheaper, ... (WSJ2412)

(without UID) P ′
s(exp|s, C) = 0.649 P ′

s(imp|s, C) = 0.351

(with UID) Ps(exp|s, C) = 0.383 Ps(imp|s, C) = 0.617

Prediction= Implicit

In Examples (5) and (6), the UID bias does not affect the prediction based on DC

informativeness alone, since the Contingency.Cause.Reason sense is dom-

inantly implicit (Example (5)) and the textscComparison.Contrast.Opposition

sense is dominantly explicit (Example (6)), according to the probability distri-

bution in the corpus. In these cases, argument informativeness has little effect

on the RSA model. In contrast, in Example (7), the Comparison.Contrast

sense could be expressed explicitly or implicitly, and the UID bias reverses the

prediction based on DC informativeness. The model predicts that the speakers

would not overspecify the discourse relation by a DC, since there are enough in-

formative signals in the arguments (e.g., expensive vs. cheaper or residential vs.

non-residential).

On the other hand, the proposed method approximates the argument infor-

mativeness based on the probability output of an automatic discourse parser,

and therefore is limitted by the accuracy of the discourse parser, as shown in

Example (8).

(7) “Jeux Sans Frontieres”... is a hit in France. (Implicit:but; Compari-

son.Contrast)

A U.S.-made imitation under the title “Almost Anything Goes” flopped

fast. (WSJ2361)

(without UID) P ′
s(exp|s, C) = 0.762 P ′

s(imp|s, C) = 0.238

(with UID) Ps(exp|s, C) = 0.624 Ps(imp|s, C) = 0.376

Prediction= Explicit

The parser detects low informativeness in the arguments, and thus the model

wrongly predicts that explicit marking is more likely. A possible explanation for
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this is that the constrast between hit and flopped is uncommon, and the parser

fails to identify it as a discourse-informative signal. The performance of the dis-

course parser used in the experiment is not yet satisfactory. The accuracy of the

marking model could be improved with a more accurate discourse parser.

Lastly, the classifier of the discourse parser may have poorly calibrated prob-

abilities, which means the probability estimates of the parser may not be well

associated with how well the parser detects discourse signals. The association,

and thus the overall performance of the model, may be improved by an additional

probabilistic calibration step on the parser output [98].

3.4 Conclusion

This chapter presents the Discourse Marking Model that predicts a speaker’s

choice of using an explicit DC or not given the discourse relation s/he wants to

express. The model gives an cognitive account of the speaker’s choice and also

outperforms previous work on the same task.

This chapter presents a language production model that predicts whether a

speaker will choose to use an explicit DC or not given the discourse relation they

want to express. The model gives an cognitive account of the speakers’ choice

and its results outperform those of previous work on the same task.

Although the option of DC marking is a subtle preference in the absence of other

grammatical constraints, the Discourse Marking Model tackles the option as a

rational preference by the speaker. Using an information-theoretic approach, the

model predicts a speaker’s choice by balancing the advantage (informativeness)

and disadvantages (production cost and redundancy) of using an explicit marker.

This is the first work to apply the RSA framework to discourse processing.

The universal distribution of utterances and senses are adjusted based on the

discourse context. Furthermore, the approach takes a logical step forward to

formalize the idea of the UID theory, that redundant explicit markers are avoided

if the discourse relation is clear enough from the context. As a result, the UID

principle is incorporated into the RSA framework into a unified model.
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Chapter 4

Behavioural Study using

Crowdsourcing

The experiment described in Section 3.3 evaluates the prediction ability of the

model against the actual data in the PDTB. In other words, the marking of each

discourse relation chosen by the writers of the Wall Street Journa is taken as the

gold standard. However, it is possible that other writers would choose differently,

given the same relation sense and context. Behavioral experiments can be de-

signed to compare the judgment of multiple human speakers with the judgement

of the annotators of PDTB and writers of the Wall Street Jounal, as well as with

the model’s predictions.

For example, [105] also use a readability judgement task to test speakers’ choice

of explicit or implicit DCs in PDTB. While their discourse marking classifier ac-

curately (86.6%) predicts the choice of using an explicit or implicit DC given the

discourse sense, their judgment study shows that human performance of the task

is only 68% accurate, implying that both choices are acceptable in some cases.

This chapter describes an empirical experiment to investigate the marking pref-

erence of multiple speakers. A balanced sample of discourses are selected from

PDTB and judgements on whether a DC should be dropped are collected from a

large number of human subjects.

The primary purpose of this experiment is to evaluate the agreement on DC

marking among a group of speakers. On one extreme, if the choice of explicit or

implicit DC is totally arbitrary given the linguistic context and relation sense,

then all subjects will have the same judgement for each sample. On the other

extreme, if the preference of marking is independent of the linguistic context but



subject to other external factors, then even distribution of judgements is expected

.

Another purpose of the experiment is to compare the ‘gold’ marking choice in

the corpus data of PDTB with the judgements made by the human subjects. If

the choice of explicit / implicit DC chosen by the majority of the human subjects

does not match with the actual data in PDTB, it implies the limitation of using

corpus data to acquire and evaluate a model of speaker’s choice of marking.

Last but not least, the predictions of the Discourse Marking Model are com-

pared with the human judgements to further evaluate the performance of the

Discourse Marking Model.

This chapter is organized as follows. Section 4.1 first introduces some related

experiments on discourse processing . Section 4.2 describe the materials used

as stimuli in the experiment and section 4.3 explains the detailed procedure to

collect human judgments by crowdsouring. Experiment findings are presented in

Section 4.4 and a conclusion is drawn in Section 4.5.

4.1 Related experimental studies on human dis-

course processing

There is a large body of psycholinguistic research on discourse relation inter-

pretation based on comprehension tasks, e.g. [88, 15, 82, 81, 42, 121, 120, 60, 93].

In these studies, subjects are presented with discourse samples of various condi-

tions, such as different signals or argument order, and asked to judge the relation

sense or argument salience.

On the other hand, it is not trivial to design behavioral tasks to access the

production of discourse relations. [128] shows subjects short stories in pictures

and asks them to reproduce the stories in speech or written form, from which the

choice of discourse markers are investigated. This design captures the natural

production of discourses by the speakers but the procedure is resource consuming

and it is not possible to employ a picture-to-text task in this study since the

samples are drawn from PDTB, which is a written resource. It is also difficult

to ask subjects to choose an explicit/implicit DC based on the abstract relation

sense hierarchy defined in PDTB.

In [105] human judgements of discourse marking are collected by presenting

44



subjects with two versions of discourse samples from PDTB. In one version, the

two arguments are joined by an explicit DC, which is the DC actually occur in

the PDTB data, if present, or the DC ‘annotated’ as implicit DC. In the other

version, the two arguments are shown as two sentences without a DC in between.

Subjects are asked to judge which version is small natural, given that the sense

to be conveyed is the same. The proportion of human judgements that match

with the corpus data is reported to be 16% smaller than that of their system’s

prediction.

The design in [105] basically asserts a comprehension situation and may not be

able to fairly judge the production of discourse relations. In fact, the results of

their study suggest that it could be the case. Two-third of the judgements that

do not match with the corpus data are false positives of explicit DCs, i.e. the

subjects prefer an explicit DC while the DC is implicit in the corpus. Psycholin-

guistics studies show that explicit DCs facilitates the comprehension of discourse

relations [88, 120, 60, 93]. Given that the two versions of the sample are of the

same meaning, the subjects may tend to choose the explicit version since it is

easier to understand.

The marking of discourse relations is also examined using a more production-

oriented experimental design, such as the picture-to-language transcription task

described in [128]. Another option is to use a cloze test, in which subjects are

presented with the discourse arguments and relation sense to be conveyed and

are asked to fill in a DC or leave the relation implicit.

4.2 Experimental materials

This section explains the behavioral experiment designed to collect humans’

judgments on the preference of producing marked or unmarked discourse rela-

tions. Following the recent success in crowdsourced discourse annotation [116,

122], crowdsourcing is used to collect a large number of judgements psuch that a

distribution of the marking preference can be obtained.

The proposed experiment is a two-step sentence completion task. In the first

step, subjects are asked to complete the sentence with a DC. The purpose of this

interpretation step is to induce a discourse relation in their minds. In the second

step, which is the target of the investigation, the subjects are asked if the meaning

is unchanged even without a DC. For comparison with the corpus data and the
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model predictions, where each marking choice is subject to the annotated/given

discourse sense1, a marking judgement is considered only if the interpreted sense

is the ‘correct’ sense. All judgements are made in a 5-point scale to capture the

production preference in finer granularity. Details of the experiment are described

in the following subsections.

100 samples of inter-sentential discourse relations are selected from Sections

0,1,23,24 of PDTB, as shown in Table 4.1. The samples contain equal proportions

of the four top categories of relation senses and multi-sense. Half of the samples

are explicit DCs and half are implicit DCs. Also, half of the samples are correctly

classified by the Discourse Marking Model, of the best performing configuration,

and the other half are wrongly classified.

discourse Correct Wrong

relation model model

sense Explicit Implicit Total predictions predictions Total

Comparison 10 10 20 10 10 20

Contingency 10 10 20 10 10 20

Expansion 10 10 20 10 10 20

Temporal 10 10 20 10 10 20

Multi-sense 10 10 20 10 10 20

Total 50 50 100 50 50 100

Table 4.1: Distribution of discourse samples from PDTB used in the sentence

completion task. Same proportion of explicit/implicit relations, relation senses,

and instances that are correctly/wrongly classified by the marking model are

randomly sampled.

Each sample consists of the arguments2 of the discourse relation in question

and the previous and next sentence as context. The DC of the relation, if any, is

replaced by a blank. To guide the subjects to ignore punctuation errors, optional

periods, commas, and capitalized sentence initials are displayed next to the blank.

Subjects are asked to fill in the blank with three choices of DCs or to leave

1This given discourse sense is defined as the ‘correct’ sense in the rest of this paper. Relation
senses other than the ‘correct’ sense are called ‘wrong’ senses.

2Sources of attributions are included but supplementary arguments are excluded.
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it blank. One of the DC choices is ‘correct’ and the other two are ‘wrong’,

unless the relation is annotated with 2 implicit DCs. In the later case, there

are two ‘correct’ choices and one ‘wrong’ choice. The order of the DC options

is randomized. ‘Correct’ DC is the actually occurring explicit DC, if any, or the

annotated implicit DC. ‘Wrong’ DC is a randomly selected DC always used for a

sense different from the ‘correct’ sense at the top level sense hierarchy.

By mean of this simplified sense interpretation task, the subjects are guided to

select the discourse sense to be produced, before they are asked to choose weather

the sense should be expressed explicitly or implicitly. Intuitively, this procedure

is closer to a production scenario. If only the ‘correct’ DC is shown, subjects may

bias to choose the explicit DC since they know it correctly describes the discourse

sense. In the analysis, only judgements in which the ‘correct’ sense is chosen in

the first step are considered. An example of the stimuli is shown in Figure 4.1.

Strictly speaking, these youth are not performing service.

They are giving up no income, deferring no careers, incurring no risk

(./,) (,) T/they believe themselves to be serving, and they begin to

respect themselves (and others), to take control of their lives, to think of the

future.

That is a service to the nation.

(a) but (b) since (c) ultimately (d) leave it blank

Figure 4.1: An example of stimulus shown to the human subjects on the crowd-

sourcing platform.

The explicit DC ‘but’ originally occurs in the corpus data.

Subjects are asked to rate the correctness of each option from a 5-point scale,

namely ‘definitely correct’, ‘probably ok’, ‘cannot tell’, ‘not so good’, and ‘defi-

nitely wrong’. The task instruction explicitly tells the subjects to rate the option

‘(d) leave it blank’ correct, if they think the passage has the same meaning with

/ without their chosen DC.

In the above example, rating of the ‘leave it blank’ option is collected only if

‘(a) but’, the ‘correct’ sense, is rated as either ‘definitely correct’ or ‘probably
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ok’, and is rated higher than options (b) and (c)3. Without any explicit DCs, the

‘correct’ sense may not be obvious if the relation is originally explicit, as in the

example of Figure 4.1. However, the performance of the sense prediction step is

not a focus of this study, and is not comparable to the PDTB annotation since

the comprehension conditions are altered.

Multiple judgements are collected for each sample by crowdsourcing. The pro-

cedure is described in the next subsection.

4.3 Procedure

This experiment is carried out on the CrowdFlower platform4, where judge-

ments are collected by crowdsourcing. In total, 151 English-speaking subjects

are recruited, 99 of which are situated in United States and 52 in United King-

dom. Each subject is awarded USD 0.11 to USD 0.14 for each judgement question

s/he completes (rating of 4 options). The subjects are not told that the task is a

psycholinguistic survey. Figures 4.2 and 4.3 show the exact interface shown to

the subjects as seen on a web browser.

Strategies are employed to exclude spams in the crowdsourced judgements.

First, all the recruited subjects are ‘Level 3 contributors’, which means they have

a record of nearly perfect performance in their previous tasks on the task plat-

form. In addition, 17 ‘test questions’ are randomly inserted in the task questions.

Only judgements by subjects who give valid answers to 75% or more of the ‘test

questions’ are trusted and collected for investigation. 50 trusted judgements per

sample (5000 in total) are collected. On average, 56.7 seconds is spent on each

trusted judgements. Findings from the judgements are analyzed in the next sub-

section.

3In case of multi-sense, the interpretation is considered correct if any of the multiple senses
is rated the highest and positive. On the contrary, if two senses are rated the highest but there
is only one ‘correct’ sense, the interpretation is considered wrong.

4https://www.crowdflower.com/
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Figure 4.2: Task description as seen to subjects on a web browser.
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Figure 4.3: Multiple choice question as seen to subjects on a web browser.
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4.4 Results

The target results of the experiment are the ratings given to the ‘leave it blank’

option of each sample. As explained in the previous subsection, the marking

judgement are considered only if the subject has chosen the ‘correct’ sense in the

sense judgement step. Removing judgements with ‘wrong’ sense interpretation

results in 2618 judgements in total, spanning across 100 samples. The accuracy

of sense interpretation is considerably low. It is because when explicit DCs are

absent, reading of other discourse relations can also be valid. Among the 2618

judgements, 48% are ‘gold’ explicit relations5, and 52% are ‘gold’ implicit rela-

tions.

For easier analysis and reference, the rating labels of the ‘leave it blank’ option

are mapped to a scale of DC marking, as per Table 4.2. Higher marking level

means the subject prefers an explicit DC more than an implicit DC.

Judgement label marking

‘Is it correct to leave it blank?’ level

definitely correct -2

probably ok -1

cannot tell 0

not so good 1

definitely wrong 2

Table 4.2: Mapping of the judgement ratings of the ‘leave it blank’ options to

the marking level of DC chosen by the subjects

4.4.1 Agreement on DC marking among human subjects

Table 4.3 lists the counts of various marking levels chosen by the human sub-

jects. About one-third and over half of the judgements choose marking levels

−2 and −1 respectively, suggesting that an implicit DC is preferred in most of

the cases. In fact, the majority choice of marking level per sample is either −2

and −1 for all the 100 samples, save 1. The averaged proportions of judgements

5Relations that are originally explicit/implicit in the PDTB are referred to as ‘gold’ explicit
and ‘gold’ implicit relations respectively from now on.
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choosing −2 and −1 are 53% and 30% respectively. In other words, for each

sample, 83% of the subjects agree that the sense can be expressed implicitly.

marking ‘Gold’ ‘Gold’

level Explicit Implicit Total

-2 315 437 752 (29%)

-1 711 721 1432 (54%)

0 9 7 16 (1%)

1 117 92 209 (8%)

2 116 93 209 (8%)

Total 1268 (48%) 1350 (52%) 2618 (100%)

Table 4.3: Counts of marking ratings chosen by human subjects. Implicit DCs

are chosen for most judgements.

The distribution of the marking judgments suggests that people generally agree

on the marking level of a given relation. However, irrespective of the relation

sense, an implicit DC is preferred by the majority of the subjects. One possible

explanation is that the choice of marking level −1 (‘probably OK’ to drop the

DC) actually suggests that both explicit and implicit DCs are acceptable. This

accounts for about two-thirds of the total counts of marking level −1 and −2.

The judgements are next compared against the DC actually occurring in PDTB

as well as the model predictions, taking each personal judgement as an individual

sample.

4.4.2 Comparison of human judgments with corpus data

and model predictions

This section presents the comparison between the subjects’ judgements of DC

marking and the choices of explicit/implicit DCs actually occur in PDTB, also

with the predictions made by the Discourse Marking Model. The representative-

ness of the marking choice in PDTB against each instance of human judgement

are examined, instead of the majority vote per sample, which is almost always

‘implicit’ according to the experimental results.

The marking level judgements are mapped to choices of explicit/implicit DCs
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directly. marking levels 1 and 2 are choices of explicit DCs and marking levels

−1 and −2 are choices of implicit DCs6. marking level 0 is considered ‘unknown’.

The comparison is shown in Table 4.4. Originally, the discourse samples are se-

lected such that half of them are correctly predicted by the Discourse Marking

Model and half of them are not. After removing judgements of ‘wrong’ sense

interpretations and counting each judgement individually, 49% of the judgements

are correctly predicted by the model, as shown in Table 4.5. The ‘accuracies’

of different relations senses are shown in Table 4.7, and lastly, the agreement

between the model predictions and each instance of human judgements is shown

in Table 4.6.

Human ‘Gold’ ‘Gold’

Judgements Explicit Implicit Total Precision

Explicit 233 185 418 55%

Unknown 9 7 16 −−−
Implicit 1026 1158 2184 53%

Total 1268 1350 2618

Recall 18% 86% Accuracy 53%

Table 4.4: Comparison of marking judgements by the human subjects against

the ‘gold’ corpus data. The true positives are bolded.

Comparison of Tables 4.4 and 4.5 shows that the human judgements and the

Discourse Marking Model performs similarly in guessing the DC marking prefer-

ence in the corpus data, while the ‘accuracy’ of human judgements outperforms

by 4%. Comparing Tables 4.5 and 4.6, it is observed that the model predic-

tions match more with the human judgements than with the corpus data. About

50% of the human judgements and model predictions match with the corpus data,

while 66% of the model predictions match with the human judgements. However,

these ‘accuracies’ do not reflect the general performance because the distribution

of the samples is not based on the distribution of discourse relations in PDTB.

6Analysis is also carried out by mapping the marking levels to explicit/implicit choices by
comparing the ratings with the ratings given to the ‘correct’ DCs. For example, the choice is
considered ‘unknown’ if the rating for ‘leave it blank’ is positive but not more positive than the
ratings to the ‘correct’ DC. About one-fourth of the implicit choices become ‘unknown’ under
this mapping criteria. Still, the majority vote per sample is ‘implicit’.
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Model ‘Gold’ ‘Gold’

Predictions Explicit Implicit Total Precision

Explicit 296 374 670 44%

Implicit 972 976 1948 50%

Total 1268 1350 2618

Recall 23% 72% Accuracy 49%

Table 4.5: Comparison of automatic prediction by the marking model against

the ‘gold’ corpus data. The true positives are bolded.

Model Subject Subject Subject

Prediction Explicit Implicit Unknown Total Precision

Explicit 109 558 3 670 16%

Implicit 309 1626 13 1948 83%

Total 418 2184 16 2618

Recall 26% 74% — Accuracy 66%

Table 4.6: Comparison of automatic prediction by the marking model against

human judgements. The true positives are bolded.

senses

Comparison Contingency Expansion Temporal multi-sense Overall

Human 56% 49% 52% 45% 58% 53%

Model 48% 50% 53% 44% 50% 49%

Table 4.7: Comparison of ‘accuracy’ of human judgements and model predictions

across relations of various senses.
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Among the 5 categories of senses, human judgements for relations of the ‘Com-

parison’ senses and multi-senses particularly outperform the model predictions.

It is found that most discrepancies come from extra false positives of explicit DCs

predicted by the model for these two senses. A possible explanation is that hu-

mans detect discourse signals in the arguments more accurately than the model,

which relies on an automatic implicit relation classifier. Based on the detected

signals in the arguments, the subjects, but not the model, judge that the relation

can be interpreted correctly without inserting a DC.

4.5 Conclusion

To summarize, the experiment results show that the human subjects generally

favour to use an implicit DC to present a discourse relation. However, looking the

finer ratings of the choice, most subjects only agree that it is ‘probably OK’ to

use an implicit DC, suggesting that both explicit and implicit DCs are acceptable

in about two-third of the cases. On the other hand, the human judgements match

with the corpus data to the similar extent as the model predictions match with

the corpus data. In addition, the model predictions match more with the human

judgements than with the corpus data, further supporting the appropriateness of

the proposed model.
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Chapter 5

A Pragmatic Model for the

Comprehension of Discourse

Relations

Chapter 3 presents the Discourse Marking Model that simulates humans pref-

erence of discourse marking in language production. This chapter extends the

framework to model how humans interpret the sense of a discourse relation.

According to the RSA model, or the Bayesian Pragmatic framework in gen-

eral, speakers prefer an utterance that is informative and not costly to produce.

In turn, listeners emulate the language production process of the speakers, and

expect the speakers to have chosen an informative expression.

Discourse relations have a mixture of semantic and pragmatic properties [138,

73]. The sense of a discourse relation is encoded in the semantics of a DC, yet the

interpretation of polysemic DCs and implicit DCs relies on the pragmatic con-

text. During discourse interpretation, listeners expect speakers to have chosen

an informative discourse marking strategy, as shown in the examples presented

in Chapter 1.

(1a) It was a great movie, but I did not like it.

(1b) It was a great movie. Therefore, I liked it.

(1c) It was a great movie. I liked it.

(1d)* It was a great movie. I did not like it.



The explicit DCs but and therefore are less ambiguous and thus more informa-

tive, but an implicit DCs (Example (1c)) is also informative enough to express

the ‘therefore’ sense – the rational listener emulates that the rational speaker

thinks with this logic and interprets Example (1c) as a causal relation. This

chapter extends the Discourse Marking Model to find out if Bayesian pragmatic

approaches are applicable to human comprehension of discourse relations. The

RSA model is applied in opposite direction to DC interpretation using a discourse-

annotated corpus, the Penn Discourse Treebank. In addition, the proposed model

is integrated with a state-of-the-art automatic discourse parser to improve auto-

matic discourse sense classification. It is hypothesized that the game-theoretic

account of Bayesian pragmatics also applies to human comprehension of the mean-

ing of a DC, which can be ambiguous or even dropped.

The model is explained in in Section 5.1, followed by description of experiments

in Section 5.2 and conclusion in Section 5.3.

5.1 Model

This section explains how the interpretation of discourse relations is modeled

by Bayesian pragmatics, based on the listener model of the RSA model. As

described in Chapter 3, the RSA model describes the speaker and listener as

rational agents who cooperate towards efficient communication. It is composed

of a speaker model (Equation 5.1) and a listener model (Equation 5.2).

PS(w|s, C) ∝ exp(α · U(w; s, C)) (5.1)

PL(s|w,C) ∝ PS(w|s, C)PL(s) (5.2)

The speaker chooses an utterance of high utility, i.e. informative and easy to

produce. The listener infers the speaker’s intended meaning by considering how

likely, s/he thinks, the speaker uses that utterance (PS(w|s, C)). The inference

is also related to the salience of the meaning (PL(s)), a private preference of the

listener.

Theoretically, the speaker and listener emulate the language processing of each

other in unlimited iterations (i.e. the speaker thinks the listener thinks the

speaker thinks..), as shown in Figure 5.1.
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interpretation production

simulate

simulate

Figure 5.1: Unlimited iterations between speakers and listeners.

However, the inference is grounded on literal interpretation of the utterance

due to constraints in lexical semantics. Figure 5.2 illustrates the direction of

pragmatic inference between the speaker and listener in their minds. Pragmatic

listeners/speakers reason for 1 or more levels, but not the literal listener/speaker.

Figure 5.2: Iterative inference grounded on literal interpretation.

Experiments presented in this chapter compare the predictions of the literal

listener (L0), the pragmatic listener who reasons for one level (L1), and the prag-

matic listener who reasons for two levels (L2). Previous works demonstrate that

one level of reasoning is robust in modeling human’s interpretation of scalar im-

plicatures [66, 37].

Specifically, given the DC w and context C in a text, the listener’s interpreted
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relation sense si is the sense that maximizes PL(s|w,C). si is defined as

si = arg max
s∈S

PL(s|w,C) (5.3)

where S is the set of defined relation senses.

The literal listener, L0, interprets a DC directly by its most likely sense in the

context. The probability is estimated by counting the co-occurrences in corpus

data, the PDTB.

PL0(s|w,C) =
count(s, w, C)

count(w,C)
(5.4)

As shown in Figure 5.2, the pragmatic speaker S1 estimates the utility of a DC

by emulating the comprehension of the literal listener L0 (Equation 5.1). The

probability for the pragmatic speaker Sn to use DC w to express meaning s is

estimated as:

PSn(d|s, C) =
exp(lnPLn−1(s|d, C)− cost(d))∑

d′∈D
exp(lnPLn−1(s|d′, C)− cost(d′))

(5.5)

where n ≥ 1. D is the set of annotated DCs, including ‘null ’, which stands for

an implicit DC.

The cost function in Equation 5.5, cost(d), measures the production effort of

the DC. The cost of producing any explicit DC is simply defined by a constant

positive value, which is tuned manually in the experiments. On the other hand,

the production cost for an implicit DC is 0, since no word is produced .

In turn, the pragmatic listener L1 emulates the DC production of the pragmatic

speaker S1 (Eq. 3.1). The probability for the pragmatic listener Ln to assign

meaning s to DC d is estimated as:

PLn(s|d, C) =
PSn(d|s, C)PL(s)∑

s′∈S
PSn(d|s′, C)PL(s′) (5.6)

where n ≥ 1 and S is the set of defined sense. The salience of a relation sense in

Equation 5.6, PL(s), is defined by the frequency of the sense in the corpus.

PL(s) =
count(s)∑

s′∈S
count(s′)

(5.7)
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Lastly, the context variable C is defined by the the immediately previous dis-

course relation to resemble incremental processing. It is hypothesized that certain

patterns of relation transitions are more expected and predictable. Discourse

context in terms of relation sense, relation form (explicit DC or not), and the

sense-form pair are compared in the experiments.

5.2 Experiment

This section describes experiments that evaluate the model against discourse-

annotated corpus. The purpose of the experiments is to answer the following

questions: (1) Can the proposed model explain the sense interpretation (anno-

tation) of the DCs in the corpus? (2) Is the DC interpretation refined by the

context in terms of previous discourse structure? (3) Does the proposed model

help automatic discourse parsing?

Similar to the Discourse Marking Model, the experiment is based on the anno-

tation of PDTB, and samples labelled with ‘No Relation’ are excluded. The rest

of the samples are distinguished between explicit DCs (samples that are labeled

Explicit) and non-explicit DCs (samples that are labeled implicit, alternative lex-

icalization, or same entity).

Since some relation senses occur very sparsely, the original sense labels (42

distinct senses) are mapped into 15 sense labels (first column of Table 5.2), fol-

lowing the mapping convention of the CoNLL shallow discourse parsing shared

task 2015[143]. Sections 2-22 are used as the training set and the rest of the

corpus, Sections 0, 1, 23 and 24, are combined as the test set. Sizes of the data

sets are summarized in Table 5.1.

Train Test Total
Sec.2-22 Sec.23 Sec.0,1,24

Explicit 15,402 3,057 18,459
Non-Exp 18,569 3,318 21,887

Total 33,971 6,375 40,346

Table 5.1: Sample count per data set
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discourse parser P ′
L1

test

relation sense tags output output counts

Conjunction .7022 .7079 1479

Contrast .7382 .7152 1152

Entity .5174 .5249 862

Reason .4844 .5105 661

Restatement .2773 .2871 567

Result .4019 .4150 405

Instantiation .4346 .4357 282

Synchrony .6553 .7007 264

Condition .9087 .9302 238

Succession .7022 .7210 204

Precedence .7523 .7762 200

Concession .3048 .4382 146

Chosen alternative .5000 .5200 36

Alternative .8421 .8929 28

Exception 1.00 1.00 1

Accuracy / Total .5833 .5916 6525

Table 5.2: F1 scores of original parser output vs parser output modified with P ′
L1
.

Higher scores are bolded. The improvement in accuracy is significant at p < 0.05

by McNemar Test.

The sum 6525 does not match with Table 5.1 as samples labeled with 2 senses are

double counted. Multi-sense training samples are splitted into multiple samples,

each labelled with one of the senses. In testing, a prediction is considered correct

if it matches with one of the multiple senses.
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5.2.1 Does RSA explain DC interpretation?

The RSA model argues that a rational listener does not just stick to the lit-

eral meaning of an utterance. S/he should reason about how likely the speaker

will use that utterance, in the current context, based on the informativeness and

production effort of the utterance. If the RSA model explains DC interpretation

as well, discourse sense predictions made by the pragmatic listeners should out-

perform predictions by the literal listener.

In this experiment, the DC interpretation by the literal listener L0 is compared

with that of the pragmatic listeners L1 and L2. Given a DC d and the discourse

context C for each test instance, the relation sense is deduced by maximizing the

probability estimate PL(s|w,C). PL0(s|w,C) is simply based on co-occurrences

in the training data (Eq. 5.4). PL1(s|w,C) and PL2(s|w,C) are calculated by Eq.

5.5 and 5.6, in which the salience of each sense is also extracted from the training

data (Eq. 5.7).

context C Explicit Non-Explicit

L0 constant (BL) .8767 .2616

prev. form .8754 .2616

prev. sense .8727 .2507

form-sense .8684 .2692

L1 constant .8853* .2616

prev. form .8830 .2616

prev. sense .8671 .2698*

form-sense .8621 .2671

L2 constant .8853* .2616

prev. form .8830 .2616

prev. sense .8671 .2616

form-sense .8621 .2616

Table 5.3: Accuracy of prediction by L0, L1 and L2. Improvements above the

baseline are bolded. * means significant at p < 0.02 by McNemar Test.

Table 5.3 shows the accuracy of discourse sense prediction by listeners L0, L1

and L2, when provided with various discourse contexts. Predictions by L1, when
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they are differ from the predictions by L0 under ‘constant’ context, are more ac-

curate than expected by chance. This provides support that the RSA framework

models DC interpretation. Overall, predictions of non-implicit senses hardly dif-

fer among different models, since an implicit DC is much less informative than an

explicit DC. Moreover, previous relation senses or forms do not improve the ac-

curacy, suggesting that a more generalized formulation of contextual information

is required to refine discourse understanding. It is also observed that predictions

by L2 are mostly the same as L1. This implies that the listener is unlikely to

emulate speaker’s production iteratively at deeper levels as in Figure 5.2.

5.2.2 Insights on automatic discourse parsing

Next experiment investigates the proposed method helps automatic discourse

sense classification. A full discourse parser typically consists of a pipeline of clas-

sifiers: explicit and implicit DCs are first classified and then processed separately

by 2 classifiers [143]. On the contrary, the pragmatic listener of the RSA model

considers if the speaker would prefer a particular DC, explicit or implicit, when

expressing the intended sense.

In this experiment, the output of an automatic discourse parser is integrated

with the probability prediction by the pragmatic listener L1. As in the argument

informativeness component of the Discourse Marking Model, the winning parser

of the CONLL shared task [139] is used. The parser is also trained on Sections

2-22 of PDTB, and thus does not overlap with the test set.

For each test sample, the parser outputs a probability estimate for each sense.

These estimates are used to replace the salience measure (PL(s)) (in Eq. 5.7)

and deduce P ′
L1
(s|w,C), where C is the previous relation form.

P ′
L1
(s|w,C) =

PS1(w|s, C)Pparser(s)∑
s′∈S

PS1(w|s′, C)Pparser(s′)
(5.8)

Table 5.2 compares the performance of the original parser output and the

prediction based on P ′
L1
. Significant improvement in classification accuracy is

achieved and the F1 scores for most senses are improved. This confirms the

application potential of information-theoretic approach on automatic discourse

parsing.
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5.3 Conclusion

This chapter applies the Bayesian pragmatic framework, in opposite direction

to the Discourse Marking Model in Chapter 3, to model the interpretation of

discourse relations. Experimental results support the applicability of the Bayesian

framework on human DC comprehension, that listeners emulate speakers’ choice

of discourse marking during interpretation. A variation of the experiment also

demonstrates the applicability on automatic discourse parsing.

******

The finding in this chapter concludes our understanding of discourse relation

marking from the perspective of human language processing, which is the theme

of the first half of this dissertation. The second half of the dissertation investi-

gates the marking of discourse relation from a cross-lingual perspective, in the

application of machine translation.
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Chapter 6

Cross-lingual annotation of

discourse relations

The second half of this dissertation examines the discourse marking in trans-

lation, which can be viewed as language production in a cross-lingual setting.

Strategies to represent discourse relations vary across languages. It is thus a

challenging task to correctly translate discourse relations.

In particular, the translation of implicit discourse relations is a noticeable prob-

lem when translation from Chinese since implicit discourse relations are abundant

in Chinese. According to the statistics of PDTB and the Chinese Discourse Tree-

bank (CDTB), the propotion of implicit DCs in Chinese is signifantly higher

than that in English, as shown in Figure 6.1. This implies that certain Chinese

implicit DCs are translated to explicit DCs in English. In fact, explicitating dis-

course relations when translating from Chinese to English is a popular technique

used among human translators, but not exploited in current MT system.

A reasonable attempt to learn discourse-relation-aware translation rules is a

knowledge-based approach based on an annotated corpus. This chapter describe

an effort to annotate discourse relation on the Chinese side and cross-lingually

aligning the relations in a Chinese-English translation corpus. Motivated by the

characteristics of long Chinese sentences with multiple discourse segments, a novel

scheme is proposed to annotate Chinese discourse in sequence instead of the tra-

ditional hierarchical structure.

The sequential annotation on the source Chinese corpus is presented in Section

6.1. This is followed by the description of the strategy to align of DCs from Chi-

nese to English in Section 6.2. The annotation statistics are analyzed in Section



English (PDTB)

Others 
15%

Implicit 
40%

Explicit 
45%

Chinese (CDTB)

Implicit 
76%

Explicit 
22%

Figure 6.1: Proportions of explicit and implicit DCs as annotated in the PDTB

and the CDTB.

6.3, followed by the conclusion in Section 6.4.

6.1 Sequential annotation of Chinese discourse

This section proposes a linguistically driven approach to represent discourse

relations in Chinese text as sequences. An annotation effort on 325 articles in the

Chinese Treebank is conducted. It is observed that certain surface characteristics

of Chinese texts, such as the order of clauses, are overt markers of discourse

structures, yet existing annotation proposals adapted from formalism constructed

for English do not fully incorporate these characteristics.

Section 6.1.1 summarizes the characteristics of Chinese discourse that motivate

the design of the annotation scheme, which is described in Section 6.1.2. Lastly,

Section 6.1.3 demonstrates an end-to-end discourse chunker is built using this

annotation, based on a cascade of classifiers to demonstrate that the annotation

is consistent and machine-learnable.
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6.1.1 Characteristics of Chinese discourse

Interpretation of discourse relations, as of other linguistic structures, is subject

to the surface form of the text. It is noticed that Chinese discourse structures

are expressed by certain surface features that do not exist in English.

Paratatic sentence structure

Chinese sentences are sequences of clauses, typically separated by punctua-

tions, and complex Chinese sentences can be as long as paragraphs. This is

known as paratatic sentence structure, which are used to represent the tempo-

ral or reasoning order or related events, or simply to achieve consistent rhythmic

patterns. In contrast, syntactical constraint is prominent in English and this kind

of ‘paratactic’ structures only occur as occasional rhetorical measures.

Each punctuation-separated segment of this kind of ‘running sentence’ can be

considered as an discourse units [146, 154, 76, 102]. On the other hand, discourse

structure provides clues to split the source sentence. It is because some DCs only

relate discourse units within the same sentences (e.g. ’but’, ‘because’ ) while some

only relate with the previous sentence (e.g. ‘however’, ‘in addition’ ).In addition,

above the clause level, Chinese sentences (marked by the period ‘ ’) are larger

units of discourse [19]. When presented with texts where periods and commas are

removed, native Chinese speakers disagree with where to restore them [12]. The

actual sentence segmentation of the text thus represents the spans of discourse

arguments intended by the writer and should be taken into account.

Therefore, translation in units of sentences is thus not always preferable in

Chinese-English translation. In current SMT models, however, sentence splitting

is the result of the language model or translation rules containing periods or

sentence initial markers. A long Chinese sentence is typically translated to one

English sentence with ‘comma splices’ (ungrammatical commas between complete

sentences without connecting by conjunctions).

Abundant implicit DCs and paired DCs

On top of ambiguous discourse connectives as in other languages, Chinese doc-

uments contain abundant implicit connectives. In particular, the sequence of

clauses in a long complex sentence is usually separated by commas alone without
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explicit connectives.

Annotation statistics of in Chinese and English monolingual corpora reveal that

the distribution of explicit and implicit DCs are largely different between the two

languages. In particular, Chinese discourse units are typically clauses separated

by commas, so DCs are often implicit. Explicit and implicit DCs account for 45%

and 40% of the DCs annotated in the Penn Discourse Treebank (PDTB) [113]

respectively, while in the Chinese Discourse Treebank (CDTB), they account for

22% and 76% respectively [155].

In the annotation procedure of PDTB, implicit DCs are annotated only be-

tween sentences, after all explicit DCs are annotated. Since implicit DCs in

Chinese also occur within a sentence, it is more effective to annotate both types

in one procedure.

In addition, parallel DCs are frequent in Chinese discourse, yet usually either

one DC of the pair occurs to signify the same relation [152]. For example, (1)

and (2) are grammatical alternatives to (1).

(1) 虽 (suiran, although) Arg1 , (danshi, but) Arg2 .

(2) Arg1 , (danshi, but) Arg2 .

Instead of viewing ‘虽 (suiran, although) - (danshi, but)’ as a pair of

parallel DCs, they can be regarded individually as a forward-linking (fw-linking)

DC and a backing linking (bw-linking) DC. A fw-linking DC relates its attached

discourse unit to a later coming unit, while a bw-linking DC relates its attached

discourse unit to a previous unit.

Findings in linguistic studies also show that fw-linking DCs only link discourse

units within the sentence boundary. On the other hand, bw-linking DCs can link

a discourse unit to a preceding unit within or outside the sentence boundary,

except when it is paired with a fw-linking DC [26].

Word order

Syntactical structure is presented by word order in Chinese - so is discourse.

While the Arg1 can occur before or after Arg2 in English, arguments predom-

inantly occur in fixed order in Chinese, depending on the logical relation. For

example, the same concession relation can be expressed by both constructions (3)

and (4) in English, but only construction (3) is acceptable in Chinese.
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(3) 虽 (suiran, although) Arg2 , Arg1 .

(4) Arg1 , 虽 (suiran ,although) Arg2 .

According to Chinese linguistics, adjunct clauses and discourse adverbials al-

ways precede the main clauses [33, 20]. The clauses are semantically arranged

in a topic-comment sequence following the writer’s conceptual mind [132, 12].

When the arguments are not arranged in the standard order, the sense of the DC

is altered.

For example, when ‘虽 ’ (suiran, although’ is used in construction (2), it repre-

sents an ‘expansion’ relation [49]. Exceptional‘inversion’ of the order is explained

in linguistic literature as ‘supplementary materials’ or ‘after thoughts’ in spon-

taneous speech or stylistic highlights in westernized writing [26, 77]. Therefore,

discourse relations should be defined given the order of the arguments, instead of

annotating Arg1 and Arg2.

[154] defines Arg1 and Arg2 by their semantics, such as Arg1 for ‘reason’ and

Arg2 for ‘result’ in a causal relation. In the resulting Chinese Discourse TreeBank

0.5 (CDTB 0.5), only 2.7% of the relations have Arg2 preceding Arg1.

To summarize, in contrast with the ambiguous arguments in English, punctu-

ations and limitations on DC usage actually mark certain discourse structure in

Chinese. An annotation scheme described in the next section is designed based

on these characteristics.

6.1.2 Annotation scheme

This section describes an annotation scheme that follows the natural discourse

chains in Chinese] According to the scheme, discourse structure is annotated as

a sequence of alternating arguments and DCs. This section highlights the main

differences of the proposed scheme compared with other frameworks.

Arguments

The main difference of this annotation scheme is that the the order of the argu-

ments for each DC is defined by default. Each clause separated by punctuations

except quotation marks is treated as a candidate argument. Clauses that do not

71



function as discourse units are classified into 3 types - attribution, optional punc-

tuation and non-discourse adverbial.

Since the arguments of a particular discourse relation occur in fixed order and

are always adjacent, each argument is related to the immediately preceding ar-

gument by a bw-linking DC. In turn, the DC in the first clause of a sentence

links the sentence to the previous one, preserving the 2 layer structure denoted

by punctuations. An implicit bw-linking DC is inserted if the clause does not

contain an explicit DC.

Another characteristic of this annotation effort is that ‘parallel DCs’ are anno-

tated separately as one fw-linking DC and one bw-linking DC. Implicit bw-linking

DCs are inserted , if possible, even the relation is already marked by a fw-linking

DC in the previous argument1.

In other words, duplicated annotation of one relation is allowed. This helps cre-

ate more valid samples to capture various combinations of Chinese DCs. When

an argument spans more than one discourse units, a fw-linking DC is used to

mark the start of the span. Similarly, an implicit DC is inserted if necessary.

Connectives

There is a large variety of DCs in Chinese and their syntactical categories are

controversial. [49] reports a lexicon of 808 DCs, 359 of which are found in the

data. Since many DCs signal the same relation, the proposed approach adopts a

functionalist approach to label DC senses.

In the current approach, a DC does not limit to any syntactical category. An-

notators are asked to perform a linguistic test by replacing a candidate expression

with an unambiguous and preferably frequent DC of similar sense, which is named

a ‘fine sense’ of DC. If the replacement is acceptable, then the expression is iden-

tified as a DC and the sense is categorized under the ‘fine sense’.

For example, ‘ 为’ and ‘ 别 ’ (youwei, tebieshi, in particular / especially)

are categorized under ‘ ’ (youqi, in particular), if the annotator agrees that

they are interchangeable in the context. Based on the assigned ‘fine sense’, each

DC instant is categorized into the 4 ‘coarse senses’ defined in PDTB: contingency,

comparison, temporal, and expansion.

1Temporal relations are often marked by one fw-linking DC alone and it is not acceptable
to insert an implicit bw-linking DC. In this case, the ’redundant’ tag is used.
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The discourse and syntactical limitations of the DCs are considered in the re-

placeability test. For example, the following pairs are not labeled the same ‘fine

sense’ even the signaled discourse relation is the same:

• Fw v.s. bw-linking DCs:

虽 (suiran, although), (danshi, but)

• Cause-result v.s. result-cause order:

为... ... (yinwei...suoyi..., because...therefore...) and

... 为... (zhisuoyi...shiyinwei..., the reason why...is because...)

The two pairs are treated as four different DCs.

• Placed before v.s. after subject:

(Que but) and (danshi but)

The list of ‘fine senses’ is not pre-defined but is constructed in the course

of annotation; an expression is registered as another ‘fine sense’ if it cannot be

replaced. Note that expressions that are considered as ’alternative lexicalizations’

in PDTB or CDTB are also categorized as explicit connectives, if they pass the

replaceability test. Otherwise, an implicit DC, chosen from the list of ‘fine senses’,

is inserted.

Annotation results

Materials of the corpus are raw texts of 325 articles (2353 sentences) from the

Chinese Treebank [102] The annotation is carried out by the MAE annotation

tool [131]. Errors that affect the annotation process, namely punctuation errors

that lead to wrong segmentation, have been corrected. The annotation is openly

released with mapping to the Chinese Treebank2.

227 DCs are identified in the data, of which 66 are fw-linking DCs. The DCs

are categorized into 74 ‘fine senses’ and 22 have ambiguous senses (labelled with

more than one ‘fine senses’). The distribution of the tags is shown in Table 6.1.

Note that some of the ‘implicit’ relations defined belongs to ‘explicit’ in other

annotation schemes since ‘double annotation’ occurs in the current annotation

effort.

2http://cl.naist.jp/nldata/zhendisco/
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contingency comparison temporal expansion total

Explicit 380 248 521 683 1832

Implicit 1551 446 164 3022 5183

adverbial attribution optional

punctuation total

Non-discourse 630 783 336 1749

Table 6.1: Distribution of various tags in the annotated corpus

6.1.3 End-to-end discourse chunker

The proposed linguistically driven annotation of discourse structure takes the

surface discourse features as ground truth. In particular, discourse relations are

defined based on default argument order and span. To demonstrate its learnabil-

ity, a discourse chunker is designed in the form of a classifier cascade as used in

English discourse parsing [79]. Features are extracted from the default arguments

of each relation. The accuracy of each component and the overall accuracy of the

final output are evaluated, based on classification up to the 4 main senses.

The pipeline consists of 5 classifiers, as shown in Figure 6.2, each of which is

trained with the relevant samples, e.g. only arguments annotated with explicit

DCs are used to train the explicit DC classifier. 289 and 36 articles are used as

training and testing data respectively.

Features include lexical and syntactical features (bag of words, bag of POS,

word pairs and production rules) that have been used in classifying implicit En-

glish DCs [108, 79], and probability distribution of senses for explicit DC classifi-

cation. The extraction of features is based on automatic parsing by the Stanford

Parser [72]. The surrounding discourse relations are also used as features, based

on the hypothesis that certain relation sequences are more likely than others. The

classifiers are trained by SVM with a linear kernel using the LIBSVM package[18].

Table 6.2 shows the accuracies of individual classifiers tested on relevant samples.

Results based on predictions by the most frequent class are listed as baseline

(BL). As expected, implicit relations (IMP) are much harder to classify than

explicit relations (EXP). The classification result of non-discourse-unit segments

(Non-dis or not) is similar to the preliminary report of [76](averaged F1 88.8,

accuracy 89.0%).

The classifiers are then run from Steps 1-5. After Step 1, identified non-
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Figure 6.2: Cascade of discourse relation classifiers.

discourse-unit segments are joined as one argument and features are updated.

The discourse context features are also updated after each step based on last

classifier’s output. The tag of a fw-linking DC is switched to the next segment,

as a relation connecting the next segment to the current one. The current seg-

ment is thus passed to the implicit classifier, given that there is not any bw-linking

DCs.

For applications that need discourse, it may not be necessary to distinguish

between explicit and implicit relations. Thus, the outputs of the explicit and

implicit classifiers are combined when evaluating the end-to-end outputs. Specif-

ically, the pipeline outputs one of the 4 discourse senses or ‘non-discourse-unit’

across a segment boundary, while the reference can be more than one, since du-

plicated annotation is allowed. The system prediction is considered correct if it

75



Step classifiers Test F1/Acc BL F1/Acc

1 Non-dis or not .91/.94 .44/.80

2 EXP identifier .92/.93 .39/.65

3 EXP 4 senses .90/.92 .15/.58

4 Non-dis 3 types .86/.88 .17/.35

5 IMP 4 senses .41/.61 .18/.58

Table 6.2: Accuracies of individual classifiers on ’gold’ test samples. F1 is the

average of the F1 for each class.

is included in the gold tag set. The combined outputs are evaluated in terms of

accuracy.

Table 6.3 shows the classification accuracies evaluated by the above principle

under different error propagation settings. For example, given gold identification

of non-discourse segments (Step 1) and explicit DC classifier (Step 2), classifi-

cation of the 4 main explicit sense reaches accuracy of 0.854, but is dropped to

0.800 if step 1 and step 2 are automatic3. After step 2, the evaluation checks

if the segment is correctly classified to one of the 3 types (exp/imp/non-dis).

Steps 3-5 refer to the accuracies when counting only the subset of explicit, non-

discourse-unit and implicit relations respectively, determined according to gold

annotations.

It is observed that errors are generally propagated along the pipeline. Similar

to the finding in English [108], the discourse context as predicted by earlier clas-

sifiers does not affect the later steps - the results are the same based on gold or

automatic outputs. The end-to-end accuracy of the proposed pipeline is 65.7%

and the baseline (classify all as ‘expansion’) is 50.0%.

Finally, different variations of the pipeline are compared, as shown in Table

6.4. The best result (70.1% accuracy), is obtained by classifying implicit DCs and

non-discourse units in one step. For comaprison, Huang and Chen [50] reports

an accuracy of 88.28% on 4-way classification of inter-sentential discourse senses,

and Huang and Chen [51] reports an accuracy of 81.63% on 2-way classification

of intra-sentential contingency vs comparison senses.

3Note that the results under the complete gold settings do not necessarily echo the results
of the individual components, where duplicated outputs are counted individually.
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Accuracies

non-disexp/impexplicitnon-disimplicit over

or not /non-dis senses types senses -all

Step 2-way 3-way 4-way 3-way 4-way 5-way

4 Gold Gold Gold Gold .670 .706

3 Gold Gold Gold .879 .670 .706

2 Gold Gold .854 .879 .670 .703

1 Gold .888 .800 .865 .665 .697

- .862 .847 .800 .836 .657 .657

Table 6.3: Accuracies at each stage under different error propagation settings.

Pipeline variations Overall 5-way acc.

steps 1-5 .657

combine steps 1-5 .549

switch steps 1 & 2 .697

switch steps 1 & 2 + combine steps 4&5 .701

Table 6.4: 5-way accuracies of modified pipelines

To summarize, the sequential annotation is learnable. In addtion, the result

is much degraded if one 5-way classifier is trained to classify all relations. This

shows that explicit and implicit DCs ought to be treated separately, even though

we do not concern about distinguishing them in the final output.

6.2 Alignments of discourse connectives

To investigate how DCs are translated from Chinese to English, the source

Chinese DCs are aligned to their translations on a parallel corpus. The target

DCs are also annotated with their nature and senses. This section describes

the strategy and findings of this annotation. As mentioned in the last section,

the corpus comes from 325 newswire articles (2353 sentences) of the the Chinese

Treebank, which are actually the 325 articles with English translation [102, 11].
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Using the translation spotting technique [91], both the explicit and DCs are

aligned cross-lingually. Annotation is carried out on the raw texts. The explicit

and implicit labels used on the source annotation are also used to tag the tar-

get English texts. In addition, two other labels are used in the cross-lingual

annotation, as defined in the following:

• Redundant: The ‘redundant’ tag is used when it is not grammatically

acceptable to insert an implicit DC. Typically, it is annotated on either side

of a DC alignment. For example, either half of a pair of parallel Chinese

DCs (e.g.‘ 为’because...‘ ’therefore) is aligned to ‘redundant’, as it is

not grammatical to use both DCs in English. The tag is also used on the

Chinese side when a bw-linking DC cannot be inserted, typically for the

temporal relation.

• AltLex: ‘AltLex’ refers to the ‘Alternative lexicalization’ of a discourse

relation that cannot be isolated from context as an explicit DC, e.g. ‘it was

followed by ’ for a Temporal relation. Prepositions that mark discourse rela-

tions are also labeled ‘AltLex’, such as ‘through’ for a Contingency relation.

This label is defined on English side only.

The discourse sense annotation and DC alignment are carried out at one pass

by below procedure:

1. Explicit DCs are identified in the source Chinese sentence, and labeled with

sense tags.

2. The English translation of the DC is spotted, aligned to the Chinese DC

and labeled with sense tags.

3. If the Chinese DC is not translated to an English DC, the annotator first

looks for ‘Alt-Lex’. If no ‘AltLex’ can be identified, an implicit DC is

inserted. If insertion is not grammatical, the DC is aligned to ‘redundant’.

4. On the Chinese side of the corpus, implicit DCs are inserted between two

discourse units if they are not related by an explicit DC. Each component

of a paired DC is treated independently: when only half of a paired DC

occurs explicitly, the other half is inserted as an implicit DC. The implicit

DC is aligned following the strategy in Step 3.
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5. Any explicit DCs on the English side that are not aligned are identified.

Further implicit DCs are inserted to the Chinese side for alignment. If

insertion of implicit DCs is ungrammatical, they are aligned to ‘redundant’.

Each pair of aligned DCs are thus tagged with 8 labels. The meaning of the

nature labels are summarized in Table 6.5, and some annotation examples are

shown below.

Example 1� �
须对 业进 , [1] 强 竞

China must implement reforms on state-owned enterprises so as to [1] improve its
own competitiveness. .

Chinese English

[1]nature: implicit explicit
actual DC: nil so as to
fine sense: in order to
coarse sense: Contingency Contingency

� �
Example 2� �
[1] 资项 减 , [2] 资 额 [3]

亿

[1] The number of investment projects dropped by 444 as compared with last year,

but [2] the value of investments [3] rose by more than 130 million as compared

with last year.
Chinese English

[1]nature: implicit implicit
actual DC: nil nil
fine sense: 实 in fact
coarse sense: Expansion Expansion

[2]nature: explicit explicit
actual DC: but
fine sense: but
coarse sense: Comparison Comparison

[3]nature: explicit redundant
actual DC: nil
fine sense: nil
coarse sense: Comparison nil

� �
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Nature tags for aligned ‘DC’

Chinese English

Explicit Explicit explicit DC identified

Implicit Implicit implicit DC insertable

- AltLex expressions alternative to DC

Redundant Redundant ungrammatical to insert DC

Nature tags for Non-EDU Chinese segments

Attribution source of attribution

Adverbial adverbial initialized

Optional optional comma for a rhythmic pause

Table 6.5: Tags for Chi-Eng DC annotations

6.3 Corpus analysis

In total, 7266 pairs of discourse relations are aligned. 227 Chinese and 152

English DCs, and 74 Chinese and 75 English fine senses are identified.

Table 6.6 shows the number of unique DCs and fine senses that are identified

in the annotation process. A smaller variety of DCs are used in the English

translation than the Chinese source. The number of fine senses recognized in

implicit DCs is smaller than that of explicit DCs, implying that some fine senses

are only expressed explicitly.

Table 6.7 and 6.8 shows the distribution of coarse DC senses on the two sides

of the corpus respectively. Similar to the findings in PDTB and CDTB, there are

more implicit DCs than explicit DCs on the Chinese side but they are of similar

proportion in English.

Comparison, Contingency, and Expansion relations are more often expressed

by implicit DCs than explicit DCs in Chinese. On the other hand, Contingency

and Expansion relations are more often expressed by implicit DCs than explicit

DCs in English. Similar tendency is found in the PDTB. In CDTB, among the 9

coarse senses, Causation, Entailment, Expansion and Conjunction relations are

more often implicit than explicit.
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Exp.COM CON EXP TEM Total

Chi. 30(11) 63(18) 72(26) 62(19) 227(74)

Eng. 20(11) 41(13) 55(23) 40(14) 156(61)

Imp.COM CON EXP TEM Total

Chi. −(9) −(15) −(17) −(13) −(54)

Eng. −(7) −(11) −(12) −(9) −(39)

Table 6.6: DCs and DC fine senses (in brackets)

DCs and fine senses that have multiple course senses are counted as different

DCs/senses. (If counted only once, the total numbers of unique DCs and DC

fine senses (in brackets) are: explicit-Chinese: 200(70); explicit-English: 139(56);

implicit-Chinese: (52); implicit-English: (38))

Chinese Explicit Implicit Total

Comparison 248 (36%) 446 (64%) 694 (9.9%)

Contingency 379 (20%) 1551 (80%) 1930 (27.5%)

Expansion 683 (18%) 3022 (82%) 3705 (52.8%)

Temporal 522 (76%) 165 (24%) 687 (9.8%)

Total 1832 (26%) 5184 (74%) 7016

Table 6.7: Proportion of various DCs per coarse sense. On top of above, there

are 250‘redundant’ cases.

English. Explicit Implicit AltLex Total

Comparison 287 (51%) 274 (48%) 6 (1%) 567 (9.3%)

Contingency 308 (25%) 584 (47%) 338 (27%) 1230 (20.3%)

Expansion 1545 (42%) 1927 (52%) 218 (6%) 3690 (60.8%)

Temporal 408 (70%) 108 (19%) 63 (11%) 579 (9.5%)

Total 2548 (42%) 2893 (48%) 625 (10%) 6066

Table 6.8: Proportion of various DCs per coarse sense. On top of above, there

are 1200 ‘redundant’ cases.
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Table 6.9 shows the number of alignments between discourse relations of differ-

ent nature. Among the 5184 implicit DCs in Chinese, about 70% are not explicitly

translated in English (2812 aligned to implicit DCs and 775 to ‘redundant’). The

rest 30% are translated to explicit DCs or other explicit lexicalization in English.

The crosslingual alignment of discourse senses will be further examined in in Sec-

tion 7.3.2 of Chapter 7.

English / Chinese Explicit Implicit Redundant Total

Explicit 1332 1193 23 2548

Implicit 81 2812 0 2893

Redundant 198 775 227 1200

AltLex 221 404 0 625

Total 1832 5184 250 7266

Table 6.9: Number of alignments between discourse relations of different nature

6.4 Conclusion

This chapter presents a novel scheme to annotate Chinese discourse structure

in sequence and to align 7266 discourse relations of different nature from Chinese

to English in a translation corpora. The statistics shows the divergence in DC

usage between Chinese and English. It suggests that certain implicit Chinese DCs

are explicitated in the English translation. To correctly model the translation of

implicit relations, do we need a discourse parser that classifies an implicit source

DC to its fine sense or coarse sense? Or will SMT robustly handle implicit-to-

explicit DC translation without any discourse preprocessing? We seek to answer

these questions in the next chapter.
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Chapter 7

Machine Translation of Implicit

Discourse Relations

Using the annotated resource presented in the Chapter 6, this chapter inves-

tigates how discourse relations should be tackled in MT systems, in particular,

how implicit discourse relations should be translated from Chinese to English.

The corpus analysis in Chapter 6 reports that the marking of discourse re-

lations varies largely between Chinese and English languages. Comparing with

other language pairs, such as Arabic and English, it is found that discourse fac-

tors impact MT quality more in Chinese-to-English translation, especially when

translating discourse relations that are expressed implicitly in one language but

explicitly in the other [74].

When translating from Chinese to English, implicit DCs are explicitated when

necessary. For example, a causal relation can be inferred between the 2 clauses

of the Chinese sentence below. In the English translation, the 2 clauses should

be connected by an explicit DC, such as ‘thus’.

(1) 1[ 增长] ,

export grows rapidly
2[ 为 动经济增长 ]

become important strength in promoting the economy to grow.

An open question in discourse for SMT is how best to handle cases where DCs

are implicit in the source (e.g. Chinese) but explicit in the target (e.g. English).

This chapter investigates how implicit DCs are translated in a translation corpus,

and if explicitating implicit DCs in the source can improve MT.



With an automatic discourse parser, a discourse-tree-to-string translation model

can be built. Nonetheless, state-of-the-art accuracy of implicit discourse sense

classification is still low for downstream application. To examine the MT of im-

plicit relations without bias on discourse parsing performance, oracle experiments

are designed to evaluate the MT of implicit DCs assuming that the gold discourse

sense is given.

The experiment setting is explained in Section 7.1, followed by results and anal-

ysis in Sections 7.2 and 7.3. A conclusion of this chapter is drawn in Section 7.4.

7.1 Methodology

In the cross-lingual annotation, implicit DCs senses are defined by DCs that

are identified during explicit DC annotation. In other words, the implicit DCs

are represented by explicit DC that acturally occur in Chinese discourse. It

is hypothesized that explicitating implicit DCs in the source based on manual

annotation will improve implicit-to-explicit DC translations and thus the overall

MT result.

Hence, the annotated corpus is used as the test set for the MT experiments.

The source input is preprocessed based on the manual DC annotations. A number

of variations of the preprocess are compared:

• Implicit fine sense : The annotated lexicalized fine sense is inserted to

the source text. For example, referring to Example 2 in Section 6.2, ‘ 实

(‘in fact’) ’ is inserted at position [1] in the source sentence.

• Implicit coarse sense: Classification up to the coarse discourse sense

could be helpful enough to translate the implicit DCs. The most frequent

fine sense of the annotated coarse sense is inserted to the source text1.

Referring to the same example, ‘ ’ (‘and’) is inserted at position [1]

because it is the most frequent fine sense under the coarse sense Expansion.

• Most explicitated DCs : According to findings in translation studies,

explicitation of DCs is DC-dependent [157]. The input source text is thus

1The top frequent DCs per coarse sense for Expansion, Comparison, Contingency and Tem-
poral relations are ‘ ’ (‘and’), ‘ ’ (‘but’), ‘ ’ (‘then’), and ‘ ’ (‘thus’) respectively.
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preprocessed by explicitating only the N most frequently explicitated im-

plicit DCs (implicit in source but explicit in target) according to the manual

annotation2. Referring to the same example, no DC is inserted at position

[1] because the annotated fine sense ‘ 实’ (‘in fact’) is not within the top

four.

• Same DC for all implicit relations: To evaluate the effect of inserting

explicit DCs to the source text independent of the discourse sense, the most

frequently explicited DC, ‘ ’ (‘and’) are homogenrously inserted to all

positions where an implicit DC is annotated in the source text. Therefore,

‘ ’ is inserted to position [1] of both Example 1 and Example 2 in

Section 6.2 under this setting.

Four kinds of preprocessing are compared to see what kind of explication of

implicit DCs could improve MT. For each of the 4 kinds of preprocessing, there is

also an additional variant ‘implicit-to-explicit only’ (imp-exp), which restrictively

explicitate only those DCs that are actually aligned to explicit target DCs. This

is to evaluate the importance of identifying which implicit DC has to be explicitly

translated. Referring to Example 2, no DC is inserted to position [1] since it is

not an ‘implicit-to-implicit’ alignment. These various versions of source texts are

decoded by SMT systems.

Baseline MT systems are trained with 2.5 million sentences of bitexts through

the LDC3, including newswire, broadcast news and law genres. To see if there is

any bias of DC translation to certain framework, three types of SMT systems are

built with default settings: a phrase-based model and a hierarchical model using

MOSES [64], and a tree-to-string model using TRAVATAR [97]. All models use

a 5-gram language model trained on the English Gigaword [104] and are tuned by

MERT [99]. GIZA++ [100] is used for automatic word alignment and the Stanford

Parser [72] to parse the source text for tree-to-string MT training. Tuning and

testing with the newswire portions of OpenMT08 and OpenMT06 respectively,

the phrase-based, Hiero and tree-to-string systems yield BLEU scores of 26.7,

26.1 and 20.4 respectively, evaluating against 4 reference translations.

These SMT models are used to translate the source text in which implicit DCs

2The 4 most often explicitated fine senses are used, which are ‘ ’ (‘and’), ‘ ’ (‘whearas’),
‘ ’ (‘and’), ‘ ’ (‘also’).

3LDC2004T08, LDC2005E47, LDC2005T06, LDC2007T23, LDC2008T08, LDC2008T18,
LDC2012T16, LDC2012T20, LDC2014T04, LDC2014T11, LDC2014T15
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are explicitated by the methods described above in this section. 1178 sentences

and 1175 sentences of the manually annotated parallel corpus are used as the

tuning and test sets respectively. The systems are tuned with the tuning set

preprocessed by the implicit fine sense method.

Note that the SMT training data is not discourse annotated and thus the

translation models are not trained with any discourse markups. Nonetheless, the

source side of the training data contains abundant examples of both implicit and

explicit DCs. It is believed that the translation model will contain translation

rules for both natures. The question is whether explicitating implicit DC senses

in the source input will the improve final performance.

7.2 Results

Figure 7.1 shows the BLEU and METEOR scores of the SMT outputs resulting

from various preprocessed test sets. Explicitation of implicit DCs in the source

input generally results in evaluation scores comparable to that of the unprocessed

input. Similar results are produced by the 3 SMT frameworks. Only the SAM

preprocess results in higher evaluation scores using Hiero SMT.

Unexpectedly, disambiguating the implicit discourse sense up to the fine sense

does not yeild better translation comparing with disambiguation up to the coarse

sense. In turn, homogenously inserting ‘ ’ (‘and’) without sense disambigua-

tion yeilds even better result. Similar scores are produced by explicitating only

the most frequently explicitated implicit DCs. The ‘implicit-to-explicit only’ re-

striction generally produces higher scores, suggesting that it is crucial to identify

which DCs should be explicitated in translation and which should not.

Results of the oracle MT experiment show that MT performance is hardly

improved by explicitating implicit DCs even based on manual annotation. It will

be more difficult to improve MT based on predicted implicit discourse senses.

7.3 Analysis

The negative MT results could be due to the following possibilities: (1) Im-

provement of DC translation is not captured by automatic evaluation scores. (2)

The sense of the implicit DCs that requires explicitation is unevenly distributed,
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PBMT Hiero T2S

B M B M B M

original 15.6 24.5 15.6 24.4 12.6 22.7

implicit fine sense 15.5 24.4 15.3 24.4 12.3 22.6

implicit fine sense+imp-exp 15.6 24.4 15.6 24.4 12.4 22.6

Implicit coarse sense 15.4 24.5 15.4 24.4 12.4 22.7

Implicit coarse sense+imp-exp 15.5 24.4 15.5 24.4 12.5 22.6

Most explicitated DCs 15.6 24.5 15.6 24.5 12.5 22.6

Most explicitated DCs +imp-exp 15.6 24.4 15.6 24.4 12.5 22.7

Same DC 15.4 24.5 15.7 24.6 12.4 22.7

Same DC+imp-exp 15.5 24.4 15.5 24.4 12.4 22.7

Table 7.1: BLEU (B) and METEOR (M) scores of MT outputs resulting from

various DC insertions. Highest scores of each SMT system are bolded

such that disambiguating the sense has limited effect. (3) The context in which

a discourse relation is expressed explicitly in the source largely differs from the

context in which it is expressed implicity. As a result, translation rules of actual

explicit DCs cannot correctly translate artificially expliciated DCs.

These possibilities are analyzed in the following sections.

7.3.1 Is the translation of implicit-to-explicit DCs improved?

Since DCs contribute to a small portion of word counts in the MT output, the

difference in DC translation is not sensitive to global n-gram-based evaluation

metrics. Translation of DCs can be actually improved while BLEU scores remain

similar [90].

100 sentences of the baseline Hiero output, the reference translation, as well

as the Hiero MT outputs produced by the preprocesses (most explicited DC

method, with and without ‘imp-exp’ restriction) are manually analized It is done

by spotting how each implicit source DC is translated - to which explicit DC or

not translated as explicit DC. Table 7.2 shows the proportion of different DC

alignments produced by different MT systems and the reference translation.

Part (1) of Table 7.2 compares the rate in which implicit source DCs are explic-
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(1) implicit-to-explicit rate

Ref. 19%

Original 23%

Most explicitated DCs 73%

Most explicitated DCs+imp-exp 33%

(2) correct incorrect

Original 22% 78%

Most explicitated DCs 23% 77%

Most explicitated DCs+imp-exp 48% 52%

(3) insert=explicit nil=explicit

Most explicitated DCs 90% 10%

Most explicitated DCs+imp-exp 44% 56%

(4) correct incorrect correct incorrect

Most explicitated DCs 25% 75% 6% 94%

Most explicitated DCs+imp-exp 97% 3% 9% 91%

Table 7.2: Comparison of implicit DC translations in different preprocessing

schemes
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itated in the translation outputs. As expected, more implicit DCs are translated

explicitly in the output of the preprocessed source text than that of the original

source text. However, the original output already explicitates more implicit DCs

than the reference does.

Part (2) of the table shows how much of the target DCs aligned to (originally)

implicit source DCs are correct translation. The explicit target DC is considered

correct if it matches with the explicit DC in the reference translation, and in-

correct if the explicit DC is different from the reference DC or the relation is

not translated as an explicit DC in the reference. It is seen that the preprocess

(23%) hardly improves the accuracy compared with the original output (22%),

unless only source DCs that are known to be explicitly translated are explicitated

(48%).

Part (3) of the table shows how often explicitating source DCs actually pro-

duces explicit DC translations. ‘insert=explicit’ means the target explicit DC

is aligned to a source explicit DC inserted by preprocess. ‘nil=explicit’ means

the target explicit DC is not aligned to any source DCs (inserted or not). It is ob-

served that implicit DCs are sometimes explicitly translated by the MT systems

even without source explicitation, yet the translation accuracy is low, comparing

with translation from explicitated source DCs, as shown in Part (4) of the table.

Result of this analysis supports the hypothesis that the improvement in implicit-

to-explicit DC translation is not captured by MT evaluation metrics. Although

the MT outputs under comparison have similar scores, implicit-to-explicit DC

translation is improved under the Most explicitated DCs+imp-exp setting, but

not under the other settings. In addition, the result suggests that certain implicit-

to-explicit DC translation is captured by SMT even without source explicitation

preprocessiing.

7.3.2 Which senses are more common in implicit-to-explicit

aligments?

On average, 18.5 Chinese and 15.25 English fine senses are identified under

each of the 4 coarse senses. Nonetheless, the oracle MT experiment suggests that

classifying the implicit discourse senses more precisely does not improve MTmore.

A possible explanation is that the senses of implicit-to-explicit DCs only limit to

a small set of senses that are already captured by coarse sense classification.
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Among the 7266 aligned relations, there are 1193 implicit-explicit alignments

(refer to Table 6.9). Table 7.3 shows the sense distribution of these pairs. While

the sense distribution on the Chinese side is comparable to the overall sense

distribution (refer to Table 6.7), over 80% of which are translated by explicit

DCs that signal an Expansion sense. In fact, 88% of the implicit source DCs are

aligned to the explicit target DC ‘and ’.

Coarse sense Chinese English

Comparison 131 11.0% 90 7.5%

Contingency 300 25.1% 109 9.1%

Expansion 715 59.9% 958 80.3%

Temporal 47 3.9% 36 3.0%

Total 1193 1193

Table 7.3: Sense distribution of imp.-exp. DC

source implicit fine sense target explicit DC count (coverage)

‘and’ and 203 (17%)

‘whearas’ and 117 (15%)

‘and’ and 139 (12%)

‘also’ and 81 (11%)

‘thus’ and 61 (7%)

‘therefore’ and 46 (5%)

‘in order to’ and 26 (4%)

‘therefore’ and 23 (3%)

‘and then’ and 18 (2%)

‘which is’ and 18 (2%)

Table 7.4: Top 10 frequent imp.-exp. alignments

Table 7.4 lists the top 10 frequent implicit-explicit alignments. It shows that

‘and ’ is used to explicitate a range of discourse relations. On the other hand, al-

though ‘and ’ ambiguously signal various senses, non-Expansion senses only occur
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marginally in PTDB, as shown in Table 7.5. The distinct discrepancy suggests

that DC usage differs between spontaneous writing and translation.

sense of explicit ‘and’ count (coverage)

Conjunction (expansion) 2543 (85%)

result (contingency) 38 (1%)

Conjunction and result 138 (5%)

others 281 (9%)

sense of implicit ‘and’ count (coverage)

Conjunction (expansion) 891 (70%)

List (expansion) 346 (27%)

others 35 (3%)

Table 7.5: Sense distribution of DC ‘and’ in PDTB.

Analysis of the implicit-explicit alignments explains why more precise sense

disambiguation of the source relations does not improve MT. It is because the

reference translation uses ‘and’ as the ‘wild card’ to translate most implicit DCs

‘explicitly’, but without explicitating the discourse sense. This finding is similar

to the analysis based on word-aligned Chinese-English translation corpus, which

also reports that ‘and’ is the most frequently added DC to the reference transla-

tion [75]. Therefore, to improve implicit-to-explicit DC translation, an additional

task should be defined to identify whether a source implicit DC is kept implicit,

explicitly translated to an ambigous DC such as ‘and’, or explicitly translated to

other unambiguous DCs.

Generally, it is pragmatically correct to use ‘and’ to translate an implicit dis-

course relation, or to keep the relation implicit as in the source. Nonetheless,

repetatively using this stragegy will result in excessively long sentences, as in the

Example (2) below. In this case, insertion of explicit DCs to the target text is

desirable, instead of duplicating the source writing style.
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Example (2) - Source� �
1[ 运 ] 2[ 货 拨 ] 3[ 备

关 ] 4[开 经 兰 铁

专 线 ]5[ 仓储 运输 销 给 ] 6[开

办 铁 际 联运 ] 7[ 达 标 ] 8[

门 电话 ] 9[ 电 达

吨 ]
� �

Example (2) - Reference� �
1[Since being put into operation five years ago,] 2[the Tianjin Port Bonded Area has

completed the construction of China’s first goods distribution center,] 3[functioned

like a customs port, ] 4[opened up the special use the railway line from the Tianjin

Port Bonded Area passing Xi’an and Lanzhou to arrive at Xinjiang’s Allah Moun-

tain pass customs port, ]5[established a number of large-scale materials circula-

tion distribution and supply centers integrating storage, transportation and sales,]
6[opened multiple railway and international container joint-operations ] 7[with a

monthly loading and unloading capacity reaching 6,000 standard containers. ] 8[It

has built up an installation capacity of 7,000 sets of program-controlled telephones,]
9[with a power supply capacity of 25,000 kilovolts, and a daily water supply capac-

ity of 10,000 tons.]
� �

7.3.3 Contexts of explicit/implicit DC usage

Lastly, the contexts in which a particular sense is expressed explicitly or im-

plicitly in the source are compared. If the contexts are distinctly different, it

suggests that artificially explicitated source implicit DCs cannot be captured by

a translation model trained only with naturally occuring explicit DCs.

In addition, the contexts in which a source implicit DC is translated into an

explicit DC or by other means (by implicit DC or alternative lexicalization) are

compared. If the contexts are similar, it suggests that the translation strategy

could be an option independent of the context.

Following Rutherford and Xue [118], the context of a discourse relation is de-

fined as the unigram distribution of words in the 2 arguments connected by the

relation. The context of a particular discourse usage is thus the sum of the un-
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igram distributions of all discourse relations associated with that usage. The

Jensen-Shannon Divergence (JSD) is used to evaluate the similarity of the con-

textual distributions [118, 53, 68]. This metric compares 2 distributions with the

average. If both distributions are close to the average, it means they are close to

each other as well. The metric value ranges from 0 (identical) to ln 2.

Table 7.6 shows the difference between the context of each source sense against

the context of other senses, when the discourse relation is expressed implicitly

(Column [1]) and explicitly (Column [2]). The difference suggests that implicit

and explict DCs are used in different contexts, supporting the hypothesis. In par-

ticular, the difference between the context of each sense against others is smaller

in implicit usage, thus making implicit relations harder to disambiguate.

Comparing with the difference in context between implicit and explicit usage

(Column [3]), the context of source implicit relations that are explicitated in the

target is similar to the context of source implicit relations that are kept implicit

(Column [4]). This suggests that to explicitate the implicit DC or not in trans-

lation is independent of the local context to certain extent.

JSD(q, r)

[1] [2] [3] [4]

1 sense 1 sense exp imp-imp

source vs all vs all vs vs

fine sense imp exp imp imp-exp

‘and’ .025 .149 .142 .059

‘whearas’ .052 .111 .124 .076

‘and’ .066 .166 .186 .106

‘also’ .064 .052 .068 .110

‘thus’ .052 .182 .189 .094

‘therefore .051 .238 .239 .142

‘in order to .053 .126 .124 .178

‘therefore’ .039 .164 .164 .119

‘and then’ .154 .286 .316 .218

‘which is’ .131 .321 .393 .205

Table 7.6: Jensen-Shannon Divergence (JSD) of various discourse usage of the

top imp-exp DCs

93



Example (3) below shows the optionality of DC translation. It is taken from

the test data of OpenMT 06. The implicit relations between the 3 discourse units

in the source are translated by different DC usage in the target. For example,

the relation between Unit 1 and Unit 2 is translated to a Temporal DC ‘as’

in Reference 1, while translated to a Contingency DC ‘so that’ in Reference 3.

In Reference 2, 4, it is kept implicit. This suggests that multiple reference are

necessary for evaluation of DC translation.

Example (3) - Source:� �
1[这 历 , 过电视 ”连线” 陆 ],2[ ”

时 ,] 3[ 庆 归 ]
� �

Example (3) - Reference 1:� �
1[This rich echo of history connected the mainland and Hong Kong via television,]
2[as the citizens of Nanjing and Hong Kong compatriots ”shared the same occasion

from the far corners of the earth ]3[and celebrated together the tenth anniversary

of Hong Kong’s reversion to the motherland.]
� �

Example (3) - Reference 2� �
1[This echo of profound historical significance ”connected” the Mainland and Hong

Kong through television; ]2[ citizens of Nanjing and their fellow countrymen in

Hong Kong ”shared this moment with the entire world” together]3[celebrating

the 10th anniversary of Hong Kong’s handover to the motherland]
� �

Example (3) - Reference 3� �
1[The sophisticated echo of history ”connected” the mainland and Hong Kong

through a TV channel,] 2[so that Nanjing citizens and Hong Kong compatriots

”shared the moments across the land ]3[to celebrate together the 10th anniversary

of Hong Kong’s return to the motherland.]
� �
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Example (3) - Reference 4� �
1[The heavy historical echo ”connected” the Mainland with Hong Kong through

television station.]2[Residents of Nanjing shared the moment with Hong Kong com-

patriots from afar]3[to celebrate the 10th Anniversary of the return of Hong Kong

to its motherland together.]
� �

7.4 Conclusion

Motivated by the difference in DC usage between Chinese and English, the

translation of implicit to explicit DCs given the gold crosslingual DC senses is

investigated. To simulate the incorporation of implicit DC information to MT,

the implicit DCs in the input source text are explicitated based on manual anno-

tation, and decode the preprocessed input by baseline, non-discourse-aware SMT

models. Results show that artificially explicitating source implicit DCs in the

input text alone does not improve the MT performance significantly.

Further analysis by translation spotting suggests that discourse usage as well

as sense disambiguation can be subject to a certain level of optionality. In the an-

notated corpus, explicitation of implicit source DCs in translation is suppressed,

either by translation not using an explicit DC, or by translation using an am-

biguous, sense-neutral explicit DC.

95





97

Chapter 8

Conclusion

This dissertation investigates the marking of discourse relations from two ma-

jor perspectives. The first perspective is from the viewpoint of human language

processing, in the monolingual dimension. The Discourse Marking Model is pro-

posed to predict whether or not speakers will produce an explicit marker given the

discourse relation they wish to express. The model combines, for the first time,

two well-known and successful information-theoretic frameworks: (1) the Ratio-

nal Speech Acts model [31] and (2) the Uniform Information Density theory [71].

The second part of the dissertation investigates the marking of discourse rela-

tions from the viewpoint of machine translation application. A bilingual resource

of discourse relations is constructed, and the translation of discourse relations by

humans and machine are compared.

Contributions of this dissertation are summarized by below response to the

research questions proposed in Section 1.4.

8.1 Summary

8.1.1 Can speakers’ choice of discourse marking be ex-

plained by RSA and UID?

Chapter 3 presents the Discourse Marking Model, which combines RSA and

UID. On one hand, the RSA model models the pragmatic interaction between

language production and interpretation by Bayesian inference. On the other

hand, the UID principle advocates that speakers adjust linguistic redundancy to



maintain a uniform rate of information transmission.

If the hypotheses of the model is appropriate, each component in the model

should contribute to the prediction accuracy, and indeed such improvement is

observed in the experimental results. Therefore, this study provides solid support

that speakers’ choice of discourse marking be explained by RSA and UID.

8.1.2 How does the Discourse Marking Model compare

with previous work?

The Discourse Marking model quantifies the utility of using or omitting a DC

based on the expected surprisal of comprehension, cost of production, and avail-

ability of other signals in the rest of the utterance. Experiments based on the

PDTB show that the model outperforms the state-of-the-art performance at pre-

dicting the presence of DCs [105], in addition to giving an explanatory account

of the speaker’s choice.

In addition, Chapter 5 extends the framework to model human comprehension

of discourse connectives. Following the Bayesian pragmatic paradigm, discourse

connectives are interpreted based on a simulation of the production process by

the speaker, who, in turn, considers the ease of interpretation for the listener

when choosing connectives. Experimental results demonstrates the superiority of

pragmatic inference over literal comprehension.

8.1.3 How is discourse marking reproduced cross-lingually

in human Chinese-English translation?

From the machine translation perspective, Chapter 6 proposes a linguistically

driven approach to represent discourse relations in Chinese text as sequences, and

then alignment the relations to their English translation. The annotation scheme

tackles surface characteristics of Chinese texts, such as the order of clauses and

overt markers of discourse structures, that are not fully incorporated in existing

annotation proposals adapted from formalism constructed for English.

An annotated resource consisting 7266 pairs of discourse relations in 325 articles

of the translated Chinese treebank is constructed and released openly. A thorough

analysis of the corpus statistics confirms that many Chinese implicit relations are

indeed translated explicitly in English, but the tendency is relation-dependent.
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8.1.4 Can MT be improved when source implicit discourse

relations are pre-explicitated

Chapter 7 examines how implicit (omitted) DCs in the source text impacts var-

ious machine translation (MT) systems, and whether a discourse parser is needed

as a preprocessor to explicitate implicit DCs. Based on the manually aligned dis-

course relations, various preprocessing step that inserts explicit DCs at positions

of implicit relations are evaluated.

Results show that, without modifying the translation model, explicitating im-

plicit relations in the input source text has limited effect on MT evaluation scores.

In addition, translation spotting analysis shows that it is crucial to identify DCs

that should be explicitly translated in order to improve implicit-to-explicit DC

translation. On the other hand, further analysis reveals that the disambiguation

as well as explicitation of implicit relations are subject to a certain level of option-

ality, suggesting the limitation to learn and evaluate this linguistic phenomenon

using standard parallel corpora

**********

To summarize, this dissertation produces a new state-of-the-art on the task of pre-

dicting discourse marking, and, at the same time, presents a cognitively plausible

model to explain the choice from the viewpoint of human language processing.

In addition, the study deepens our understanding on the cross-lingual transfer of

discourse marking in the context of human and machine translation.

8.2 Future work

The current study on the marking of discourse relations serves as the the basis

of a number of future work in terms of theory, methodology and application. The

section discusses the future directions to which this work can be extended.

8.2.1 Theoretical research directions

The Discourse Marking Model presented in Chapter 3 combines the RSA model

and the UID principle to explain speaker’s preference in discourse marking. The

experiment results support the significance of the model prediction, but also raises
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other new questions. These questions should be tackled in future work to refine

the Discourse Marking Model in order to improve prediction accuracy.

The most fundamental question is to what extend RSA and UID account for

speakers’ choice of discourse markedness. Although significant improvement was

observed using corpus data of natural distribution of senses and markedness, the

model predictions only mildly matched with the majority judgment of human

raters, using samples with even distribution of senses and markedness. In fact,

the variation among human judgments suggests that DC and context informa-

tiveness and production cost might not be the only factors behind the choice of

discourse marking. Further investigation into other factors is necessary to extend

our understanding on human discourse production.

Another core question is weather the current model the best formulation to

combine RSA and UID. The current method is basically built on the RSA model

by estimating the informativeness of a DC, including implicit DC, in context. A

bias to maintain UID according to the presence of cues in context is formulated

as argument informativeness and added to the DC informativeness. Since both

DC and argument informativeness use context information in the argument, it

would be more elegant to combine the two informativeness modules, and directly

estimate the informativeness of the DC, given the discourse cues. This could

be done by a more expressive formulation of the discourse context C, which is

defined by previous discourse marking and discourse relations in this work.

On the other hand, findings of the analysis on discourse marking in machine

and human translation also introduce new questions to existing theories. It is

known that human translators do explicitate and implicitate discourse relations

in the translation process [8, 157, 92]. The Chinese-English translation corpus

analysis in this study further identifies the option of explicitating a discourse

connective without explicitating the relation sense, which is to translate an im-

plicit discourse relation using an ambiguous discourse connective. Therefore, in

machine translation, the open question is weather it is appropriate to explici-

tate discourse relation with an ambiguous DC, such as ‘and’. Investigation in

other language pairs and domains is essential to generalize this finding using the

‘Chinese Treebank Translation Corpus’ used in this study.
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8.2.2 Extension in methodology

This study uses a computational psycholinguistic model to predict discourse

marking choice made by speakers. Distributions of the DC and discourse relation

sense annotation of the PDTB are used to approximate the informativeness of

DCs. Evaluation on a held-out set of the corpus supports the effectiveness of the

model predictions, but this methodology does not directly prove the psychologi-

cal reality of each component of the model. For example, are the more expected

discourse marking actually more informative to the listeners? Do the proposed

cost functions correctly model speaker’s production load? And most importantly,

do speakers actually chose an utterance that is informative for the listeners and

can smooth information density? The last question is related to another open

question: is the utterance choice based on RSA or UID a conscious decision or

not. Clearly, these questions can not be answered by a data-driven computational

model, but require further behavioral and physiological experiments.

The methodology used in the crowd-sourcing behavioral study in this work

can also be further compared with other settings. For example, in the current

method, subjects were asked to rate the if it is ‘correct to leave it (the DC)

blank’. This question might have facilitated a bias towards ‘implicit DC’, and

indeed the majority feedback was ‘probably OK’. Further evaluation using other

experimental setting, such as asking for a 2-way judgment, could lead to other

provide more insights on the variation of discourse marking choice between dif-

ferent individuals.

Another methodology issue is about the choice of material in this study. Dis-

course presentation differs across genres [140] and mediums [134]. This work

utilizes news articles in the Wall Street Journal for modeling training and test-

ing. In news genre, conveying information correctly to the listeners (readers) is a

primary purpose. In an argumentative article, people may choose to keep a rela-

tion implicit, and thus ambiguous, as a strategy to ‘leave space for retrieval’ [73].

In other words, instead of asserting the relation explicitly, it is more persuasive

to leave space for the listeners to infer the meaning. Similarly, the cross-lingual

annotation and analysis is based on written-text in the news domain, while the

discrepancy of Chinese-English DC usage is different in conversation dialogues

and other domains [130]. The suppression in explicitation of implicit DC could

be due to the fact that subjective interpretation is avoided in news report. A fu-

ture direction is thus to exploit data from other domains, and to identify implicit
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DC relations that require explicitation in translation.

8.2.3 Future work on applications

Simulation on human’s choice of discourse marking can be applied to dialogue

systems to generate human-like conversations that are not excessively explicit or

ambiguously implicit. There is also possibility to use the model to generate an

informative and yet non-redundant DC given the intended discourse relation. On

the other hand, as mentioned in the previous subsection, discourse representation

differs across genres and media, the model can be applied to predict the explici-

tation of discourse relations from, for example, news articles to spoken dialogues.

This study has demonstrated that applying the model in reverse direction, to

simulate human’s interpretation of discourse relations, has the potential to im-

prove automatic discourse parsing. A larger picture is to design a full, incremental

discourse parsing algorithm that is motivated by the psycholinguistic reality of

human discourse processing, which in turn contributes to a comprehensive model

on human language processing.

Last but not least, findings on the both perspectives of discourse marking in

this work can be combined. Towards an discourse-relation-aware approach of

machine translation, the discourse marking of the target English text can be pre-

dicted using the Discourse Marking Model, and based on the automatic classified

sense on the Chinese side. To this end, the possibility to replace the conventional

sentence-to-sentence machine translation to discourse-unit-to-discourse-unit ma-

chine translation also worth investigating.

8.3 Closing remark

Discourse relation is a challenging but interesting research topic in NLP as it

is the top level of linguistic structures. A text containing grammatical errors

or wrong use of words can be understood since the human language processing

system is robust to erroneous input [29] as long as the discourse relations make

sense. However, a grammatically perfect text is hard to read if the author’s in-

tention cannot be perceived from the organization of the discourse relations.

The primitive motivation of this study is human-level artificial intelligence -
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not just to passively understand human languages but also to manipulate people

by producing language with a clear intention. To achieve this goal, it is worth

to examine how humans achieve this and formalize the findings by a computa-

tional model. I hope to continue research that applies, and evaluates, theoretical

findings in related disciplines, such as linguistics or psychology, on NLP tasks in

future.
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