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Statistical Approaches to Robust
Chat-Oriented Dialog Systems∗

Lasguido Nio

Abstract

This thesis describes the design and evaluation of new statistical models for
building robust dialog systems. In the majority of previous works, conventional
dialog systems required a specific hand-crafted rule which necessitates a lot of
human work, especially when the dialog tries to accommodate various topics.
In addition, because chat-oriented dialog systems deal with a vast variety of
human languages, there are many cases in which the system ends up giving an
uncorrelated response because it can’t find a good match in the conversation
database. Moreover, relying on the unfiltered conversation databases can result
in unnatural responses.

Given these challenges in this field of work, my team and I tried to scale up
statistical models for chat-oriented dialog systems. In dealing with the unnatural
responses, we built our statistical models from real human-to-human conversa-
tion examples lifted from movie scripts and Twitter conversations. We propose
a unit of conversation called a tri-turn, as well as extraction and semantic sim-
ilarity analysis techniques to help ensure that the content extracted from raw
movie/drama script files forms appropriate dialog-pair (query-response) exam-
ples. Our goal was to build a conversational agent that can interact with users in
as natural a fashion as possible, while reducing the time requirement for database
design and collection.

Next, we also dealt with the case where a close match for the user query is
not available in the database (out of example; OOE). This problem becomes
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important since many dialog system architectures rely heavily on, and assume
that the user query is well portrayed in the conversation database. In our study
however, this is not always the case. Previous approaches focused on handling
this problem with a canned response or using a response template, which reduces
the natural feel of the dialog systems.

Here we approached this problem with new statistical models for building ro-
bust dialog systems using neural networks to either retrieve or generate dialog
responses based on existing data sources. In the retrieval task, we proposed an
approach that uses paraphrase identification during the retrieval process. This
is done by employing recursive autoencoders and dynamic pooling to determine
whether two sentences with arbitrary length have the same meaning. For both the
generation and retrieval tasks, we propose a model using long short term memory
(LSTM) neural networks that work by first using an LSTM encoder to input a
user’s utterance and converting it into a continuous vector-space representation,
then using an LSTM decoder to generate the most probable word sequence.

This system’s performance was evaluated based on objective and subjective
metrics. It showed that the new proposed approaches have the ability to deal
with user inputs that are not well covered in the database compared to standard
example-based dialog baselines. Our experimental results also show that the
proposed filtering approach for our conversation database effectively improves
the performance.

Keywords:

Example-based dialog system, chat-oriented dialog system, dialog corpora, re-
sponse retrieval, response generation, paraphrase-based response retrieval, recur-
sive auto-encoder, long short-term memory, neural network
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1. Introduction

1.1. General Human to Machine Conversation

One branch of computer science that has gained in popularity is artificial intelli-
gence. Artificial intelligence is a branch of computer science focused on making
computers behave like humans. It attempts to create smarter computers for users
to interact with. It aims to create human-like computers that mimic human ac-
tivity and behavior, and do so on their own.

One factor that separates humans from animals is the ability to use a language
for communication. While some animals may use a simple language, humans
can master and use complex spoken language to communicate. With comput-
ers, scientists try to understand speech through an automatic (computer) speech
recognition system. Such systems attempt to recognize speech by building word
models from sequences or phonetics segments derived from abstract linguistic rep-
resentations of speech called “phonemes” [2]. A simpler yet still difficult task is
making the machine able to understand the written text. In order to understand
a single statement completely, one should consider the vocabulary, grammar,
conversation context, etc. Natural language processing is one field of artificial in-
telligence that is attempting to understand this phenomenon and use it to make
computers more intelligent.

Recent advancements in machine learning, especially in speech and signal pro-
cessing such as speech recognition and synthesis, have allowed for this technology
to be integrated into gadgets used in everyday life [3]. Given these necessary
building blocks, and the recent advancements in machine learning techniques, it
is easy to see how an interface for communication between humans and computers
(natural language dialog system) is very promising in the future.

The presence of dialog systems has become increasingly important in many
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aspects of human life. Ranging from the smart personal assistant dialog system,
booking assistant dialog system, to a car navigation dialog system, we can see
that dialog systems come as a cheap solution to replace expensive human services.
Furthermore, with the extent of the internet, the spreading of these systems has
become more effective as a service solution in remote areas.

Before we further discuss the dialog system, we must separate the dialog system
topics into three main themes: First is the face-to-face dialog system. This dialog
system enables humans to have two-way physical interaction, usually character-
ized by a facial recognition feature, avatar communication, or multimodal inter-
action. Next is an end-to-end spoken dialog system that supports signal/voice
interaction between humans and computers. This type of dialog system incorpo-
rates automatic speech recognition, (ASR), and speech synthesis modules. Lastly
is the text-to-text dialog system. This dialog system focuses on the text conver-
sation between user and computer. An example of this dialog system is a chatter
robot, (chatbot). This type of dialog system often becomes an option when the
dialog scientist wants to focus their experiment on improving response robust-
ness, dialog strategies, and/or dialog management. In this paper, we will focus
on text-to-text dialog system setup. This was selected to focus on improving
the response robustness of dialog system and to improve the user experience by
providing a natural sentence as a dialog response.

1.2. Two Type of Dialog System: Goal-oriented
and Chat-oriented

Natural language dialogue systems have so far mostly focused on two main dia-
logue genres: goal-oriented and chat-oriented dialog.

Goal-oriented dialog is a type of dialog system that focuses on finishing
a certain task or job as soon as possible. It focuses on a certain or limited
domain, and thus requires this dialog system in order to be trained with
a specific knowledge of a certain topic. In this type of dialog system,the
system usually has a predefined slot domain and task flow [4]. Goal-oriented
systems run by performing a conversation that is based on the task flow
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scenario while filling the required information slots, such as place name,
price range, etc. Some examples of goal-oriented dialog system are ATIS
flight reservation [5], and DARPA Communicator dialog travel planning [6].

Chat-oriented dialog on the other hand, doesn’t follow a specific task
flow and slot domain. Instead of a specific slot domain, chat-oriented dialog
systems employ statistical methods [7] that cover a broad range of topics
but do not possess the depth to perform a deep discussion. Some examples
of this type of system are chatterbot systems like Eliza [8] or Alice [9]. To
grasp this concept clearly, conversation snippets of the chat-oriented and
goal-oriented dialog systems are provided in figure 1.

Goal-oriented Conversation Chat-oriented Conversation 

Figure 1.: Conversation between user and dialog agent in goal-oriented and chat-
oriented dialog system.

Furthermore, dialog systems can also be described by the amount of human
intervention used in their construction, ranging from entirely hand-made to com-
pletely data-driven. Seminal works often limit interactions to a specific scenario
(e.g. a Rogerian psychotherapist [8]) or were based on complex, knowledge-rich,
rule-based systems for generating responses, which require large amounts of hu-
man effort to create or add new rules [9].

4



1.3. Challenges in Developing Chat-Oriented
Dialog Systems

The Turing Test is a type of behavioral test in the artificial intelligence field that
assesses for the presence of mind, thought, or intelligence in what are generally
believed to be mindless entities. The first formal instance of this test being applied
is The Loebner Prize∗. Established in 1990 by Hugh Loebner, this contest gives
a prize for the computer whose responses are the most indistinguishable from a
human’s.

As an ultimate test to the “thinking” computer, one can assume that this com-
petition produces the most human-like computer in the chat-oriented dialog task.
To this date, state-of-the-art chat-oriented dialog systems are mainly dominated
by rule-based systems, such as AIML† and ChatScript ‡. Stuffed with rule-based
dialog technology contestants, this competition becomes a match between who
has the best chat rules that cover the vast topics given by the judges.

In the long run, while rule-based systems could produce a natural human-like
response to the user, they do not really solve the big problem of creating an
intelligent machine that can interact with humans naturally. Aiming for this
overall goal, the team broke down several problems that needed to be solved,
starting with the data-driven dialog systems. The team employed a data-driven
dialog system, because it doesn’t rely on conversation rules. As described in the
previous section, given the current computer technology and machine learning
advancements, one could easily see this approach as a promising direction in the
future.

While there are several issues related to the chat-oriented dialog systems [10],
solving these problems could enable an ideal chat-oriented dialog system:

1. The first issue in creating a good chat-oriented dialog system in a data-
driven manner is data availability. The data used for this task should
cover natural human-to-human conversations. With a natural conversa-
tion database and vast conversation topics, at least one could establish a

∗http://www.loebner.net/Prizef/loebner-prize.html
†http://www.alicebot.org/aiml.html
‡http://chatscript.sourceforge.net/
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well-constructed dialog system. In the end, collecting the ideal data for a
conversation task is not a trivial job, because language develops along with
human culture. Thus, a collected conversation database can easily become
out of date, and strategies to update the conversation database become
necessary.

2. The next problem is selecting a good response candidate. The per-
fect conversation database is meaningless if it is not used properly. In a
data-driven dialog system, a good algorithm should be employed to retrieve
response candidates efficiently and effectively. This task is not easy, as the
computer needs to be able to understand the user sentence in order to se-
lect the appropriate response from the response pool in the conversation
database.

3. However, even given the perfect conversation database and a flawless algo-
rithm to exploit it, that does not make the dialog system perfect. Another
problem that could arise in a statistical dialog system is out of example
(OOE) errors. This problem occurs when the system handles an example
that is not available in the conversation database. When this happens, the
system response is incomprehensible and/or uncorrelated to the user utter-
ance. To resolve this problem, the system should first detect when OOE
occurs, and then decide what strategy should be used to handle it.

4. A good chat-oriented dialog system should able to comprehend the user’s
intentions and emotions. In a good conversation, people should able to
grasp the situation by understanding the other person’s intentions and/or
emotions during the conversation. An ideal chat-oriented dialog system
should be capable of this task, understanding both the situation and the
context of conversation. For example, when talking about fruit, when the
word orange comes, the system should be able to understand that the user
means the fruit orange, not the color orange.

5. The chat-oriented dialog system should able to maintain a long and in-
teresting conversation with the user. This is not an easy task, as there
are a lot of factors involved in maintaining a conversation with user. The
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system needs to adapt to the user and be able to predict what kind of
responses will ensure the user isn’t bored with the conversation. Further-
more, the system might need to think about a good conversation strategy,
maintain the response consistency, and even be able to predict the user’s
emotional state during the conversation.

1.4. Contributions of This Research

In this project, our aim was to create a dialog agent that can interact with the
user in as natural a fashion as possible. We proposed the creation of a new kind of
dialog architecture by employing basic techniques for data collection, creating an
effective dialog system, and eventually overcoming the major challenges described
before.

In this paper, there will be a focus on addressing dialog system problems such as
data availability, selecting a good response candidate, and out of example (OOE)
problems. Aligning our contribution with the dialog system problems that we pre-
sented before, our contribution can be formulated as follows: 1) To deal with the
lack of data availability that encompasses natural conversation (1st problem),
we constructed a conversational database based on movie scripts and Twitter
conversations (1st contribution). 2) In order to select a good response candi-
date (2nd problem), we establish a hybrid approach that utilized both EBDM
and SMT (2nd contribution). 3) Handling the OOE errors (3rd problem), we
constructed a dialog retrieval with a neural-network based paraphrase-matching
algorithm, and response generation and retrieval with an LSTM neural-network
(3rd and 4th contributions). We analyzed and compared proposed system per-
formances through a) objective evaluation to measure word ordering, syntactic,
and semantic aspects, and b) subjective evaluation through human judgment (5th
contribution).

As detailed below, we made five contributions:

1. We proposed a method to utilize human-to-human conversation examples
from movies and Twitter data. The aim was to gain insight into how to
build a conversational agent that can interact with users in as natural
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a way as possible, while reducing the time requirement for database de-
sign and collection. Then, to help ensure that the content extracted from
raw movie/drama script files consisted of appropriate dialog-pair (query-
response) examples, we proposed using a unit called a tri-turn for extrac-
tion, as well as semantic similarity analysis techniques.

2. We investigated various data-driven approaches to dialog management, in-
cluding two EBDM techniques (syntactic-semantic similarity retrieval and
TF-IDF based cosine similarity retrieval) and using phrase-based SMT to
learn about conversational mapping between user-input and system-output
dialog-pairs. We also proposed a simple, yet effective method to combine
system combinations of example-based and SMT-based techniques into one
dialog management framework. Experimental results demonstrate that our
combined system shows promise for overcoming the shortcomings of each
approach.

3. We proposed a new EBDM method to retrieve dialog responses from the
database by utilizing a neural-network based paraphrase-matching algo-
rithm. In this approach, we modeled the example in our dialog-pair database
and the user input query with distributed word representations, and em-
ployed recursive autoencoders and dynamic pooling to determine whether
two sentences with arbitrary lengths have the same meaning.

4. We proposed a method that utilizes LSTM neural networks to perform re-
sponse retrieval, in addition to generating responses directly. Given the
LSTM response generation model, we calculated the perplexity of each re-
sponse in the database based on the user query, and were able to obtain the
best-scoring response candidate directly from the dialog database. This way
we were able to reduce the chance of grammatical errors that occur when
generating dialog responses, while using the ability of neural networks to
perform soft matching to improve retrieval accuracy.

5. We performed an analysis and contrasting experiment to compare our pro-
posed approach with the state-of-the-art baseline approaches in data-driven
chat-oriented dialog. We evaluated the dialog system performance using
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both automatic and manual evaluations, over examples that are well cov-
ered by the example base, as well as examples for which a close match does
not exist.

A comprehensive list of these contributions towards the observed problems can
be seen in the contributions matrix (see Figure 2) below.

Figure 2.: Contributions Matrix.

1.5. Thesis Outline

This thesis is organized as shown in figure 3.

Chapter 2: Here is presented the basic framework for chat-oriented dialog:
example based dialog management (EBDM). In this chapter a baseline re-
trieval algorithm using cosine similarity will be described. Next a standard
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sentence representation used for the sentence similarity calculation will be
introduced. At the end of this chapter, the team’s experiment assumption
and evaluation of the dialog system methods will be discussed.

Multi-Domain  
Dialog Corpora 

System Response User Query 

Figure 3.: Thesis overview.

Chapter 3: Here, our conversation database data collection techniques
will be explained. As previously stated, raw movie scripts and Twitter
conversations obtained through the internet were used as the data source.
We also introduced tri-turn extraction and semantic similarity filtering to
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construct a strong conversation database.

Chapter 4: In this chapter, statistical machine translation (SMT) for
chat-oriented dialog management will be discussed. By treating the query-
response sentence in the conversation database as a parallel corpus (as in
the machine translation task), we built a response generation system using
SMT. The advantages and disadvantages of this approach will be presented,
leading to an explanation of a novel hybrid dialog system, which combines
the baseline response retrieval and SMT approaches.

Chapter 5: Here we focus on the application of deep neural networks
in dialog system response retrieval and generation. This experiment was
performed in order to devise a method for handling the out of example
(OOE) problems in data-driven dialog system tasks. Presented here are
two approaches in neural network dialog architecture: the first is in regards
to response retrieval using recursive auto-encoder paraphrase identification,
and the second is the utilization of a long short-term memory neural network
for dialog generation and retrieval.

Chapter 6: The conclusion of the effectiveness of our proposed systems
that leverage statistical approaches for chat-oriented dialog systems, as well
as proposals for future directions are presented here.
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2. State-of-the-art in the
Chat-Oriented Dialog System

In the past few years, the state-of-the-art chat-oriented dialog systems have been
dominated by rule-based systems, such as AIML and ChatScript. However, this
system relies heavily on rule-bases and there is not much that scientists can
do other than evaluate the effectiveness of the chat-rules. Furthermore, some
advanced hand-crafting rules suffer from the domain portability problem, which
requires the dialog designer to restart the design process when developing a new
application for a different domain. For example, to add a greetings module to
a rule-based system, the dialog designer needs to develop a new rule to support
that function.

Some early dialog systems such as ELIZA [8], SUNDIAL [11], and ARISE [12]
were designed by software engineers to have domain-specific knowledge. These
systems are usually restricted to a highly structured task, where a certain lan-
guage set can be expected. This knowledge-based approach generally involves a
finite-state automaton to its dialog strategy, thus making these systems require
hand-crafted rules. Consequently, this approach requires continuous experiments
with the users. This rapid prototyping of dialog system ensures strong-typed
interactions with clearly-defined structures conversation [13].

A generic dialog modeling approach based on agenda and task models [14–16]
was developed to overcome limitations in the typical rule-based systems. These
systems were designed to avoid a domain portability problem, that is, dialog
designers must perform rapid prototyping and also redesign the hand-crafted
rules in the dialog. However, the design process of this dialog is still expensive
and time-consuming because the knowledge sources (such as plan, hierarchical
task structure) are usually designed by human experts.
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Dialog scientists exploit the development of data-driven approach in automatic
speech recognition (ASR) and natural language generation (NLG) technology.
Although it is still requires data annotation, the training process is done auto-
matically and requires little human supervision. New dialog systems can be built
by collecting and learning from the data (or specific domain data), thus spend-
ing less time and effort than the previous rule-based approach required. This
has motivated the development of stochastic dialog models using reinforcement
learning (RL) based on Markov decision processes (MDPs) or partially observable
MDPs (POMDPs) [17, 18]. These mark a new era in data-driven dialog system
development.

In real dialog application however, the deployment of RL encounters several
problems, such as hand-crafted and tuned reward function, optimized policy,
(which may remove control from application developers,) and such [19]. Although
many dialog researchers are solving these problems [4, 20–22], this approach still
needs some improvements before it can be applied to practical dialog systems [23].

Another data-driven approach for deploying dialog systems is Example-Based
Dialog Modeling (EBDM). EBDM uses dialog examples that are semantically
indexed to a database. Proper responses for user input are generated based on
these dialog examples. In EBDM, one can easily determine a set of variables
without a complexity problem, and the dialog flows can be easily controlled with
the dialog examples [23].

While promising, these data-driven approaches are highly dependent on the
amount of data collection. Consequently, to achieve good coverage on various
types of natural conversation, recording a large data set of real human-to-human
conversation is necessary, which is tedious and time consuming. Common so-
lutions use handmade scripted dialog scenarios that may result in unnatural
conversations. NPCEditor [24], a tool for building and collecting conversation
corpus, is a very useful to collect stateless or semi-stateless conversation data.
However, it is not appropriate to collect a conversation in which the characters
have initiative and perform complex contextual or state-based reasoning. Other
studies also propose constructing dialog examples from available log databases,
such as conversations between human subjects and the Wizard of OZ (WOZ)
system [25], or human-to-human conversation on Twitter [26]. However, covering
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all possible patterns that may exist in real human-to-human conversation is still
difficult. Currently, most EBDM systems rely on either canned responses, by
providing error messages, [23] or templates for generation, which may result in a
completely incomprehensible response [27].

My focus is in the developing of EBDM technology. EBDM has flexibility, in
that it allows the extension module for variable and dialog flows to be determined
and controlled. As a data-driven approach in dialog, it could employ any other
domains besides the chatting purpose by a simple change in the dialog corpora.
The EBDM system can also be combined with the ASR and NLG modules, which
are easily trained with little-to-no human supervision.

EBDM performance in general can be improved by first improving its response
naturalness. This can be done by using real human-to-human conversation data
that is incorporated from a movie script and/or Twitter data. The next aim is
to increase the response retrieval robustness in OOE cases, which is important in
the development of a chat-oriented dialog system. In a goal-oriented system, off-
topic utterances can be detected and handled easily by recognizing the unknown
vocabulary and preparing hand-crafted responses. In a chat-oriented dialog sys-
tem, the system is expected to understand the user query and respond naturally,
although if it faces an unknown term or utterance pattern that is not available
in the database. A hand-crafted response might not be an option because it will
be easily detected when the OOE case occurs more in the conversation. To deal
with these problems, we employ various techniques to scale up the EBDM model.
These techniques include a hybrid approach between response generation and re-
trieval, a paraphrase identification response retrieval, and a neural network-based
response retrieval that is trained end-to-end over the conversation database.

It is also important to be aware of the other development in end-to-end dialog
system using neural network [28–34] that is currently being developed. By using
a structure similar to memory network [35], these end-to-end systems can be used
to train input-output pairs that are applicable to a task where supervision is not
available, such as language modeling, question-answering, or a simple chit-chat
task. This type of dialog system generates a lot of interest because they don’t
have limitations and their components are directly trained over dialog logs and
don’t have any assumption on the domain or on the structure of the dialog state.
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Some of these dialog systems have even reached promising performances in chat-
oriented dialog systems, predicting a next utterance in social media or forum
threads [36–38].

2.1. Example Based Dialog Management
Architecture

response_1 response_1 

user query user query 

 

Conversation 
Database 

EBDM 
Agent 

User 

user query 
≈ 

query_1 

Figure 4.: EBDM illustration.

In EBDM, the system chooses a response from the examples stored in the dialog
database. In order to do so, it computes a similarity measure between the user
input and the query part of the query-response pairs, and returns the associated
response for the query with the highest similarity. To understand this concept
clearly, we can take a look at the illustration depicted in Figure 4.

There have been a number of related works published on the topic of EBDM
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usage in data-driven chat [39–41]. Work by Lee et al. [23] proposes a generic
dialog-modeling framework for multi-domain dialog systems to simultaneously
manage goal and chat oriented dialogs for information access and entertainment.
However, the chat-oriented dialog only covers small talk that is limited to 10 topics
of daily conversation. If the system cannot find similar examples to determine the
next system action, it simply defines a “No Example” output error and provides
an in-coverage example of what the user could say at the current dialog state.
Finally, Banchs et al. [42] introduce IRIS (Informal Response Interactive System),
a chat oriented dialog system using movie scripts that is based on a similar
cosine similarity in vector space model. However, the system did not filter any
uncorrelated consecutive scripts in the movie data, and, as the authors state, this
causes failures and diminishes the ability to maintain a consistent conversation.

2.2. Word Vector Representation

In natural language processing tasks, we need to convert text into a mathematical
unit that is easy to compute. A simple way to do so is using a word vector rep-
resentation. There are several ways we could represent our sentence as a vector.
In this section we will explain one-hot bag-of-words sentence representation [43].

S1 = [1, 0, 1, 0, 0, 1, 0] 

S2 = [1, 1, 0, 1, 0, 0, 0] 

Figure 5.: One-hot vector representation.

Here we use the term “vocabulary”. Vocabulary is the bag-of-words or all the
unique observable words in the corpora. If we have a vocabulary with N unique
words, we can imagine a vector with length N , where each word correspond to
each slot in the vector. For each sentence, if the vector value slot is “1” it means
that the corresponding word occurs in the sentence. On the other hand, if the
vector value slot is “0” it means that the corresponding word does not occur in
the sentence. Thus it is called one-hot (1 and 0) representation [44]. To clearly
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understand this concept please refer to the figure 5.
By converting the sentence into a vector form, we can perform mathematical

operators on the sentence. In more advance representations, the value “1” in the
one-hot representation could be replaced with the TF-IDF value, thus making
this vector a TF-IDF vector. In contrast, neural network models usually use a
distributed word representation form. This is an n-dimension of a vector of real
numbers that represent a word. More information about TF-IDF calculation can
be acquired in the next section, and detailed explanation of distributed word
representation can be seen in Chapter 5.

2.3. Response Retrieval with Cosine Similarity

In this work, we examine syntactic-semantic similarity and TF-IDF based cosine
similarity as two similarity measures for use in EBDM. Cosine similarity with
regards to the term “vector” as described in Equation 2.1 is used to retrieve
a proper system response. To increase the emphasis on important words, an
additional TF-IDF weighting (Equation 2.2) is performed [45].

cossim(S1, S2) = S1 · S2

‖ S1 ‖ ‖ S2 ‖ . (2.1)

TFIDF (t, T ) = Ft,T log
( |T |

DFt

)
(2.2)

We define Ft,T as a term frequency ‘t’ in a sentence ‘T ’, and DFt as the total
number of sentence in the query-response pairs that contain term ‘t’.

In this response retrieval approach, our dialog manager traverses all the query-
response pairs in the conversation database. Because the system calculates the
cosine similarity of the entire conversation database, we can expect the complexity
of retrieving one single response in this approach as O(N), where N is the amount
of query-response pairs in the conversation database.

Another method that is used heavily in natural language task is kernel methods
[46, 47]. There are various kernel methods that can be utilized. However, the
radial basis function (RBF) kernel is the most popular and is widely used in
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various kernel algorithm or support vector machine classifications [48]. In this
study, the team limited itself to the cosine similarity measurement method that
is widely used in response retrieval or other dialog tasks [23,38,42,49,50]

2.4. Response Retrieval with
Syntactic-Semantic Similarity

We also implemented another similarity measurement that employs both seman-
tic and syntactic relations. These two measures were combined using linear in-
terpolation as shown in Equation (2.3). This value is calculated from the user
inputted sentence (S1) and every input example contained in the database (S2).
These values are calculated using semantic similarity in WordNet (will be dis-
cussed in Chapter 3) as a semantic factor and part-of-speech (POS) tag cosine
similarity 2.1 as a syntactic factor.

sim(S1, S2) = α[semsim(S1, S2)] + (1 − α)[cossim(S1, S2)]. (2.3)

In this experiment, we assumed that the semantic factor was more important
than the syntactic factor, so we set the interpolation coefficient α to be 0.7.

As with the cosine similarity response retrieval, our syntactic-semantic response
retrieval approach also traversed all the query-response pairs in the conversation
database. It calculated the syntactic-semantic similarity over the entire conversa-
tion database. In this approach, the cost of retrieving one single response is O(N),
where N is the amount of query-response pairs in the conversation database.

2.5. BLEU: Bilingual Evaluation Understudy

In order to measure a sentence similarity based on its local word order, we use
BLEU score [51]. BLEU score combines the modified precisions pn for the various
n-gram sizes with the sum of average logarithm. BLEU score can be calculated
as follow:

BLEU = min(1,
o

r
)

N∑
n=1

wn log pn, (2.4)
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where o is the output response length, r is the reference response length, N is the
n-gram length, and wn is uniform weight. In our experiment, we used the most
common setup which employs 4-gram and sets uniform weight wn = 1

N
.

2.6. Dialog System Evaluation

How to evaluate dialog systems?

To this date, there is no standard method for evaluation of chat-oriented dialog
systems, which adds another interesting challenge to the development of chat-
oriented systems and dialog systems in general. A common approach to evaluating
dialog systems is subjectively asking the opinion of users to gather insight on
response naturalness, relevancy, and so on. [23,28,52]. Another variation is using
crowd sourcing [30, 36]. Recently some dialog researchers have also been using
machine translation metrics like BLEU to judge the quality of the generated
dialog responses [29].

As a comparison, evaluation in goal-oriented systems is done by using a wide
range of well defined evaluation benchmarks that measure the ability to track user
states and/or to reach user-defined goals [53–56]. Unlike a goal-oriented system,
a chat-oriented dialog system doesn’t maintain specific states in it. A recent
development on the end-to-end chat-oriented dialog system evaluates the dialog
system performance by classifying each response to the predefined skill/topic-
sets [57–59]. This way, researchers can identify and improve their systems. Note
that this approach was developed after our research was completed.

NTCIR STC∗ is a dialog system competition aimed to establish a short one-
round conversation. (this competition is currently underway.) This task provides
a large amount of conversation data extracted from Twitter and Weibo† and
requires its participant to develop a conversation system mainly based on the
information retrieval (IR) technologies. The evaluation of this task is done using
IR metrics such as precision, mean average precision (MAP), normalized discount
cumulative gain (nDCG), and others. Applying these metrics to the study might

∗NII Testbed and Community for Information access and Research Short Text Conversation,
http://ntcir12.noahlab.com.hk/stc.htm

†http://overseas.weibo.com/
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result in a 0 score of MAP and nDCG. This happens because the focus is on
OOE cases in chat-oriented dialog systems, where the normal response retrieval
can not find the good response in the conversation database, often resulting in a
random match between user query and retrieval results.

Dialog System Evaluation in This Study

While there is no standard evaluation in the dialog system task, here we evaluate
the system response objectively by calculating the system output R̂ similarity
compared to the actual expected output R.

evaluation score = similarity(R̂, R). (2.5)

During the automatic evaluation process, we used set response pairs in the con-
versation database as model responses when training the systems. To obtain the
evaluation score, in this study we used similarity measurements from TF-IDF
cosine similarity, syntactic semantic similarity, and BLEU. This was essential,
as performing a human based evaluation would have been very costly. One can
develop several dialog system prototypes and run this kind of automatic test to
assess which approaches are better and what cases are not appropriate for hu-
man evaluation. In this way, bad approaches can be efficiently detected, and
confidence in testing our dialog system with real users increases.

This objective evaluation proceeds as follows. First, we took a query-response
test-bed pair (Q, R) from the conversation database (Q′, R′), and treated it as
a both a user query Q and response reference R consecutively. Next, we took
the user query Q to the dialog agent, and collected the response R̂ from the
dialog agent. We calculate the score from the similarity between the response of
dialog agent R̂ and our response reference R. By doing this, we assumed that
the expected appropriate response would be a response which was similar to the
response reference. In order to understand this idea clearly, we depict this concept
in figure 6.

Beside the objective evaluation, we also performed a subjective evaluation.
Subjective evaluations are carried out by asking a human to judge. Each person
was given a pair of user query and system responses at random. We asked the
human annotators to give a score between 1-5 for each system response. This
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response 

user_query_x 

Conversation 
Database 

Test-sets 

Training-sets user_query_1, response_reference_1; 
user_query_2, response_reference_2; 

 
user_query_n, response_reference_n; 

Automatic Evaluation 
similarity_score = similarity(response, response_reference_x) 

Figure 6.: Automatic evaluation on dialog system.

score reflects how natural and relevant each of the responses were. 1 represents
poor performance/low quality answer and 5 represents high performance/high
quality answer.

Overall, we assess our system performance with objective and subjective met-
rics. Through the subjective evaluation we assess system performance aspects
such as response naturalness or relevance to the real user. From the objective
evaluation we are able to assess the system performance by some specific features,
such as: word ordering in a BLEU evaluation, syntactic and semantic cohesion
in syntactic-semantic sentence similarity and TF-IDF cosine similarity. Our ob-
jective evaluation metrics are aimed towards providing a comprehensive analysis
of our system performance. Later on in this paper these dialog system responses
will be analyzed based on word-ordering, syntactic, and semantics aspects.
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3. Construction of Multi-Domain
Dialog Corpora

My team’s dialog corpora is constructed based off of movie scripts and Twitter
conversations. These sources have been chosen because they resemble actual
conversations between humans, and are easy to obtain from the internet. Because
the movie scripts and Twitter data used in this work contain very different types
of text, different processes must be used to construct them.

A B 

C D 

(a) Movie scene 

<h3 align="center">Opening Credits</h3> 
<p>B: Hi, where were you yesterday?</p> 
<p>A: How'd the date go with Mr. 
Millionaire?</p> 
<p>B: Who is Mr. Millionaire?</p> 
<p>C: He's great, but I'm not attracted to 
him at all!</p> 
<p>A: Still?!</p> 
<p>C: Yeah! It's driving me crazy.</p> 
<p>B: Who is Mr. Millionaire?</p> 
<p>D: Guys, you make a lot of noise. Can you 
be a little quieter?</p> 

(b) Raw html format movie scripts  

(c) Candidate dialog pairs between two people 

Figure 7.: Dialog corpora construction from movie script.

A movie script is a conversational manuscript that portrays the conversation
between and actions of actors in a movie. Figure 7(a) illustrates an example of
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one movie scene with four actors talking to each other. The corresponding raw
movie scripts that are available from the web are usually written in HTML files
shown in Figure 7(b). The dialog between actors is arranged in chronological
order. Consequently, the conversation dialog contained in movie scenes does not
have a clear indication of which utterances are responses to a particular utterance.
Therefore, it is important to find a solution that is able to construct appropriate
dialog-pair examples from raw movie script files. As shown in Figure 7(c), dialog
tri-turn extraction is performed to find the candidate of dialog-pairs. Tri-turn is
a three consecutive turn conversation in the movie script. However, it was found
that tri-turn isn’t always applicable in all two-way conversations. To ensure a
strong relationship in these conversations, semantic similarity filtering is later
applied.

In contrast to the movie script data, text from Twitter often represents real
conversations between two or more people. Therefore, dialog tri-turn extraction
is not necessary in order to extract the related dialog-pair sentences. Instead, the
challenge with handling Twitter data is determining how to ensure the integrity
of the sentences. In this case, it is necessary to filter out sentence pairs that are
not likely to be useful for training the system.

Unifying both data sources into one dialog corpus, we define two basic types
of information about each dialog: actor and utterance. The utterances are the
actual content of each dialog turn in the movie scripts or tweets. The actor refers
to the character name in the movies, or the name of the Twitter user that posted
each tweet. This actor and utterance information will be utilized to construct
the dialog corpus.

The details of dialog corpus construction, as illustrated in Figure 8, consists
of three main steps: (1) pre-processing, which removes unnecessary information
and normalizes the text, (2) dialog-pair extraction, which ensures that the con-
versation is between two people talking each other, and (3) semantic similarity
filtering, which ensures that the each query-response pair is semantically related.
Described are the details of each step in the following sections.
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Figure 8.: Dialog corpus construction from movie scripts.

3.1. Related Works

In this work, a movie script and Twitter data obtained from internet are utilized.
There are numbers of previous works utilizing these kinds of data for dialog
system tasks [60]. Banchs presents a Movie DiC Corpus [42], this dialog’s data is
collected from Internet Movie Script Data Collection∗, and covers various genres.
Ritter, et al. conducted a response generation experiment with the Twitter data
collected from Twitter API [36]. There are also a number of works that utilize
movie or TV Drama subtitles or scripts [61–65]. Walker, et al. [65] provides an
analysis and annotation such as character sentiments and archetypes, which is
useful for creating a personalized dialog system. Because a conversation obtained
from a movie and from Twitter mostly covers a broad range of genres and topics,
corpora created from this source, sometimes called multi-domain dialog copora.

These dialog corpora consist mostly of raw script, and might not portray an
actual natural conversation between two people. We have gone a step further,
by performing a filtering process over the collected dialog data. This way it
can be ensured that the corpora is performed by two people that actually talk
to each other, forming dialog-pair sentences. The dialog corpora constructed in
this study are based on a movie script and Twitter data. This source of data is
used because it portrays human-to-human dialogue [60], resembling what natural
dialogue between humans.

∗http://www.imsdb.com
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3.2. Preprocessing

Preprocessing of the movie scripts is done by transforming raw HTML files into
an easily readable text format. Since a variety of movie script sources were used
that had differentiating formats, several parsing algorithms were implemented to
fetch the information from the raw movie conversations. Unnecessary explanatory
information about the movie scenes was removed.

Regarding the Twitter data, preprocessing removes information about the user’s
identity, as well as removing hash tags and URLs. For both data sets, all the
words in the sentences are labeled with parts of speech (POS) and named entities
(NE). To ensure the integrity of the Twitter data, English language filtering† and
non-standard word (NSW) normalization [66] is also performed.

3.3. Filtering

3.3.1. Tri-Turn Extraction

Figure 9.: Example of a tri-turn with two actors.

To certify that the dialog example database contains only query-response pairs,
we proposed a simple and intuitive method for selection of the dialog data, namely,
trigram turn sequences, or tri-turn. A tri-turn is defined as three turns in a
conversation between two actors X and Y that has the pattern X-Y-X. In other
words, within a tri-turn the first and last dialog turn are performed by the same

†search.cpan.org/~ambs/Lingua-Identify-0.51/
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actor and the second dialog turn is performed by the other actor. Then, the
query-response pairs are made by separating the tri-turn pattern X-Y-X into two
pairs, X-Y and Y-X.

When observing this pattern, it was discovered that in the great majority of the
cases, this indicated that the first and second utterances (X-Y pair), as well as
the second and third utterances (Y-X pair), formed a proper input-response pair
as shown in the c-a-c tri-turn in Figure 9. However, noisy cases which contain
uncorrelated turns still exist (see the b-a-b tri-turn in Figure 9), this happens
because the speakers are not actually speaking to each other. To address this
problem, further filtering was performed using the semantic similarity measure
described in the following section.

3.3.2. Semantic Filtering

Semantic similarity [67], shown in Equation (3.1), is used to make certain there is
a strong semantic relationship between each dialog turn in the dialog-pair data.
This is done by computing the similarity between WordNet‡ synsets in each dialog
turn. The dialog-pairs with high similarity are then extracted and included into
the database. Ssyn1 and Ssyn2 respectively is a group of WordNet synsets for each
word in the sentence S1 and S2 that are linked by a network of lexical relations.
The similarity of sentence pair X-Y where S1 = X and S2 = Y can be obtained
by calculating the relations between Ssyn1 and Ssyn2. Where |Ssyn1 ∩ Ssyn2| is a
number of co-occurring WordNet synsets and |Ssyn1| + |Ssyn2| is the total number
of effective WordNet synsets.

semsim(S1, S2) = 2 × |Ssyn1 ∩ Ssyn2|
|Ssyn1| + |Ssyn2| (3.1)

When dealing with the name entities (NEs), the system simply replaces the NEs
with pronouns when performing the response retrieval. The NEs will be stored
as variables and later can be used to replace NE slots in the retrieved/generated
response.

‡http://wordnet.princeton.edu/
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3.4. Experimental Set-up

We collected and constructed our conversation database from the Friends TV
show§, The Internet Movie Script Database¶, and The Daily Script‖. Parsing the
raw HTML data was accomplished with the Perl CPAN HTML-Parser∗∗ and the
filtering system was built in the Python environment using the Python NLTK
tools††.

From the raw data, 28.62% of the collected movie scripts are played by 11
- 20 different characters. Only 4.40% collected movie scripts are played by 1 -
10 different characters. Besides the main characters, the movie scripts usually
include cameos (e.g. “a man in the radio,” “man 1,” “radio”). These cameo
characters contribute to increasing the character variation in a single movie, which
makes the filtering task is more challenging and explains the uncorrelated tri-turn
during the data collection process. Figure 10 illustrates in detail the total number
of different characters involved in one movie.

Figure 10.: Percentage of total characters involved in one movie.

The Friends TV show scripts are written in English and contain 5 seasons,
§http://ufwebsite.tripod.com/scripts/scripts.htm
¶http://imsdb.com/
‖http://dailyscript.com/

∗∗http://search.cpan.org/dist/HTML-Parser/Parser.pm
††http://nltk.org
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with a total of 112 episodes. Each episode contains several scenes and each
scene contains several dialog turns. The total number of scenes in the corpus
are 1,437. The movie script data is from The Internet Movie Script Database
and The Daily Script, captured in June 2012. This resulted in a total of 1,786
conversation scripts with 1,042,288 dialog pairs. After performing dialog turn
extraction and semantic similarity filtering, the total number of dialog pairs is
86,719. The summary of the conversation corpora can be seen in the Table 1.

conversation scripts 1,786
dialog pairs 1,042,288
dialog pairs after filtering 86,719

Table 1.: Conversation corpus details.

Additionally, we annotated every sentence in the dialog turn with labels such
as part-of-speech tags (POS), named entities (NE), and dependency trees. POS,
NE, and dependencies were tagged by using the Python NLTK Brown corpus
POS Tagger, Stanford NER‡‡, and the Stanford dependency parser§§. We also
added semantic and syntactic similarity distance between two sentences in the
dialog pairs. The syntactic similarity distance obtained by calculating a syntactic
similarity measure [67], given the dependency tree of a sentence as an input.
Finally, we wrapped each dialog-pair with all of its annotation in JSON¶¶ data
format.

For the Twitter data, Twitter tweets were collected through the Twitter API∗∗∗,
resulting in a total of 1,076,447 dialog-pairs. After performing language filtering
and semantic similarity filtering, the total number of dialog-pairs was reduced to
67,500 and 7,048 respectively.

‡‡http://nlp.stanford.edu/software/CRF-NER.shtml
§§http://nlp.stanford.edu/software/stanford-dependencies.shtml

¶¶http://json.org/
∗∗∗http://dev.twitter.com
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3.5. Evaluation of Tri-turn and Semantic
Filtering

To demonstrate the effect of semantic similarity and tri-turn filtering in our data,
we compared our system performance with and without the tri-turn filtering.
In this comparison, the TF-IDF based cosine similarity (csm) and syntactic-
semantic similarity retrieval (sssr) methods were used to retrieve responses.

Semantic similarity filtering was able to improve the performance significantly
over the tri-turn filtering. However, the application of the tri-turn filtering had a
role in reducing the amount of training examples while maintaining the evaluation
score result. On the other hand, the difference in the amount of training examples
resulting from the filtering process also effects the response retrieval time. Figure
11 and 12 depict average system evaluation score improvement and response times
per input query for each applied filter. The average system evaluation score is
the average performance of a certain evaluation score metric over all the test set
data. The number in the horizontal axis shows the number of dialog-pairs after
each filtering step.

In this experiment, we implemented our response retrieval approach without
indexing optimization. All the words in the sentences were traversed to obtain
the TF-IDF vector and WordNet synsets. In a practical situation dialog, the
amount of query-responses in the database could be millions, and the response
time becomes crucial as users may expect the response from chat-oriented dialog
systems to be presented in real time. These filtering methods come to increase the
conversation database effectiveness, and in this way the conversation database
can be reduced and the response speed increased, while maintaining and even
increasing the response retrieval performance.
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Figure 11.: Filtering effect on the movie data.

Figure 12.: Filtering effect on the Twitter data.
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4. Combination of SMT and
EBDM for Chat-Oriented
Dialog Systems

Statistical Machine Translation (SMT) has been successfully used to address var-
ious NLP tasks [68–70]. The investigation of SMT as an approach for response
generation has also been introduced by [36]. In this chapter we propose a simple
but effective way to perform system combination of example-based and SMT-
based techniques into one dialog management framework. Experimental results
demonstrate that our combined system shows promise for overcoming the short-
comings of each approach.

4.1. Technology of Statistical Machine
Translation

In this section we explain the fundamental technology of machine translation.
Since our SMT is based on a phrase-based translation model, the focus of the
discussion will be on the technology of phrase-based SMT. This section will be
divided into three parts, a discussion of the phrase-based model in general, an
explanation of the learning process in the SMT, and finally an explanation of the
language model used in the phrase-based SMT.

4.1.1. Phrase-Based Translation Model

Before understanding the phrase-based translation model, word-based translation
models must be discussed. Word-based translation models translate a single
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sentence word by word. We can view this model as a person looking up a word in
a dictionary to find the best translation for a single word in a sentence. In word-
based translation models, one should consider 1) the translation table statistics
by performing learning from the parallel corpus, and 2) word alignment in regards
to how the word order in one language aligns itself with another language.

Besides word-based translation models, phrase-based translation models are
also popular. Before the recent arrival of the neural machine translation era, this
model has been the highest performing statistical machine translation system [71].
Unlike word-based translation models, phrase-based translation models translate
small word sequences at a time. This model assumes phrases as a single atomic
unit in the translation algorithm. The idea of a phrase-based model is based on
the knowledge that a certain language word may be translated into two words in
the other language.

Learning small word sequences at a time in a phrase-based model is very useful.
The context learning in the phrase translation table can provide good clues as
to how a language should be translated. Overall, there are several benefits to
using the phrase-based translation model; due to many-to-many mapping, a word
may not be the best atomic unit for translation. Translation ambiguity might be
resolved by translating word groups instead of single words, and the large training
corpora enables the phrase-based model to learn longer and more useful phrases,
sometimes enabling the model to memorize the translation of entire sentences.
Finally, the phrase-based model is more simple conceptually, since it removes the
notion of insertion and deletion of the word-based model.

4.1.2. Language Model

Another essential component in statistical machine translation is the language
model. In short, language models measure how likely a sequence of words would
be uttered by a human speaker. This is important because it is desirable for the
machine translation to produce not only the right words, but also a natural and
plausible sequence of words.

The N-gram language model is one of the leading methods for language mod-
eling. This statistical model analyzes the text in corpora and measures how
likely words are to follow each other. Here we compute a probability of sentence
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S = w1, w2, ..., wn, in such way that p(S) is the probability of picking a sequence
of words at random and turns out to be S.

In this task, the most common n-gram language model used is five-gram (5-
gram) language model. To understand this concept clearly, from now on, we will
discuss trigram (3-gram) model. The trigram model considers the usage history
of two words (w1, w2) to predict the following third word (w3). To compute
this 3-gram, we need to populate the statistics of three word sequences. Using
maximum likelihood estimation, we can formulate 3-gram model as:

p(w3 | w1, w2) = count(w1, w2, w3) + α∑
w count(w1, w2, w) , (4.1)

which is a straightforward calculation for measuring the probabilities of p(w3 |
w1, w2). We can see α as a smoothing factor. It is applied because when we can’t
find a term (w1, w2, w3) in the dictionary, this equation will give a 0 result. An
add-one smoothing uses 1 as an α value.

4.1.3. Learning in SMT

The power of phrase-based SMT lies in a good phrase translation table. A phrase
table is constructed first by creating a word alignment between each sentence pair
of the parallel corpus. Next, we extract phrase pairs that are consistent with this
word alignment.

The translation model’s learning method can be seen in the Figure 13. From
the word alignment matrix (Figure 13) we can see that the phrase assumes that
is aligned with geht davon aus, dass, which also serves as the actual translation
between them. It can be seen that target phrases for translation could be shorter
or longer than the source phrase. In the Figure 13, short phrases occur more
frequently, and are more likely to be applied to translate the unseen sentences.
Longer phrases help us to translate a larger chunk of text, and capture more local
context.

Put it together in the equation, we can see the translation task as:

T̂ = argmax
T

P (S | T )P (T ), (4.2)

T̂ = argmax
T

P (T | S). (4.3)
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Figure 13.: Word Alignment Matrix.

Where P (S | T ) is a translation model, and P (T ) is a language model. In order
to obtain the desired translation T̂ , probability of output target T given the input
source S should be maximized.

4.2. Related Works in SMT

Efforts in the SMT as an approach for response generation have been introduced
by [36]. Other works on the topic of SMTs are mainly focused on the Question-
Answering task [72, 73]. However, a QA task data structure is different than a
chat-oriented dialog system task. Specifically, in that one question already has
a specific answer. Chat-based dialog systems present much more of a challenge,
because in a real conversation there can be more than one appropriate response
given one single query. In this way, creating a word alignment matrix is challeng-
ing due to many-to-many mapping of query-response pairs in the conversation
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database. Another element in query-response related task utilizes SMT as a
query expansion module for question-answering retrieval tasks [74].

Here we used SMT because its earlier efforts at response generation tasks had
been promising. Differing from the previous existing works, in this case the team
adapted the SMT to learn from a filtered movie script conversation database.
We conducted a contrastive experiment with the SMT response generation and
EBDM response retrieval approach in the data-driven chat-oriented dialog system
scheme. By exploiting the benefit of both approaches, we propose a simple but
effective way to perform combination approaches between SMT response genera-
tion and EBDM response retrieval for a chat-based dialog system.

4.3. Response Generation with SMT

With this approach, the dialog-pair data is treated as a parallel corpus for training
an SMT system. Given the trained SMT system, the user dialog is treated as an
input and “translated” into the system response. The system response is chosen
to be system output T of maximal probability given the user input S

T̂ = argmax
T

P (T | S). (4.4)

4.4. EBDM and SMT Hybrid Approach

While one can say that the performance of SMT response generation is on par
with standard response retrieval, upon closely inspecting each approach in this
experiment, it was found that SMT response generation is more robust in the
OOE case. Harnessing this advantage, we propose a hybrid approach to dialog
management by combining these two core systems.

During the experiments, we observed that the EBDM approach is relatively
robust in a case when an exact match is found in the conversation database.
However, if the exact match does not exist (OOE case), the system performance
will be down. During this case, the response generation approach in SMT per-
forms better. Observing this phenomenon, we came up with the idea of combining
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both EBDM and SMT, in the hope that SMT would able to cover up the EBDM
weakness and build a robust chat-oriented dialog system.

The system works like a switch. In a normal chat conversation, the system will
find a response, just like with standard response retrieval. Through the sentence
similarity equation we calculated an estimate of the confidence score from the
query match in the database. Later, if the system finds a low confidence score on
the fly, it will fall back to SMT response generation. This technique was found to
be effective, especially when a user was provided with a natural response instead
of a canned error response.

4.5. Experimental Set-up

We performed the example-based TF-IDF based cosine similarity retrieval using
the Apache Lucene∗ tool. For the SMT approach, Moses† was used to build the
translation model and perform translation for the dialog system. Here, four-
gram language models built with the Kneser-Ney smoothing and the lexicalized
distortion model were used.

4.6. Evaluation of SMT Approach

In this section the experimental evaluation results are presented, along with dis-
cussion about the team’s approaches. We conducted two types of evaluations:
objective evaluations that were performed automatically, and subjective evalua-
tions that were accomplished by gathering opinions from human users.

4.6.1. Objective Evaluation

In objective evaluation syntactic-semantic sentence similarity and TF-IDF cosine
similarity was used. In syntactic-semantic similarity the system performance was
measured through its syntactic and semantic features. TF-IDF cosine similarity
employs TF-IDF vector. We measured syntactic and statistical cohesion of the

∗http://lucene.apache.org/
†http://statmt.org/moses/
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system response. Both metrics measured similarity between system response and
response reference.

Figure 14.: Objective evaluation results on the movie data by various data-driven
approaches over the cosine TF-IDF similarity (top) and syntactic-
semantic similarity (bottom) metric.

Objective evaluation presented in Figures 14 and 15 is performed using TF-IDF
based cosine similarity and syntactic-semantic based similarity (with calculated
probability p-value < 0.05). The results reveal that, within EBDM approach,
TF-IDF based cosine similarity retrieval (denoted as csm) gives a better evalu-
ation score than syntactic-semantic similarity retrieval (denoted as sssr). This
csm approach exceeds the sssr approach because it utilizes cosine similarity over
the TF-IDF vector, compared with the sssr approach that computes cosine simi-
larity over the POS tag vector. Furthermore, the tri-turn and semantic similarity
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filtering methods manage to increase the response score.

Figure 15.: Objective evaluation results on the Twitter data by various data-
driven approaches over the cosine TF-IDF similarity (top) and
syntactic-semantic similarity (bottom) metric.

Comparing the best EBDM approach csm against the SMT approach smt,
csm always give a better performance than smt. Analyzing the data in more
detail, it was found that csm is better at handling when dialog close to Qtest

exist in Qtrain, while smt can provide a better output when there is no dialog in
Qtrain similar with Qtest.

Combining both approaches (denoted as comb) the system uses EBDM if
the similarity between user input and dialog examples exceeds a given threshold
and responding with an SMT output could overcome the shortcomings of each
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approach. The objective evaluation results on system combination given various
thresholds are presented in Figure 16. The axis denotes the various thresholds
we experimented with. For example, threshold 0.4 means that when the csm can
not find results with a retrieval score greater than 0.4, the system will fall back
and give output from the smt approach instead. Our experiment revealed that
the combined system is the best. The optimum score shown here is achieved by
0.4 and 0.6 for movie and Twitter data respectively.

Figure 16.: Objective evaluation results of the combined system given various
thresholds (axis).

A cross-domain evaluation between movie and Twitter data is also performed.
In this experiment we use the comb retrieval approach to retrieve responses
within movie and Twitter filtered data. Both the Twitter and movie test data
is tested in the movie, Twitter, and combined movie and Twitter database. The
results of the cross-domain evaluation can be seen in the Figure 17.
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Figure 17.: Combined retrieval approach on cross-domain using syntactic-
semantic similarity as an evaluation metric.

4.6.2. Subjective Evaluation

In the subjective evaluation, 40 human annotators were asked to give a natural-
ness score between 1-5 of the system output, with higher scores indicating that
the system was producing natural and relevant system responses. Each person
assessed 140 randomly selected query-response pairs that were evenly distributed
over all systems. The result of this evaluation is shown in Figure 18. We also
prepared a dummy system as a baseline that outputs a response by simply re-
peating the user input, i.e. user-input: "How are you?", then the system’s output
is also: "How are you?". For greeting conversations, this simple approach may
work. However, for the other cases, the system may result in a completely in-
comprehensible response.

Along with objective evaluation, the results show that the csm approach sig-
nificantly outperforms the smt approach. This may indicate that while the smt

responses consist of several matching phrases with the reference, they have not yet
reached the naturalness of real human responses. For instance, for a query input
“I’ll call you back.”, the smt system will responded “I call me back.”. Because this
sentence is incomprehensible, many people will prefer the dummy system response
“I’ll call you back.” instead of the smt response. This factor seems to effect the
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Figure 18.: Subjective evaluation result on the movie and Twitter data by various
data-driven approaches.

system combination as well, where it reduced the score slightly compared to the
csm approach. Furthermore, the results of the subjective evaluation also demon-
strate slightly higher scores on filtered data. This shows that the tri-turn and
semantic similarity filtering methods can manage to increase the naturalness of
the response.
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4.6.3. Discussion

In the term of computational complexity, our csm and sssr approaches in EBDM
have a complexity of O(N), where N is the amount of traversed data in the
conversation database. On the other hand, the smt approach doesn’t have to
traverse the conversation database when giving a response, thus giving O(1) in
terms of computational complexity. This happens because the smt approach
generates the response sentence directly from the learned “translation” model.

Though csm is inferior to smt in terms of computational complexity, overall the
csm approach performs well, especially when it is able to find a similar sentence
to the user query in the conversation database. The inverse of this case is an
out of example (OOE) problem. This issue occurs when there are no sentences
similar to the user query in the conversation database.

The OOE problem is serious because in a statistical chat-oriented dialog system
task, the system is expected to answer various kinds of user utterances or inputs.
In the task-oriented dialog system, this problem might not be as significant since
conversation is usually limited to certain vocabulary and topics. In order to solve
OOE, canned responses or response templates are not really good solutions as
they can provide unnatural conversation responses that might interfere with the
user’s experience. Another way to approach OOE is to expand the conversation
database to cover up a vast amount of templates and conversations, however
this is not a permanent solution. Knowing that language is always developing
and expanding, we can argue that there will always be conversations that such a
system cannot cover.

By considering the data closely, we found that the comb approach actually
performs better for the automatic evaluation, but it doesn’t perform as well in
the human evaluation. This is because the smt manages to pick an appropriate
response word, but fails to create a comprehensible sentence with it. Therefore,
users mostly prefer the csm response to the smt response, and our efforts at
combining both responses (comb approach) resulted in a decreased subjective
evaluation score. This limitation made our team reconsider its approach in com-
bining both csm and smt.

In the next dialog system design, we mainly focused on addressing the OOE
problem. After finding the csm approach better than the sssr retrieval approach,
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we abandoned the sssr and adopted the csm as our baseline EBDM approach.
We moved on to the generation and neural networks strategy for a chat-oriented
dialog system. The development in the neural network word representation is
really promising in capturing a language phenomenon, and allows us to perform
a soft matching of similar words. Furthermore, employing a language generation
technique is a reasonable strategy when exact matches are not available in the
conversation database.
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5. Deep Neural Network for
Chat-Oriented Dialog
Management

5.1. Technology of Deep Neural Networks

This section will explain about the machine learning technology that is neural
networks. Provided will be an introduction about neural networks and how they
work, perceptrons, (which are the smallest unit in artificial neural networks,)
neural network word representations, and recurrent and recursive neural networks
that were used in this research.

5.1.1. Basic Artificial Neural Network

More research is still needed to explain how the brain trains itself to process
information. However, some theories have arisen regarding this topic. Inside the
human brain, a typical neuron collects signals from others through dendrites,
which is a brain road structure that connects other neural cells to the cell body
[75]. Next, neurons will forward this signal through an axon, a long, thin stand
which splits into thousands of branches. At the end of each branch, there is a
structure named a synapse, which converts the axon activity into electrical effects
that inhibit or excite others neurons. Learning in brains occurs when synapses
change effectiveness; this way the influence of a neuron to others also changes [75].

Artificial neural networks are an information processing paradigm inspired by
the brain’s nervous system. Applying this brain novel structure to the information
processing system is the key element of the paradigm. Artificial neurons work
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together as a large number of highly interconnected processing elements, such
that a network is able to solve a specific problem.

Just like people, this artificial neural network learns by example. Usually ar-
tificial neural networks have a certain configuration and a specific purpose, such
as data classification, pattern recognition, or pattern generation. Learning in the
human brain involves adjustments to the synaptic connections that exist between
the neurons. This is applied to the artificial neural networks as well. Through
neural network learning algorithms such as back propagation, we adjust each
neuron to fits the data and make the network function as a certain application.

Perceptrons

Figure 19.: Neural network perceptron.

A perceptron is a smallest learning unit in the artificial neural network. This
perceptron can be viewed as a single neuron. A perceptron takes several binary
inputs x1, x2, ... and produces a single output y (see figure 19). Besides the inputs,
perceptrons also have weights [76]. These weights w1, w2, ... are real numbers
representing the importance of each input. To obtain the output y, we first
calculate the sum of the perceptron’s input weight t:

t =
∑

i

wixi. (5.1)

To determine the output value in the end of the perceptron, we utilize activation
function f , that employs the nonlinear or linear function. To simplify this equa-
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tion, the activation function is taking the sum of perceptron’s input weight t as
an input

f(t) = f(
∑

i

wixi). (5.2)

The combination between many perceptrons will form a neural network (multi
layer peceptron). In practice, sigmoid function is widely used to determine the
output value in the end of the perceptron.

f(t) = σ(t) = 1
1 + e−t

. (5.3)

Neural Network Learning

Neural network learning is the process of adjusting the weights of each neuron in
the neural network. The aim of this process is to minimize the error between the
desired output and the actual output. This enables the neural network to perform
specific tasks. The most widely used algorithm for neural network learning is back
propagation. For this algorithm, the neural network needs to compute the error
derivatives of the weights and update it. In essence it calculates the margin of
errors as each weight is increased or decreased slightly.

In practice, when adjusting the weights’ value, we usually introduce a variable
to control how fast the learning process occurs. This value is called learning
rate α, and the value is usually a real number between 0 and 1. During the
neural network training, this learning rate should be adjusted. If a small value
is assigned, it will take a long time for the networks to learn. On the other
hand if we put a large value, the optimal networks might be hard to achieve [77].
Combining everything into the equation, we generally can update the weight of
a single perceptron with

wi
′ = wi + α δ. (5.4)

Where wi
′ and wi is the new weight and initial weight respectively, α is the

learning rate, and δ is the error rate.
With the back propagation algorithm, we can obtain the error rate by calcu-

lating the difference between the target output (y′) and network output (y) such
as δ = y

′ − y. In the neural network (which has a multiple layers) calculating
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the error rate δj for hidden layer j might be tricky. Here we need to calculate a
derivative of the layer output and propagate the error from the forward layer δk,
thus this algorithm is called back propagation [78]. Putting it together we could
calculate the error as

δj = f
′(xj)

∑
k

wkjδk (5.5)

where f
′(xj) is the derivative of activation function f with respect to its input

xj.

5.1.2. Recursive Neural Network

A recursive neural network (RNN) is a hierarchical network in which the same set
of weights is recursively applied within a structural setting. In many cases, this
hierarchical architecture is processed in a tree fashion. Given the tree structure,
each node will be visited in the topological order, and will recursively apply
transformations to generate further representation.

In this work, we limit our attention to RNNs over binary trees, as presented
in [79]. In the binary tree structure the leaves have the initial representations,
and the recursive neural networks compute the representations at each internal
node η as follows:

xη = f(wlxl(η) + wrxr(η)). (5.6)

Where wl and wr are the weight parameters that connect left and right leaves to
the parents, l(η) and r(η) are the left and right leaves.

Given this structure, an interesting interpretation can be observed. Here, the
initial representation at the leaves and intermediate representation at the non-
terminals lie in the same space. In the parse tree example [79], a recursive neural
network combines the representations of two sub-phrases to generate a represen-
tation for the longer phrase, in the same meaning space.

We implemented a recursive neural network architecture that trains by en-
coding and decoding the source input. This architecture is a so-called recursive
auto-encoder. More of this will be explained in the section 5.4.
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5.1.3. Recurrent Neural Network

Recurrent neural network is a simple recursive neural network with a particular
structure, it unfolds over time and is used for sequential inputs. This architecture
is implemented when the time factor is the main differentiating factor between
the elements of the sequence. In this experiment, a Long Short Term Mem-
ory (LSTM) Neural Network is employed. LSTM is one of the recurrent neural
networks approaches that is widely used for natural language processing tasks.

LSTM Gate

LSTM is a particular type of recurrent neural network. The key feature of LSTM
is its powerful capability to update equations in each layer structure. These
equations allow LSTM to make decisions about what to store, and when to read,
write, and make erasures to the memory cell. Each LSTM layer is composed of
input gates i, forget gates f , output gates o, and memory cells c. Mathematically
this can be viewed as:

it = σ(Wxixt + Whiht−1 + Wcict−1 + bi), (5.7)

ft = σ(Wxixt + Whiht−1 + Wcict−1 + bf ), (5.8)

ct = ftct−1 + it tanh(Wxcxt + Whcht−1 + bc), (5.9)

ot = σ(Wxoxt + Whoht−1 + Wcoct + bo), (5.10)

ht = ot tanh(ct), (5.11)

where xt is an input to the LSTM, in our case a single distributed word vector
L of word w, σ is a logistic sigmoid function, and h is a hidden vector. The
weight W and b subscript respectively represent the edge connection matrix and
bias vector. For example Wxc indicates the input-cell (xc) weight matrix. To
calculate input gates i we apply the logistic sigmoid over the sum of dot products
of (1) input weight matrix Wxi and word input xt, (2) hidden-input weight matrix
Whi and the previous hidden vector ht−1, (3) cell-input weight matrix Wci and
previous memory cell ct−1, and (4) input bias vector bi.
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Figure 20.: Long Short Term Memory Neural Network Cell.

Back Propagation Through Time

Recurrent neural networks are often introduced as deep structure neural net-
works. A deep structure means that the networks have many layers that are
packed together in the neural networks structure. Introduced in the early 1990s,
the recurrent neural networks approach did not instantly gain popularity [77].
This happened due to the gradient vanishing problem which emerged as a major
obstacle to recurrent neural network performance [77].

During the learning stage, a normal neural network will update its parameters
through multiplication with the derivative product (gradient). In the mathemat-
ics principal, any quantity multiplied by less then one value (< 1) multiple times,
will resulting in the vanishing value. Thus in the normal back propagation cal-
culation, the resulting gradient value will become very small and won’t add any
value at all to the weight update.

LSTM is one solution to avoid the gradient vanishing problem, it is because
the LSTM architecture allows limitation of the writing process by means of a
gate. Learning in LSTM is done through the back propagation through time
(BPTT) algorithm. BPTT works as a normal back propagation, however instead
of calculating a complete back propagation through all the known layers, BPTT
only performs the back propagation steps until a certain n-depth. This way, one
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can maintain the gradient value and still update the weight of the networks to fit
their task.

5.2. Related Works in DNN

Earlier efforts to incorporate a data-driven approach into dialog systems have re-
lied on two main approaches. Response retrieval is an approach that searches for
the most appropriate response in a conversation database [1,39–42,80,81]. How-
ever, in the case that no response in the database could adequately respond to a
given utterance, this approach will fail. Response generation [28,29,82] which has
the ability to generate a new responses, is arguably more robust in handling user
input compared to the other approach, however it sometimes generates unnatural
responses that are incomprehensible to the user [36].

There have been a number of works on response generation for data-driven
dialog systems. These works utilize a statistical machine translation system to
learning the patterns between queries and responses in question-answer data [72,
73] or social media conversation data [36]. Many recent works focus on models
based on recurrent neural network language models (RNNLM) [83]. Sordoni et
al. [29] employs a RNN architecture to generate responses from a social media
corpus, and Vinyals et al. [28] presents a long short-term memory (LSTM) neural
network encoder-decoders to generate dialogue responses using movie subtitles or
IT support line chats. LSTM was used because its structure is able to read the
input sequence one at a time, obtain fixed-sized hidden vector representation, and
utilize another LSTM to extract output sequence from that vector. The second
reason is LSTM’s ability to learn data with long range temporal dependencies [83],
which makes LSTM preferable for the NLP tasks, especially when it comes to
learning sequences. More recently Wen et al. [82] demonstrateed a more advanced
LSTM that is able to control a response semantically by considering dialogue act
features in the application of a goal-oriented dialogue system.

On the other hand, it was also noted that compositional distributional repre-
sentations using neural networks [84] have the potential to capture a large number
of linguistic phenomena, such as paraphrases. We learn these representations and
use them to retrieve an appropriate response given a user utterance based on the
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paraphrase detection model of Socher et al. [85].
We propose a new EBDM that retrieves dialogue responses from the database

by utilizing a recursive auto-encoder paraphrase-matching algorithm. Further-
more, LSTM was employed for generation and retrieval tasks. The LSTM re-
sponse generation approach, (which was developed alongside other efforts) is
similar, but we were the first to train LSTM and conduct a contrastive experi-
ment comparing the new approaches to baseline methods in a statistical, goal-
oriented dialog system. Different from the previously existing works, we proposed
a method to perform a response retrieval with LSTM models. The hope is that
this will reduce the chance of grammatical errors occurring when generating a
dialogue response.

5.3. Neural Network Word Representation

A distributed word representation is an n-dimensional vector of continuous values
used to represent a word i in the vocabulary D (i ∈ D). They are often obtained
by joint learning of neural network language models and distributed representa-
tion for words [86]. The reason why word representations are useful is that they
allow for soft matching of similar words when exact matches are not available.
This is useful especially when we are dealing with the large vocabulary. Without
soft matching, the response generator has a tendency to fail and respond to the
user input with another uncorrelated response based on superficial overlap of the
words that do happen to have an exact match.

5.4. Recursive Auto Encoder Response
Retrieval

Simple methods such as cosine similarity have problems with robustness [81].
Thus we need a more sophisticated approach to retrieve a response from the
example database. In this section, we describe our proposed method to use neural
network-based retrieval to retrieve more appropriate responses from the example
databases. In the RAE-based retrieval (rae) approach, given the user input the

55



system will find a paraphrased input sentence in the dialog pair example database.
Next, it will output the corresponding response from the matched dialog pair.

In this method, a proper system response is retrieved by modeling the example
database using neural word representations, and passing it to the softmax clas-
sifier that calculates a probability that the user’s input Q and the query in the
example database Q′ are paraphrases. Thus, we can view the scoring function
S(Q, Q′) as being the paraphrase matching probability.

Adopting the work of [85], we utilized recursive autoencoders (RAE), dynamic
pooling, and a softmax classifier to decide whether the sentence was paraphrased
or not. In the following sections we describe: (1) word representations, the input
to the RAE, (2) recursive autoencoders, and (3) dynamic pooling and paraphrase
classification. An overview of the neural-network-based retrieval method is de-
picted in Figure 21.

Figure 21.: Overview of neural-network-based retrieval.
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5.4.1. Recursive Auto Encoder

The RAE algorithm is used to combine word representations into vector repre-
sentations of longer phrases in a syntactic parse tree. The aim of using syntactic
parse trees is to capture the meaning that is structurally represented by the tree.
In order to construct the vector representation, this algorithm requires word rep-
resentations and a binary syntactic tree as input.

When calculating the recursive autoencoders, every child and non-terminal
node in the binary tree is collected as a feature representation of a sentence. The
binary tree forms the parent and children triplets (p → c1c2) where each child
could be a word representation vector or a non-terminal node. A parent p is
calculated through the neural network layer (Equation (5.12))

p = f(We[c1; c2] + b), (5.12)

where [c1; c2] is concatenation of the vectors of two children and f is a tanh
activation function.

Figure 22.: Recursive autoencoder model.

The parameters We and b are trained using recursive autoencoders as shown
in Figure 22. The RAE performance is evaluated through the Euclidean distance
between original input and its estimated reconstruction node (Equation (5.13))
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E(p) = ||[c1; c2] − [c′
1; c′

2]||2 (5.13)

where

[c′
1, c′

2] = f(Wdp + bd). (5.14)

This process will be repeated recursively for all non-terminal nodes. In the
course of RAE training, we want to minimize the total error of all inputs pairs
on every non-terminal node. The total error can be determined by adding up all
the calculated errors from a single parse tree T

Etree(T ) =
∑
p∈T

E(p). (5.15)

The benefit of recursive autoencoders is that they can capture the composi-
tional structure of phrases, and their similarity within two given sentences. For
example, the sentence “tons of stuff to throw away” and “a lot of junk to dispose
of” there are relationship between words and phrases such as “tons of stuff” with
“a lot” and “throw away” with “dispose of”. Using the recursive autoencoder, we
can not only capture the word paraphrase similarity, but also the phrase similar-
ity.

5.4.2. Dynamic Pooling and Softmax Layer

Given the RAE-derived representation of the sentence, the similarity of two sen-
tences will be calculated. To deal with the arbitrary length of the sentence, RAE
word representations are normalized into a fixed length vector with an algorithm
called dynamic pooling. Every sentence fed into the RAE forms a binary tree rep-
resentation. Given this, we can define a matrix M , where the rows and columns
in the matrix represent two sentences with the different lengths i and j. Because
the matrix includes all of the non-terminal nodes and leaves in the binary tree,
the matrix M ’s size is 2i − 1 × 2j − 1.

The dynamic pooling algorithm takes a matrix M as an input and turns it into
matrix M ′ with the fixed size n × n. This algorithm will divide the matrix M
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into n roughly equal parts. Every minimal value in the rectangular window is
selected to form a n × n grid.

Given this n × n grid, each utterance is classified as similar or not similar,
using a softmax classifier layer. The softmax classifier takes the matrix M ′ as
an input, and outputs a confidence score that decides whether a user input and
dialog database is a paraphrase. This confidence score was used as the retrieval
score when performing the rnn retrieval in this study.

5.5. LSTM Response Retrieval and Generation

In this section, we describe the LSTM network that we used in this study. The
LSTM was used in two different ways, LSTM response generation (LSTM-gen)
and the novel proposed approach LSTM response retrieval (LSTM-ret). Both
of these approaches are discussed in this section.

5.5.1. Long Short Term Memory Neural Network

We can view each query and response dialog pair as a set of a words (q1, ..., qI)
and (r′

1, ..., r′
I′). By doing so, we can formulate a conditional probability of the

response given the query as P (R′|Q) = P (r′
1, ..., r′

I′|q1, ..., qI).
Before the LSTM takes a word from the input sentence, each word is trans-

formed into a distributed word representation. A distributed word representation
is an n-dimensional vector of continuous values used to represent a word in the
vocabulary [86, 87]. Each word in the dictionary (w ∈ W ) is embedded into n-
dimensional space L ∈ R

n×|W |. From this representation, a word vector can be
seen as a single vector in the column of matrix L.

At the end of each LSTM, we calculate the output probability by performing
an affine transform on the LSTM output ht, and calculating the probability with
the softmax function:

P (r′
t+1|h) = softmax(Whyht + b), (5.16)

where Why is a hidden-output weight matrix, and b is a bias.
Our model consists of an LSTM encoder-decoder with two LSTMs, one for the

query sequence and another for the response sequence. The details of how the
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Figure 23.: LSTM neural model over time.

LSTM works can be seen in the Fig. 23. Given the query (q1, ..., qI) the network
will predict a response (r′

1, ..., r′
I′) as the output. Note that the system starts

to decode the output after reading the input and receiving the end of sentence
symbol “<S>".

The conditional probability of the next word in the response sentence is cal-
culated conditioned on a hidden representation h and memory cell that encodes
the input query q1, ..., qI , and the previously generated words of the response
sequence

P (r′
1, ..., r′

I′|q1, ..., qI) =
I′∏

i=1
P (r′

i|h). (5.17)

We also experimented with deep LSTMs that stack memory cells one on top of
another. During training we utilized back propagation through time [88] to cal-
culate the gradient over the full sequence, minimizing the negative log likelihood
L(x) = − ∑T

t=1 log P (xt+1|yt) using stochastic gradient descent. Using the devel-
opment data, we calculated the LSTM loss function, and decreased the network
learning rate by half when there was no improvement over time. The learning
was terminated when the learning rate was lower than a threshold.
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5.5.2. LSTM Response Generation

As explained above, to encode the input sentence, we fed it word by word
(q1, ..., qI) to the LSTM model. By following the word probability P (r′|h) from
equation (5.17), we calculated the word with the highest probability as follows:

R̂ =
∑

argmax
r′∈R

P (r′|h). (5.18)

After encoding the target sentence, the LSTM response generation (LSTM-

gen) decoder is used to generate output word by word. We searched for the most
likely response by using a left-to-right beam search decoder which maintains a
small number h of partial hypotheses at each time step, and discards the rest [89].
The search ends when it reaches a symbol “<S>” and appends it to the highest-
scoring hypothesis.

5.5.3. LSTM Response Retrieval

Differently from the LSTM response generation, LSTM response retrieval (LSTM-

ret) calculates P (R′|Q) for every response candidate R′ in the dialog database
based on its conditional probability log P (R′|Q) divided by the number of words
|R′|.

R̂ = argmax
R′∈D

log P (R′|Q)
|R′| . (5.19)

This score shows how likely a response candidate is to be an output response,
given the user utterance sentence and the LSTM model. This score is used to
retrieve the highest scoring response from the dialogue database.

5.6. Experimental Set-up

Initially our experiment employed the 100-dimensional word representations com-
puted and provided by Turian et al. [90]. Thus, for the next experiment, we chose
dialogue pairs that could be transformed into a vector of word representations.
When observing the conversation data, we discovered that some of the movie
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corpora contains slang words. As the target aim is to provide a good, natural re-
sponse to the user, we decided to filter out some tri-turns manually by removing
tri-turns that contain slang words, parsing errors, and long utterances (para-
graphs that consist more than three sentences.) In the end, 10,033 dialogue pairs
were used as the training and test data. During the experiment, we separated
the dialog pair data into 1,000 dialog pairs for tests and 9,033 dialog pairs for
training randomly.

As mentioned previously, the effectiveness of example-based dialogue largely
depends upon on whether a close example exists in the database. To examine
how well each method works when a close example exists or doesn’t exist, we
further divided the test dialogue pair data into two cases [81]:

1 Close example found (CEF) - (587 examples): A given user query is avail-
able or there exists a close example in the dialog database. This happens
when baseline csm retrieval score is more than a threshold 0.7 [81].

2 Out of example (OOE) - (413 examples): The rest of the queries under the
threshold.

5.6.1. Paraphrase-based Retrieval Setup

In order to train the softmax classifier, we needed to provide a good paraphrase
corpora that consists of a balanced amount of sentence pairs, some paraphrase
and some not. However, collecting the paraphrase data is not a trivial task and
can be extremely time consuming. Here, we used an automatic approach by
defining a paraphrase as a pair of sentences that have a strong syntactic-semantic
relation.

To provide a balanced amount of similar and dissimilar queries during train-
ing, we cross produced all training dialog (9,033 pairs) with each other and cal-
culated the syntactic-semantic similarity [1] sim(S1, S2) = α[semsim(S1, S2)] +
(1 − α)[cossim(S1, S2)]. We assume that a similar query is obtained when the
syntactic-semantic score is exclusively between 0.7 and 0.9, and a non-similar
query is obtained when the syntactic-semantic score is exclusively between 0.2
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and 0.4∗. In the end, 1,421,338 pairs of training data were obtained, with a ratio
of 50:50 between similar and non-similar sentences.

Regarding the recursive auto encoder (RAE) neural network,the pre-trained
RAE was used, with 150,000 sentences from NYT and AP section of the Gi-
gaword corpus provided by Socher et al. [85]. All the parse trees for the RAE
algorithm were generated with the Stanford parser [91]. Lastly, the RAE and
LSTM neural network in this experiment was implemented with Matlab† and
LAMTRAM Toolkit‡ respectively.

5.6.2. LSTM Network Setup

In order to train the LSTM network, we separated the dialog pair training data
into 7,227 and 1,806 examples§ for training and development sets. During train-
ing, we used the training set to learn the parameters, and we used the develop-
ment set as a criterion to evaluate the network performance and decide whether
to continue training or not.

Before evaluating the LSTM-based methods on actual dialogue performance,
we first evaluated the perplexity of the model on the development set for various
numbers of nodes in the hidden layers (100, 200, 300), and various numbers of
hidden layers (1-7).

The perplexity results of the network training can be seen in Fig. 24. The best
performance of the various settings is achieved by the 1 layer LSTM with 300
nodes in the hidden layer, with a perplexity score of 38.73. We used this network
in our dialog-based evaluation in the following sections.

∗Note that it would be better to manually create a corpus of similar and non-similar utterances,
but this is extremely time consuming and so the more light-weight automatic approach has
been taken

†http://mathworks.com/products/matlab/
‡https://github.com/neubig/lamtram
§This data is relatively small, but the limit of what we could collect after semantic similarity
filtering. A test with a larger amount of data is reserved for future work.
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Figure 24.: LSTM model perplexity.

5.7. Evaluation of RAE and LSTM

5.7.1. Objective Evaluation

In this section we will discuss the automatic evaluation results for both RAE

and LSTM systems. The LSTM models are divided into two parts: LSTM-

gen (section 5.5.2) and LSTM-ret (section 5.5.3). Both techniques utilize
LSTM neural networks to learn the query-response patterns over the conversation
database.

In the objective evaluation, we calculated the similarity between the system
response R̂ and the expected output R with (1) TF-IDF cosine similarity, which
focuses on content word similarity, and (2) BLEU-4, which focuses on fluency
and local word order [51]. We compared the baseline retrieval systems (csm)
with the proposed paraphrase-based response retrieval (rae), LSTM response
retrieval (lstm-ret), and baseline response generation system (smt) with LSTM
response generation approaches (lstm-gen).

The result of the objective evaluation over the cosine TF-IDF similarity metrics
can be seen in the top section of Figure 25 (with calculated probability p-value
< 0.05). Where OOE is out of example that is the case when user query is not
found in database. CEF is a close example found during an inverse case of OOE.

This objective evaluation shows that both lstm-ret and lstm-gen approaches

64



significantly outperform the baselines not only in the OOE, but also in the CEF
case. In this figure, we can also see that smt approach can pick a good selection
of words when generating a response in the OOE case, however in most of the
cases we observed that these responses are incomprehensible [1]. For example
smt may generate a responses like “I do exam take it” or “put you out there on
a tray” which is hard to understand and grammatically wrong. This behavior re-
sulted in the lower performance of subjective evaluation, as seen in the following
section.

RAE 

RAE 

Figure 25.: Objective evaluation results over the cosine TF-IDF similarity (top)
and BLEU-4 (bottom) metric.
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Next, we evaluated the system’s performance with the BLEU-4 metric to cal-
culate how well the response can capture response fluency. The results of the
BLEU-4 evaluation can be seen in the bottom section of Figure 25. From this
evaluation, we can see that again both LSTM approaches perform better, espe-
cially in the CEF case.

Though the rae performance is on par with the baseline overall, it is slightly
better than the baseline in the OOE case. This is because the rae approach
performs retrieval capturing paraphrase features, which is a slightly sophisticated
retrieval approach compared to csm.

One difference between the cosine TF-IDF retrieval approach (csm) and re-
sponse generation with LSTM (lstm-gen) is that lstm-gen employs distributed
word embeddings while csm employs discrete representations for words. To exam-
ine the effect of discrete vs. distributed representations, we performed a follow-up
study on retrieving responses with the cosine similarity over a vector of word em-
beddings (csm-embd). The result of our experiment can be seen in the table
2. While both the performance of lstm-gen and lstm-ret is on par with the
csm-embd, by employing the distributed word embedding (csm-embd, lstm-

ret, lstm-gen) these approaches could surpass the csm approach that does not
use distributed word embeddings. Furthermore, we can also see both lstm-gen

and lstm-ret are slightly better compared to the csm-embd in the OOE case.

BLEU-4 Score Cos TF-IDF Score
CEF OOE CEF OOE

csm 0.2191 0.0121 0.5706 0.1541
csm-embd 0.2625 0.0251 0.6548 0.3035
lstm-ret 0.2526 0.0261 0.6130 0.3498
lstm-gen 0.2646 0.0261 0.6240 0.3302

Table 2.: Comparison with retrieval based distributed representations.
In addition, the lstm-gen approach has an advantage in that it is more effi-

cient in terms of the computational complexity of creating a response. In nor-
mal response retrieval (csm-embd) we need to traverse all dialog data in the
database, and thus complexity is O(n) where n is the amount of data in the di-
alogue database. On the other hand, lstm-gen has a complexity of O(1) in the
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data size because we don’t have to traverse all the data. Knowing this is useful,
especially when we want to deliver this dialogue framework to the end user in
real time.

5.7.2. Subjective Evaluation

Next, we report two varieties of subjective evaluation: naturalness and relevance.
A response is categorized as natural if the sentence is comprehensible and likely

RAE 

RAE 

Figure 26.: Naturalness (top) and Relevance (bottom) for each system.
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to be generated by a human. On the other hand, we define a relevant response
as a response that is appropriately related to the user query sentence. We asked
five human annotators to give a score between 1-5 to the system response. Each
person was asked to annotate 255 randomly selected query-response pairs that
were evenly distributed over all the systems.

The subjective evaluation on naturalness shows that our proposed methods
rae, lstm-ret, and lstm-gen give responses that are on par with the baseline
approaches (see Figure 26 at the top section), with lstm-ret performing slightly
better compared to the baseline approaches in both the CEF and OOE cases. By
observing the lstm-gen generated responses sentence by sentence, we found
that most of the responses are short, compared to the retrieved responses, which
sometimes generate long responses. The short responses are easy to comprehend
and reduce the chance of grammatical mistakes.

By looking at the subjective relevance evaluation in the bottom section of
Figure 26, we can observe that the rae relevance score is slightly under the
baseline. This tells us that although the rae approach manages to capture the
paraphrase features, it still has difficulty giving a relevant answer to the user
query. On the other hand, the lstm-ret retrieval and lstm-gen generation
approaches, compared to the other approaches, can perform significantly better
in the OOE case. The performance of the lstm-ret retrieval and lstm-gen

generation are almost the same for the CEF case. This indicates that the LSTM
response generation is relatively robust, even in cases where a close match does
not exist in the database.

Finally, we display some results from each of the systems in Table 3. All of
the algorithms perform relatively well in the CEF case, where we can find a good
example that matches the user utterance in the dialog database. In the OOE case,
both csm and rae may give an uncorrelated response, as they might not find a
good response in the dialogue database. Both lstm-ret and lstm-gen are more
likely to give a short, meaningful, and correlated response, which corroborates
the results of [28]. In many cases, we found that lstm-gen and lstm-ret give a
similar response, which happens because the same LSTM neural network model
is used for both systems.
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CEF OOE
User Utterance What do you mean by that? Do you know why I’m here?

CSM I mean you’re different. I know what you mean.
RAE I do different things on differ-

ent days.
If you know what I am, you
know very well I can wipe you
from existence.

LSTM-GEN I mean, what do you mean? I know you are.
SMT What do I mean by that. I know what I am.

LSTM-RET I want to talk about me. I know. I was here.

Table 3.: Various responses for each dialogue system.

5.7.3. Discussion

First we will discuss the rae performance. Table 4 shows the relation between
user input and examples in the database. We calculate syntactic-semantic score
sim for each utterance pair (S1 and S2). We observed that when a utterance pair
has a high similarity score (a similar pair), it will generate a clear diagonal struc-
ture of dark line in the matrix representation. This matrix shows the paraphrase
relations between two utterances. A clear diagonal structure of dark line in the
matrix was a result from the Euclidean distance computation. During this case,
the RAE-based retrieval managed to find sentences that are close/paraphrased
to the input query.

In the automatic evaluation, we can see that the rae performance is on par
with the csm baseline. This behavior is also shown in the naturalness evaluation
score, where rae performs as well as the csm approach. However, in the term
of relevance we can see that the rae does not perform well. This shows us that
the paraphrase retrieval simply doesn’t perform well enough to retrieve a relevant
response and it might lead to choosing irrelevant responses.

Through our experiments we found out that both the LSTM approach in re-
sponse generation lstm-gen and retrieval lstm-ret perform well and are pre-
ferred by users. Looking at the responses obtained by these techniques, we de-
termined that in most cases lstm-gen tends to give a short answer to the users.
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sim Sentences Matrix

0.94

S1) Captain, we can not keep
going fast on these icy roads.

S2) We can not keep going
fast on these icy roads!

0.93

S1) I’ll see you there.

S2) I’ll see you.
for say to myself?

0.65

S1) So what do you have
to say for yourself?

S2) Why should I have anything
for say to myself?

0.60

S1) Hold your fire! He’s
got a girl.

S2) Looks like he’s got a hostage.

0.50

S1) I’ve been careful, I’ve
been waiting my chance.

S2) Oh, you’ve been under a lot of stress.

0.38

S1) Yes, I can see that too
and I don’t think it’s so terrible.

S2) That’s why I do all the thinking.

Table 4.: This table shows a correlation between two sentences, user input and
example database. We calculated syntactic-semantic score sim [1] for
each utterance pair (S1 and S2).

For example, some response that we obtained from lstm-gen are: “Well what
do you see?”, “Don’t worry about it.”, and “I’m going to do it.”. These short
responses reduce the chance of grammatical mistakes and are actually preferred
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by the users since it is easy to understand and related to the user queries. On
the other hand, the answers selected from conversation database in lstm-ret

are mostly similar, and only some are slightly longer compared to the lstm-gen

results. These responses are taken from the conversation database which have a
natural feel and correct grammar. This response is preferred by the user because
it is grammatically correct and relevant to the user’s query.

Since the responses obtained from lstm-gen and lstm-ret are similar in
most of the cases, we can say that our LSTM model is fitting the data well. This
may be a sign that the LSTM is overfitting the training data. Choosing between
lstm-gen and lstm-ret, we prefer the lstm-gen approach better. This is
because the lstm-gen approach has an advantage, in that it is more efficient in
terms of the computational complexity of creating a response.

In the end, we present a subjective response comparison between lstm-gen

and csm baseline in terms of naturalness and relevance. This percentage shows
the amount of users that prefer the one response over the other. In the term of
naturalness, 36.84% of subjective evaluation results prefer csm responses over the
lstm-gen responses. Only 27.63% of subjective evaluation results prefer lstm-

gen responses over the csm. In terms of relevance, 35.96% of the subjective
evaluation results prefer lstm-gen over the csm baseline. This shows that lstm-

gen approach in 35.96% of the cases manage to give a more relevant response to
the user query.

lstm-gen csm

naturalness 27.63% 36.84%
relevance 35.96% 30.26%

Table 5.: Response preference percentage between lstm-gen and csm baseline.

Looking closely at the data, we observe that users prefer the csm in terms of
naturalness, because sometimes the lstm-gen gives a short template-like ques-
tion as a response. For example, when we query the system with the sentence
“Oh, nothing happened, ya know, but it was great.”, lstm-gen response with
“What was it?”, and csm response with “Yeah, I know”. However, in terms of re-
sponse relevance, users prefer lstm-gen because it manages to response with the
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relevant response, rather than the csm response that is general and not related
to the user’s query.

Sometimes there is a case where the response is logically incorrect. For example,
given a user utterance “You wanna be friends?”, the lstm-gen responses with
“I’ll be my friend”. We can see that although the responses’ grammar is correct,
the response generated from the lstm-gen is not correct logically. As mentioned
by Higashinaka, et al. [10], semantic errors happens when the response cannot
constitute any meaning. In this response we can see that a person cannot be a
friend with himself/herself.

Another issue in the chat-oriented dialogue is that the system should be able
to maintain a longer conversation. The system will, preferably, be able to give an
open-ended type response. However, this ability doesn’t manifest clearly in our
system yet. We can see that the response given by our system is relevant, but is
boring and does not encourage the continuation of the conversation. This is not
a good response for the chat-oriented dialogue system. For example, given a user
utterance “How do you know?”, the system responses with “I just know”. This
response ends the conversation and does not encourage the user to chat more
with the system.
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6. Conclusion and Future
Direction

6.1. Conclusion

In this thesis, we investigated several approaches to creating a robust chat-
oriented dialogue system. Conventional chat-oriented dialog systems require well
hand-crafted rules, which necessitate a lot of human work, especially when the
dialogue tries to accommodate a variety of topics. Moreover, relying on the unfil-
tered conversation databases also results in unnatural conversation. We also deal
with the OOE problem that occurs in the chat-oriented dialog system.

Data availability is the first problem we worked on regarding establishing chat-
oriented dialogue systems. Dealing with unnatural responses, we utilized real
human-to-human conversation examples from movie scripts and Twitter conver-
sations. We proposed that tri-turn extraction and semantic similarity filtering
are able to extract dialog-pair examples from multi-speaker dialogue of raw movie
scripts and Twitter data. Experimental results also reveal that that tri-turn and
semantic filtering improve the objective evaluation metrics score (TF-IDF based
cosine similarity and syntactic-semantic similarity evaluation metrics). This ap-
proach also helps to reduce the retrieval response time by reducing dialogue ex-
amples in the training set. It relies on no explicit domain knowledge, and should
therefore be applicable to other dialog applications with little-to-no modification.
However, our collected corpus is not enough, and was only used in a small study.
Further work in collecting more comprehensive conversation dialogue should be
done.

The next problem is to retrieve a good response candidate from the conversation
database. Here, we performed a contrastive experiment with various data-driven
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approach in EBDM. We found that the EBDM approach is very good at handling
the queries which are similar to the examples in the database, but it demonstrates
poor performance in handling the queries which are different from existing ex-
amples. SMT response generation based systems had an opposite tendency. We
introduced a system that combines example-based and SMT-based approaches
to take advantage of the characteristics of both approaches. The drawback from
this approach is that the SMT response generation system is not able to generate
a good and comprehensible response.

Another problem that we focus on is the OOE problem. This occurs when the
system handles an example that is not available in the conversation database. We
propose a new statistical model for building robust dialogue systems using neural
networks to either retrieve or generate dialogue responses based on existing data
sources. Our experimental evaluation shows that these neural network retrieval
and generation approaches were effective and can generate a response on par with
the baseline system or even better. By focusing on addressing the case where a
similar example does not exists in the training data (the OOE case), we found
that our proposed approach can perform well, improving the robustness over the
baseline approaches. Though promising, our approach is still far from the goal in
creating a good and robust chat-oriented dialogue system. Some problems still
exist, such as illogical responses, short and uninteresting responses, and close-
ended responses.

In summary, there are advantages and disadvantages for every system that we
proposed and/or implemented in this thesis. We put all of the dialog system
approach summary data into table 6.
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6.2. Future Direction

Improving the current approaches might be necessary in the future. It would also
be interesting to solve the remaining problems in the chat-oriented dialogue sys-
tem such as establishing a system that is able to comprehend the user’s intentions
and emotions, and is able to maintain a long and interesting conversation.

Our proposed system is still not able to perform a conversation that is ex-
actly relevant to the user utterance. Relevant, meaning that the response should
be logical given the conversation context. For example, when the user gives a
sentence that contains the word “orange” the system should able to distinguish
between orange the fruit and orange the color. Incorporating the system with
the conversation context might be necessary.

Sometimes the system provides a response that is illogical due to a semantic
error. In the next iteration, more research to handle this problem might be
necessary as well. One idea could be to make a sentence classifier that is able to
recognize the semantic error in the sentence and avoid this kind of response.

Another future possibility is to enable the chat-oriented dialogue system to
maintain a long and interesting conversation with the user. There are many
possibilities for this, starting by working on controlling the system response so
that it understands the user’s intention and emotional state. A similar work to
control the response generation output produced by the LSTM is done by [82].
In this work, a modified LSTM is used to control the generated response in the
goal-oriented dialogue task. This modified LSTM is a so-called semantically con-
trolled (SC) LSTM. This SC-LSTM introduces an additional cell gate to the
conventional LSTM. This additional cell, controlled by the domain dialogue act,
is able to manipulate the response generation results. However, performing re-
sponse controlling on domain-slot in goal-oriented dialogue tasks can not be easily
applied in the chat-oriented dialogue task. This is solely because the chat-oriented
dialogue systems do not have a specific domain-slot. Therefore, further research
is needed to investigate these topics.

In summary, we combined the existing problems with our approaches in chat-
oriented dialogue system into a comprehensive matrix (see figure 27. The hor-
izontal axis describes the existing problems in the chat-oriented dialog system.
The vertical axis describes the approaches and solutions, and the blue region
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represent our works in this thesis.

Figure 27.: Future work matrix.
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Appendices

A. Conversation Database Structure in JSON
Format

Below is the our conversation database structure in JSON format. We prefer JSON to
XML since it is more lightweight∗. In general there are two class objects: Triturn Class
and Turn Class. Triturn class is responsible to store a sequence of 3 consecutive turn
conversation. On the other hand, Turn Class is responsible to store a detail information
of the text data. The JSON structure of these class is depicted in the figure 28. The
details information of these class can be seen in the table 7 and 8.

Turn Class
attribute description
actor actor name who perform the dialog turn
sentence contains the actual tokenized sentences
actual_sentence contains the actual sentence after the filtering process (not tokenized)
postag postag information based on the sentence
ner NER information based on the sentence
dependency_grammar contain normalized dependency grammar from the sentence
semantic_set contain the semantic information from the sentence
sentence_type the type of sentence
additional_info contain the additional non dialog information
original_sentence the original sentence from the script
turn_in_file the sentence turn in the file
script_filename the script filename

Table 7.: Turn class structure.

∗http://www.json.org/
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TriTurn Class
attribute description
turn_1 (Turn) first Turn TriTurn
turn_2 (Turn) second Turn in the TriTurn
turn_3 (Turn) third Turn in the TriTurn
syntax_distance_1 (double) represents the syntax distance between turn_1 and turn_2
semantic_distance_1 (double) represents the semantic distance between turn_1 and turn_2
syntax_distance_2 (double) represents the syntax distance between turn_2 and turn_3
semantic_distance_2 (double) represents the semantic distance between turn_2 and turn_3

Table 8.: Tri-turn class structure.

Figure 28.: Conversation database structure in JSON format.
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B. Dialog System Evaluator Desktop
Application

Figure 29.: Screen shot of the dialog system evaluator desktop application.
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As for the subjective evaluation, we ask human and user who have a better under-
standing in the English language. Since we often perform this evaluation during our
research, to avoid redundant and repetitive engineering steps, we build a Java† desktop
application to help our evaluation process.

This application works as follows, first the dialog researcher decide how many re-
sponse (dialog system) that he/she want to evaluate. Next input the required response
number. This is depicted in the upper section of figure 29. For example, 3 response
and 25 required response means that the user will need to assess query-response pair
from 3 different system, and from each system user need to evaluate 25 query-response
pairs. Thus make the user need to evaluate (3 × 25) 75 query-response pairs in overall.

When the evaluation start, user will be given pair query and response. Then user
need to give an opinion score about the query-response pair, this score is ranging from 1
to 5, where 1 is not natural and 5 is natural. This evaluation page is shown in the lower
section of figure 29. Since there is no clear explanation about what the “naturalness”
metric is, the dialog researcher should explain it to the user manually about this metric.

†https://java.com/en/
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C. Dialog System Web Demo Application
Besides the desktop application, we also build a web interface for the demo and evalu-
ation purposes. Different from the desktop application, here we allow user to interact
with the system whenever and as long as they want to. Users input their query in the
bottom left part of the page, then will obtain the response from the various type of
dialog systems. Later, the user could share their opinion about which response is the
best, in a drag and drop style, in the bottom right part of the page.

There are 5 kind of dialog system (bot) presented in this evaluation, and this bot is
randomly assign each time the page is loaded. In the figure 30, the 5 dialog systems
are ELIZA, EBDM, NGRAM, SMT, and WIKI. ELIZA [8] is a psychotherapy dialog
system adapted as a comparison to the other system. EBDM is example-based dialog
system that employs TF-IDF vector. NGRAM is example-based dialog system with the
N-Gram word matching. SMT is statistical dialog system, as proposed in the chapter
4. WIKI is a Wikipedia‡ information retrieval dialog system, this system search for
name entity in the dialog query from the Wikipedia using a Google search API§.

Figure 30.: Screen shot of the dialog system web demo application.

‡https://www.wikipedia.org/
§https://developers.google.com/web-search/docs/
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