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Channel Estimation and Detection Schemes for

ESPAR Antenna-Based OFDM Receivers∗

Diego Javier Reinoso Chisaguano

Abstract

Nowadays, wireless communications have become an essential part of our lives.

Billions of electronic devices such as smartphones, cell phones, televisions, lap-

tops, tablets, and even cars use wireless communication standards to access In-

ternet, connect to other devices, or receive information. Most of the latest stan-

dards of wireless communications use orthogonal frequency-division multiplexing

(OFDM) due to its high spectral efficiency and robustness to frequency-selective

fading channels. In wireless links, the multipath fading of the transmitted signal

can severely degrade the bit error rate (BER) in the receiver. Antenna diversity

is a technique commonly utilized to counteract the effect of multipath fading;

however, it has several limitations due to the additional radio frequency (RF)

chains that it requires. To overcome this problem, an OFDM receiver using

an electronically steerable passive array radiator (ESPAR) antenna was previ-

ously proposed to improve the BER without requiring additional RF chains. The

ESPAR antenna-based receiver improves the BER but it requires special chan-

nel estimation and detection schemes. This dissertation presents low-complexity

channel estimation and detection schemes for ESPAR antenna-based receivers

that are designed for the Wireless Local Area Network (WLAN) IEEE 802.11n

and digital television (DTV) Integrated Services Digital Broadcasting-Terrestrial

(ISDB-T) standards.

In the first part of this study, the channel estimation and detection schemes

for a multiple input multiple output - orthogonal frequency-division multiplexing

∗Doctoral Dissertation, Department of Information Science, Graduate School of Information

Science, Nara Institute of Science and Technology, NAIST-IS-DD1361022, March 3, 2016.
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(MIMO-OFDM) receiver using a 3-element ESPAR antenna are proposed. This

diversity receiver, which has only two RF chains in the receiver side, obtains a

BER close to a conventional 2×4 MIMO-OFDM system that has four RF chains.

For channel estimation, minimum mean square error (MMSE) and compressed

sensing (CS)-based estimators are derived. The CS-based channel estimation

obtains the best BER performance and requires less computational complexity

than the MMSE channel estimation. Additionally, a submatrix detection scheme

is proposed to reduce the computational cost required by the detection. This de-

tection scheme reduced the required computational cost by about 92% compared

to the block detection approach.

In on-vehicle ISDB-T receivers, the received signal can be severely affected by

multipath fading and the movement of the car. The usual solution to overcome

these problems is to use an ISDB-T receiver with antenna diversity but the ad-

ditional antennas and cabling are important drawbacks in terms of installation

time and complexity. The second part of this study proposes ESPAR antenna-

based ISDB-T receivers that require only one antenna; thus, its installation in a

car can be simplified. For channel estimation, a CS-based estimator is used and

it can obtain a good accuracy. Additionally, a submatrix scheme is proposed to

reduce the computational cost of the detection. This scheme reduced the required

computational cost by around 90% compared to block detection.

Keywords:

ESPAR antenna, OFDM, MIMO-OFDM, ISDB-T, Diversity, Compressed sensing
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Chapter 1

Introduction

This chapter firstly presents the importance of orthogonal frequency-division mul-

tiplexing (OFDM) receivers, which is the motivation of this dissertation. Next,

the two problems that this dissertation addresses are presented. Then, the con-

tributions and required tasks are included. Finally, the dissertation layout of the

rest of the chapters is presented.

1.1 Research Motivation

According to estimations of the International Telecommunication Union (ITU)

[1], by the end of 2015 there are 3.2 billion Internet users around the world. At

the same time, there are more than 7 billion mobile cellular subscriptions, which

is a tenfold increase compared to the 738 million of subscriptions in 2000. The

mobile broadband penetration is 47% in 2015, a value that increased 12 times in

the last eight years. This rapid increase in the mobile broadband subscriptions

has been in part due to the popularity of smartphones. Only in 2014, an estimate

of more than 1 billion smartphones were sold. These devices have not only the

capability to connect to a cellular network but also to a Wireless Local Area

Network (WLAN). Several other devices such as laptops, tablets, book readers,

game consoles, and even cars can also connect to a WLAN. It is very clear that

the development of digital wireless communications is one of the basis of the new

era of information and communications technologies.
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The invention of the television (TV) in the first half of the 20th century

revolutionized the entertainment, news, and advertising industries. In 2012, an

estimate of more than 1.4 billion households, which represented around 80% of

the total in the world, had a TV [2]. The evolution of the TV would not have been

possible without the wireless broadcasting standards, which were the platform for

transmitting the TV signals to every household. There have been several innova-

tions in the TV sets, like going from monochromatic to color. The technology of

the TV display also improved from the bulky cathode ray tube to the small and

compact liquid crystal display (LCD). The broadcasting technology also evolved

from analog to digital. In the last decade, several digital TV (DTV) broadcast-

ing standards were developed and started operating around the world. The most

important of these standards are: Digital Video Broadcasting-Terrestrial (DVB-

T) [3], Advanced Television System Committee (ATSC) [4], Integrated Services

Digital Broadcasting-Terrestrial (ISDB-T) [5], and Digital Terrestrial Multime-

dia Broadcasting (DTMB) [6]. Some of the advantages of these standards include

less required bandwidth, support of high-definition TV channels, and electronic

program guides. The ISDB-T standard was developed in Japan and has been

used since 2003. While the analog TV broadcasting in Japan was stopped in

2011, other countries are just starting to switch from analog to digital TV.

Some recent standards of WLAN, cellular, and DTV communications have

something in common - they use OFDM technology. This digital multicarrier

modulation divides the channel into subchannels by using orthogonal subcarri-

ers, which improves the spectral efficiency because it does not require guard bands

between the subcarriers. It is robust against intersymbol interference (ISI) and

multipath fading due to the guard interval that is inserted in front of the OFDM

symbol. OFDM is used in the WLAN standards IEEE 802.11a [7], 802.11g [8],

802.11n [9], and 802.11ac [10]. It is also used in the 4G standard for cellular com-

munications LTE [11], and in the DTV standards DVB-T, ISDB-T, and DTMB.

Consequently, OFDM is a very important technology that is very widespread

nowadays and most likely will be part of the future standards of wireless commu-

nications.
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1.2 Overview of the Problem

In wireless communication systems, multipath fading is the result of the multi-

path propagation of the transmitted signal, and it can severely affect the quality

and reliability of a wireless link. Antenna diversity is one of the most common

technologies used to overcome the effects of multipath fading. An OFDM receiver

with this diversity scheme is composed of multiple antennas which are spatially

separated and each one is connected to a radio frequency (RF) chain. This RF

chain is usually composed of an RF front-end, analog to digital converter, fast

Fourier transform (FFT) block, and other electronic circuits. Therefore, antenna

diversity has the limitations of increased hardware complexity, energy consump-

tion, and receiver size.

An OFDM receiver using an electronically steerable passive array radiator

(ESPAR) antenna was proposed in [12]. This receiver was able to obtain diversity

and improved the bit error rate (BER) of the system using only one RF chain. An

RF signal processing-based diversity scheme for multiple-input multiple-output -

OFDM (MIMO-OFDM) was proposed in [13]. This scheme used a similar idea

to the receiver proposed in [12], although a 2-element phased array was utilized

instead of an ESPAR antenna. This scheme was able to obtain diversity gain and

improved the BER in a MIMO-OFDM system, however the computational cost

of the channel estimation and detection schemes was too high. Consequently, it

was not suitable for practical implementation and this is the first problem that

this dissertation will address.

On-vehicle ISDB-T receivers are commonly used in Japan to watch TV in a

car. The received signal is affected by the multipath fading and the movement of

the vehicle, thus the receiver performance can be severely degraded. The usual

solution is to use an ISDB-T receiver with antenna diversity, but the additional

antennas and cabling are important drawbacks in terms of installation time and

complexity. Figure 1.1 explain this problem using a receiver with two antennas.

They are installed on the roof of the car and each one is connected to the receiver

using coaxial cable. Compared to a receiver that only uses one antenna, the

additional antenna and cable increases the installation cost. This is a problem

that can also be solved with an ESPAR antenna-based receiver. It is important

3



Figure 1.1: On-vehicle ISDB-T receiver with antenna diversity.

to note that special channel estimation and detection schemes are also required

as part of this receiver to obtain an improvement in the BER.

1.3 Research Contribution

The first main contribution of this dissertation is the design of channel estimation

and detection schemes for a MIMO-OFDM receiver with 3-element ESPAR an-

tenna. This receiver obtains diversity gain and improves the BER of the system

without increasing the number of RF chains, but requires a special channel esti-

mator. In this dissertation, two different channel estimators are proposed for this

purpose. Additionally, a low complexity detection scheme is proposed to reduce

the required computational cost of the detection. Therefore, the main problems

of the work presented in [13] are solved.

The other main contribution is the design of ESPAR antenna-based ISDB-T

receivers. These receivers require only one ESPAR antenna and one cable so the

installation of this receiver in a car can be simplified. An ISDB-T receiver with 3-

element ESPAR antenna is designed and its performance is analyzed considering

the ideal and real models of the antenna. An ISDB-T receiver with 4-element ES-

PAR antenna is also proposed. Additionally, compressed sensing-based channel

estimation and low complexity detection schemes are designed for this receiver.

The results show that this ISDB-T receiver obtains diversity gain and achieves

an important improvement in the BER performance.
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1.4 Research Tasks and Limitations

The first task is the theoretical design of the receivers and its components. This

task includes the formulation of the signal model of each receiver, the design of

the channel estimators, the formulation of the real model of the ESPAR antenna,

and the design of the low complexity detection schemes. The second task is the

implementation of simulation models for the designed receivers. These software

simulations are utilized for evaluating the performance using different parameters

such as the BER and required computational cost. For the real model of the

ESPAR antenna, an electromagnetic software simulation is also performed to

obtain the parameters of the antenna. This dissertation does not cover real

experiments or hardware implementation of the receiver; hence, those can be

considered as the limitations of this work.

1.5 Dissertation Layout

The rest of this dissertation is organized as follows. Chapter 2 presents a review

of the related literature. A brief overview of ISDB-T, MIMO-OFDM, and an-

tenna diversity technologies is included. Then, a review of some related works

using ESPAR antenna and the theory of compressed sensing are also presented.

In Chapter 3, the MIMO-OFDM receiver with 3-element ESPAR antenna is pre-

sented. It also includes the channel estimation and detection schemes designed for

this receiver. Then, Chapter 4 introduces the ESPAR antenna-based ISDB-T re-

ceivers. The first part of this chapter presents an ISDB-T receiver with 3-element

ESPAR antenna and shows its performance using the ideal and real models of the

antenna. The second part of the chapter talks about the ISDB-T receiver with

4-element ESPAR antenna. Finally, Chapter 5 gives the conclusions and future

works.
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Chapter 2

Related Literature

In this chapter, first an overview of the ISDB-T and MIMO-OFDM systems,

which are the main target of the work presented in this dissertation, is presented

in Section 2.1. Then, a brief description of antenna diversity and ESPAR antenna

is presented in Section 2.2 and 2.3, respectively. Two close related works are

described in Section 2.4 and 2.5. Finally, the theory of compressed sensing and

some recovery algorithms are introduced in Section 2.6.

2.1 Overview of ISDB-T and MIMO-OFDM Sys-

tems

2.1.1 ISDB-T

ISDB-T [5] is a DTV broadcasting standard that was developed in Japan and

has been used since December 2003 for commercial DTV broadcasting. This

standard has been also adopted in other Asian countries such as Philippines,

Maldives, and Sri Lanka. A similar standard called ISDB-Tb has been adopted

for DTV broadcasting in most of South and Central America countries. The basic

difference between these two standards is the use of different video compression

standards; while ISDB-T uses MPEG-2, ISDB-Tb uses MPEG-4. A map with

the DTV standards used around the world is presented in Fig. 2.1.
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Figure 2.1: Digital TV standards used around the world [14].

The ISDB-T standard uses OFDM for digital multicarrier modulation. OFDM

divides the channel into subchannels by using orthogonal subcarriers and this

improves the spectral efficiency because it does not require guard bands between

the subcarriers. The narrow bandwidth of the subcarriers makes it suitable for

frequency-selective fading channels. It is also robust against ISI and multipath

fading due to the guard interval that is inserted in front of the OFDM symbol

[15].

Depending on the distance to the transmitting station and the required ro-

bustness to Doppler shift during mobile reception, ISDB-T offer three modes:

mode 1, mode 2, and mode 3. The OFDM subcarrier spacing is approximately 4

kHz, 2 kHz, and 1 kHz for mode 1, 2, and 3, respectively. Mode 1 is robust for

mobile reception but sensitive to multipath fading due to its small symbol length.

On the other hand, mode 3 is robust against multipath fading but sensitive to

the Doppler shift present in mobile reception. The number of total subcarriers,

data subcarriers, FFT window size, and effective symbol length are also differ-

ent among the three modes. Table 2.1 presents a summary of the parameters of

the ISDB-T standard. These parameters are selected depending on the channel

characteristics; thus, offering a great adaptability to different scenarios.
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Table 2.1: Parameters of the ISDB-T standard

ISDBT-T mode Mode 1 Mode 2 Mode 3

Number of OFDM segments 13

Channel bandwidth 6 MHz

Useful bandwidth 5.575 MHz 5.573 MHz 5.572 MHz

Subcarrier spacing 3.968 kHz 1.984 kHz 0.9992 kHz

Number of total subcarriers 1405 2809 5617

Number of data subcarriers 1248 2496 4992

Modulation method DPSK, QPSK, 16QAM, 64QAM

FFT window size 2048 4096 8192

Number of symbols per frame 204

Effective symbol length 252 µs 504 µs 1008 µs

Guard interval length 1/4,1/8,1/16,1/32 of effective sym. length

Inner code Convolutional code (1/2, 2/3, 3/4, 5/6, 7/8)

Outer code Reed-Solomon (204,188)

Data bit rate 3.65 - 23.23 Mbps

Figure 2.2: Division of the channel bandwidth into OFDM segments.
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In ISDB-T, the channel is divided into 13 OFDM blocks that are called seg-

ments and are illustrated in Fig. 2.2. Each segment has a bandwidth of approx-

imately 429 kHz. The number of subcarriers in each segment depends of the

transmission mode, e.g., in mode 3 there are 432 subcarriers per segment. A hi-

erarchical layer consists of one or more OFDM segments and each layer can have

different coding rate, modulation scheme, and other parameters. These layers al-

low the use of the same channel for fixed and mobile reception without additional

transmitting infrastructure.

An overview of the ISDB-T transmitter is presented in Fig. 2.3. It shows that

video, sound, and data are multiplexed into one or more transport stream (TS),

and then re-multiplexed into a single TS. Then, the TS is separated into parallel

hierarchical layers and the channel coding is performed in each layer. Finally, the

inverse fast Fourier transform (IFFT) block is used to obtain the OFDM signal

that is transmitted.

Figure 2.3: Overview of the ISDB-T transmitter [5].

The services that can be provided using ISDB-T are: standard-definition TV

(SDTV), high-definition TV (HDTV), one-seg mobile reception for hand-held de-

vices, interactive TV, and emergency warning broadcasting. Another advantage

of ISDB-T is the capability of using a single frequency network, where all the

repeaters can transmit using the same channel; thus, offering effective utilization

of the frequency resource. It also requires lower transmitter power compared with

analog TV; moreover, the reception is possible using an indoor antenna.
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2.1.2 MIMO-OFDM

A MIMO system is composed of multiple transmit and receive antennas. It

has the ability to turn multipath propagation, which is traditionally a pitfall of

wireless transmission, into a benefit for the user [16]. MIMO offers increased

spectral efficiency through spatial multiplexing gain and improved link reliability

due to antenna diversity gain [17]. In multipath fading channels, it can achieve

a great increase in the channel capacity [18].

Assuming a flat-fading channel, a MIMO system can be represented by the

following discrete-time model [19] y1
...

yNR

 =

 h11 . . . h1NT
...

. . .
...

hNR1 . . . hNR,NT


 x1

...

xNT

+

 n1

...

nNR

 , (2.1)

or simply as

y = Hx + n, (2.2)

where y = [y1, . . . , yNR ]T is the vector of received symbols, x = [x1, . . . , yNT ]T

represents the vector of transmitted symbols, n = [n1, . . . , nNR ]T is a vector

of additive noise terms assumed independent and identically distributed (i.i.d.)

complex Gaussian with each element having a variance of σ2, and H is theNR×NT

matrix of channel gains that is given by

H =

 h11 . . . h1NT
...

. . .
...

hNR1 . . . hNR,NT

 (2.3)

where hik represents the gain from the k-th transmit antenna to the i-th receive

antenna.

OFDM is robust against frequency-selective fading, multipath fading, and ISI

[20]. This technology can transform a frequency-selective fading channel into par-

allel flat-fading subchannels. The combination of MIMO and OFDM technologies

is known as MIMO-OFDM [21]-[23]. The block diagram of a MIMO-OFDM trans-

mitter is shown in Fig. 2.4. The MIMO-OFDM transmitter basically consists of

NT OFDM transmitters [23]. The input data is multiplexed into parallel data
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streams and fed to every transmitter branch. Then, each branch performs: en-

coding, interleaving, quadrature amplitude modulation (QAM) mapping, inverse

IFFT, and adds a cyclic prefix. The digital to analog converter (DAC) obtains

the analog signal that is up-converted and amplified using the RF high power

amplifier (HPA). Finally, the signals are fed to the transmitting antennas.

Figure 2.4: Block diagram of a MIMO-OFDM transmitter.

The block diagram of a MIMO-OFDM receiver is shown in Fig. 2.5. The signal

received in each antenna is digitalized using the RF front-end, down-converter,

and analog to digital converter (ADC). Then, the cyclic prefix is removed and the

frequency domain signal is obtained using the FFT. Next, the MIMO detection is

performed for each OFDM subcarrier [22] using the information provided by the

channel estimator. After the subcarriers of every branch are detected, the signal

is demapped, deinterleaved, and decoded.

Referring to [23], a MIMO-OFDM system with NT transmit and NR receive

antennas in a frequency-selective fading channel is considered. Additionally, a

quasistatic channel is assumed so the communication channel remains constant

during a packet transmission. At a discrete time instance τ , the transmitter

sends an NT -size complex vector u(τ) = [u1(τ), . . . , uNT (τ)]T and receives an

NR-size complex vector r(τ) = [r1(τ), . . . , rNR(τ)]T , where ui(τ) and rk(τ) are

the transmitted and received signals at time τ in the i-th transmitter antenna

element and k-th receiver antenna, respectively. Let G(l) be the channel impulse
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Figure 2.5: Block diagram of a MIMO-OFDM receiver.

response at delay interval l. The maximum delay has to be less than the guard

interval size to avoid ISI. Assuming gqp(l) is the (q, p)-th element of the matrix

G(l) with l = 0, . . . , L− 1, the discrete-time MIMO baseband signal model is

given by

r(τ) =
L−1∑
l=0

G(l)u(τ − l) + v(τ), (2.4)

where v(τ) represents additive white Gaussian noise (AWGN) at the τ -th sample

with NR i.i.d. zero-mean complex Gaussian elements with variance (1/2)σ2
v per

dimension. The elements of u(τ) are assumed zero-mean uncorrelated random

variables with variance σ2
u.

Considering that Nc subcarriers are transmitted in each antenna, the a-th

received MIMO-OFDM symbol after removing the cyclic prefix of length Ng is

given by

ŷ(a) = Cû(a) + v̂(a), a = 0, 1, . . . (2.5)

where û(a) and v̂(a) are given by

û(a) =

 u(aNtot +Ng)
...

u(aNtot +Ng +Nc − 1)

 , (2.6)
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v̂(a) =

 v(aNtot +Ng)
...

v(aNtot +Ng +Nc − 1)

 , (2.7)

where Ntot = Nc +Ng and C is a NcNR ×NcNT block circulant matrix.

Let s(i, a) = [s1(i, a), . . . , sNT (i, a)]T represents the MIMO vector transmitted

on the i-th subcarrier of the a-th MIMO-OFDM symbol, where sp(i, a) is the p-th

element transmitted in the p-th Tx antenna. The transmitted block of samples

in the time-domain is

û(a) = (F−1 ⊗ INT )

 s(0, a)
...

s(Nc − 1, a)

 , (2.8)

where ⊗ denotes the Kronecker product, Ik is the k-size identity matrix, and F is

the Nc×Nc Fourier matrix where the (i, k)-th element equals exp(−j2π(ik/Nc)),

where j =
√
−1 is the imaginary unit. The received signal after the FFT block

is given by

x̂(a) = (F⊗ INR)ŷ(a). (2.9)

Then, replacing Eq. (2.5) and Eq. (2.8) into Eq. (2.9), the frequency domain

MIMO-OFDM baseband signal model is expressed by

x̂(a) = Ĥŝ(a) + n̂(a), (2.10)

where n̂(a) represents the frequency domain noise complex Gaussian elements

with variance (1/2)σ2
n and i.i.d. zero-mean, ŝ(a) is given by

ŝ(a) =

 s(0, a)
...

s(Nc − 1, a)

 , (2.11)

and Ĥ is a block diagonal matrix given by

Ĥ =

 H(0) 0
. . .

0 H(Nc − 1)

 . (2.12)
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The i-th block diagonal element is the NT ×NR MIMO channel of the i-th sub-

carrier and is defined by

H(i) =
L−1∑
l=0

G(l) exp

(
−j2π il

Nc

)
, (2.13)

and for that subcarrier

x(i, a) = H(i)s(i, a) + n(i, a), (2.14)

which results in a flat-fading signal model per subcarrier.

2.2 Antenna Diversity

Antenna diversity, also known as space or spatial diversity, is a well known tech-

nique utilized to overcome the problem of multipath propagation that is present

in wireless communication systems [24]. In a real communications scenario, the

signal sent to the receiver travels through several paths and it is affected in dif-

ferent ways due to the random characteristics of the wireless channels. This

phenomenon is know as multipath fading, and it can greatly reduce the quality

and reliability of a wireless link. Figure 2.6 presents a wireless communication

system with antenna diversity in the receiver side. In the left part of the figure

the multipath propagation of the signal is illustrated. The signal sent by the

transmitter travels through three different paths and reach the receiver that is

equipped with two antennas. These antennas are spatially separated and receive

different replicas of the transmitted signal. These received signals experienced

different fading; hence, they are combined to improve the signal quality.

The main ways to combine the signals are: selection, equal gain, and maximal

ratio combining (MRC). In selection combining, the strongest signal is selected;

while in equal gain combing all signals are summed with equal weight. In MRC,

the signals are weighted according to the channel state information (CSI), then

summed. Among these three techniques, MRC obtains the best diversity gain;

although, it requires a priori known of the CSI.

The main limitations of a receiver with antenna diversity are the additional

hardware required and the separation between antennas. As observed in Fig. 2.6,
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Figure 2.6: Multipath fading and receiver with antenna diversity.

the receiver requires two antennas, two RF front-end circuits, a combiner, and

additional cabling for the antennas. This increases the hardware complexity and

energy consumption. The other limitation is that the separation between the

antennas should be big enough to offer signals that suffered independent fading.

These two limitations make it difficult to implement in hand-held devices, which

have the constraints of small size and limited power.

2.3 ESPAR Antenna

An ESPAR antenna is a small size and low power consumption antenna [25, 26].

It is composed of a radiator element, which is connected to the RF front-end,

and one or more parasitic (passive) elements loaded by variable reactances. The

antenna’s directivity is controlled by changing the bias voltage supplied to the

variable reactances. A 7-element ESPAR antenna is shown in Fig. 2.7. The

radiator element, which is located in the center, is connected to the RF front-end

of the receiver. The six surrounding elements are the parasitic elements which

are connected to variable capacitance diodes (varactor). The main applications of

ESPAR antenna are: adaptive analog beamforming at the receiver [27], reactance

diversity receiver [28, 29], and MIMO transmission using a single RF front-end

[30, 31].
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Figure 2.7: 7-element ESPAR antenna.

To explain the effect of the ESPAR antenna in the received signal, let us

consider the 3-element ESPAR antenna presented in Fig. 2.8. It is composed of

the radiator element (#0) and two parasitic elements (#1,#2). The distance d

between the elements can be as small as 0.05λ [29], where λ is the wavelength.

The impedance matrix, which results from the mutual coupling between the

different antenna elements, is given by

Z =

 Z00 Z01 Z02

Z10 Z11 Z12

Z20 Z21 Z22

 , (2.15)

where Zii is the self-impedance of the i-th antenna element and Zkl (for k 6=l) is

the mutual-impedance between the k-th and l-th element. The values of Z can

be obtained from the Numerical Electromagnetics Code (NEC) simulator [32].

Let X define the diagonal matrix

X =

 Z0 0 0

0 jx1 0

0 0 jx2

 , (2.16)
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Figure 2.8: 3-element ESPAR antenna.

where Z0 is the load impedance, j =
√
−1 is the imaginary unit, and jx1, jx2 are

the variable reactances of the parasitic elements. Let us also define the vector

u0 = [1, 0, 0]T , (2.17)

where [·]T represents the transpose of the vector. Referring to [27, 29], the equiv-

alent weight vector w is defined as

w = 2Z0(Z + X)−1u0. (2.18)

The steering vector α(γ) is based on the array geometry of the 3-element

ESPAR antenna presented in Fig. 2.8 and is defined as

α(γ) = [1, ej2πd cos(γ), ej2πd cos(γ−π)]T , (2.19)

where γ is the azimuthal direction of the incoming waves. Hence, in receiving

mode the voltage signal r(t) at the RF port is given by

r(t) = wTα(γ)s(t), (2.20)

where s(t) represents the incident waves.
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2.4 OFDM Receiver using ESPAR Antenna with

Periodically Alternating Directivity

An OFDM diversity receiver using an ESPAR antenna with periodically alter-

nating directivity was presented in [12]. The block diagram of this scheme is

shown in Fig. 2.9. It is composed of a 2-element ESPAR antenna, RF front-end,

ADC, FFT block, channel estimator, and frequency domain equalizer. The vari-

able capacitance, which is connected to the parasitic element of the antenna, is

controlled by a periodic wave whose frequency is the OFDM symbol rate. Since

the variable capacitance is periodically changing, the directivity of the ESPAR

antenna is also periodically changing.

Figure 2.9: Block diagram of the OFDM receiver using an ESPAR antenna with

periodically alternating directivity.

The signal at the output of the RF front-end is the weighted sum of the signal

received in each antenna element. Considering an ideal design of the antenna,

the frequency domain signal at the output of the FFT block is the sum of three

components and can be expressed by

u = G−1H−1x + H0x + G1H1x + z, (2.21)

where x is the vector of transmitted symbols in frequency domain, z is the vector

of AWGN noise, and H0,H−1,H1 are the channel frequency response matrices
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of the frequency non-shifted, negative frequency shifted, and positive frequency

shifted components of the signal, respectively. The matrices G−1 and G1 are com-

posed of a diagonal of ones that is shifted upwards and downwards, respectively.

They are given by

G−1 =



0 1 0 . . . 0

0 0 1
. . .

...
...

... 0
. . . 0

0
...

...
. . . 1

1 0 0 . . . 0


(2.22)

and

G1 =



0 0 . . . 0 1

1 0
. . .

... 0

0 1
. . .

...
...

...
. . . . . . 0

...

0 . . . 0 1 0


. (2.23)

The channel frequency response matrix H can be expressed by

H = G−1H−1 + H0 + G1H1, (2.24)

and its matrix structure is shown in Eq. (2.25). The element H0(k) in red is the

frequency response of the non-shifted component at the k-th subcarrier. Similarly,

the elements in blue and green corresponds to the positive and negative frequency

shifted components, respectively.
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H =



H0(0) H−1(1) 0 . . . . . . . . . 0 H1(N − 1)

H1(0) H0(1)
. . .

. . . . . . . . . . . . 0

0 H1(1)
. . .

. . .
. . . . . . . . .

...
... 0

. . .
. . .

. . .
. . . . . .

...
... . . .

. . .
. . .

. . .
. . . 0

...
... . . . . . .

. . .
. . .

. . . H−1(N − 2) 0

0 . . . . . . . . .
. . .

. . . H0(N − 2) H−1(N − 1)

H−1(0) 0 . . . . . . . . . 0 H1(N − 2) H0(N − 1)



(2.25)

Due to the special structure of the channel matrix H, this receiver requires

a special channel estimation. It uses a pilot symbol that is transmitted prior to

the data symbols and is defined as

p = [p1, p2, . . . , pN ]T , (2.26)

where pk is the pilot element of the k-th subcarrier and N is the total number of

subcarriers. When the pilot symbol is transmitted, Eq. (2.21) can be expressed

as

u = G−1Ph−1 + Ph0 + G1Ph1 + z, (2.27)

where P=diag(p) is a matrix whose diagonal elements are the pilot symbols and

hi is a vector with the diagonals elements of Hi, i={-1,0,1}. Using the minimum

mean square error (MMSE) criteria, the auto-correlation matrix Ru=E[uuH ] is

given by

Ru = G−1PRhP
HGH

−1 + PRhP
H + G1PRhP

HGH
1 + σ2

zI, (2.28)

where σ2
z is the noise variance and Rh is the covariance matrix that is modeled

as an exponential decaying filter which is given by

Rh(l, k) =
1

1 + j2πfs(l − k)τ
, (2.29)

where fs is the subcarrier frequency spacing and τ is the root mean squared delay

of the channel.
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The cross-correlation matrices are given by

B−1 = G−1PRh, (2.30)

B0 = PRh, (2.31)

B1 = G1PRh. (2.32)

Then, the estimated channel response of every frequency component is given by

h̃i = (R−1u Bi)
Hu. (2.33)

2.5 RF Signal Processing-based Diversity Scheme

for MIMO-OFDM Systems

This work proposed a diversity scheme for a MIMO-OFDM system [13], and it

uses a similar idea to the work presented in [12]. Although, instead of using

a 2-element ESPAR antenna, it proposed to use a 2-element phased array an-

tenna. This RF signal processing scheme is a MIMO-OFDM system with two

transmitters and two receivers. It achieved diversity gain but its two main dis-

advantages are very high computational cost for the detection and that usually

the phased array antennas are expensive; thus, it was not suitable for low cost

implementation.

The block diagrams of the transmitter and receiver are shown in Fig. 2.10

and 2.11, respectively. The transmitter is based on the WLAN standard IEEE

802.11n [9]. The input data is divided into two independent streams and each

transmitter branch modulates it, obtains the IFFT, and adds a guard interval

(GI). Finally, the symbols of every stream are transmitted simultaneously by

both antennas. Therefore, this is a spatial multiplexing system [16].

The receiver uses a 2-element phased array antenna composed of a phase

non-shifting and phase shifting element. The phase of the shifting element is

periodically changing at the OFDM symbol rate. After the ADC, the GI is

removed and every signal is fed to the FFT block. Like in [12], an MMSE channel

estimator is used to obtain the channel state information. Let pi be the pilot

symbol vector transmitted by the i-th transmitter. When the pilot symbol is
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Figure 2.10: Block diagram of the WLAN MIMO-OFDM transmitter.

Figure 2.11: Block diagram of the MIMO-OFDM receiver with RF signal pro-

cessing diversity.
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transmitted, the received signal at the output of the FFT for the i -th receiver is

given by

ui = P1h
ns
i,1 + GP1h

s
i,1 + P2h

ns
i,2 + GP2h

s
i,2 + z, (2.34)

where hnsi,l and hsi,l are the channel response between the i -th receive antenna

and l -th transmit antenna for the phase non-shifted (ns) and phase shifted (s)

elements, respectively. Pi=diag(pi) is a matrix whose diagonal elements are the

pilot symbols and z is the AWGN vector. The matrix G is defined as

G =



0 0 . . . 0 1

1 0
. . .

... 0

0 1
. . .

...
...

...
. . . . . . 0

...

0 . . . 0 1 0


. (2.35)

The auto-correlation matrix R=E[uiu
H
i ] is given by

Ru = P1RhP
H
1 + GP1RhP

H
1 GH + P2RhP

H
2 + GP2RhP

H
2 GH + σ2

zI, (2.36)

where σ2
z is the noise variance and Rh is the covariance matrix defined in Eq.

(2.29). The cross-correlation matrices Bi=E[uhH ] are given by

Bns
i = PiRh, (2.37)

Bs
i = GPiRh. (2.38)

Finally, the estimated frequency channel response between the i -th receive an-

tenna and l -th transmit antenna for the phase non-shifted and phase shifted

elements is given by

h̃nsi,l = (R−1u Bns
i )Hui, (2.39)

h̃si,l = (R−1u Bs
i )
Hui. (2.40)

For detection, Vertical-Bell Laboratories Layered Space-Time (VBLAST) [33,

34] is used. The proposed RF signal processing diversity needs to detect all

subcarriers simultaneously so the channel frequency response matrix H has a large
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size. Additionally, the VBLAST detector has a complexity in the order of O(n4);

thus, the detection precess demands a huge computational effort. Consequently,

it cannot be practically implemented and becomes the main limitation of this

scheme.

2.6 Compressed Sensing

Compressed sensing (CS), which is also known as compressive sensing or com-

pressive sampling, is a new methodology that allows the recovery of sparse signals

from much fewer measurements than what is conventionally required [35, 36]. It

is based on the assumption that a lot of signals on the real world are sparse in

some transform domain, i.e. mostly negligibly small or zero. This methodology

is being applied to several fields such as: imaging, data acquisition, magnetic

resonance imaging (MRI), radar, data compression, and channel estimation in

wireless communications [37].

A standard linear measurement model is defined by

r = Ψθ, (2.41)

where r is an n-size observation vector, Ψ is an n × m measurement matrix

with n<m, and θ is a m-size unknown S -sparse vector with S non-zero elements.

Figure 2.12 shows a representation of this model. In this figure, we can observe

that it is an under-determined system with fewer equations than unknowns. The

knowledge of the sparsity of the unknown vector θ is used in CS to obtain a

unique solution for the system.

The possibility of recovering a signal in CS depends mainly in: the sparsity

of θ, the measurement matrix Ψ, and the recovery algorithm. The restricted

isometry property (RIP) [38, 39] is an important requirement for the measurement

matrix Ψ. A matrix Ψ with unit `2-norm columns satisfies the RIP of order S if

there exists a constant δS ∈ (0, 1) which is the smallest number such that

(1− δS)‖θ‖22 ≤ ‖Ψθ‖22 ≤ (1 + δS)‖θ‖22 (2.42)

is valid for any θ that has S non-zero elements. Calculating the RIP for a matrix

is a very difficult problem and up to date there is no algorithm that can check
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Figure 2.12: Illustration of the linear model of compressed sensing.

the RIP in polynomial time [40]. However, it has been demonstrated that several

matrices satisfy the RIP condition with high probability. For example, an n×m
random matrix, whose entries are independent and identically distributed samples

of a sub-Gaussian distribution, satisfy with high probability the RIP of order S

if the number of observations is given by [41]

n = O
(
S log

(m
S

))
. (2.43)

It is also well known that matrices whose columns were selected from an orthog-

onal matrix, like the discrete Fourier transform (DFT), have a high probability

of following the RIP condition if the number of observations is given by [42, 43]

n = O
(
S log4

(m
S

))
. (2.44)

The results of Eq. (2.43) and Eq. (2.44) shows that in CS the required number

of observations grows linearly with S but logarithmically with m.

A logical approach to obtain a sparse solution to the under-determined sys-

tem of Eq. (2.41) is to minimize the number of non-zero elements in θ. This

optimization problem, which is known as `0-minimization, is given by

θ̂ = arg min
θ∈Cm

‖θ‖0 s.t. r = Ψθ, (2.45)

where ‖·‖0 denotes the `0-norm. However, this is a non-convex optimization
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problem that is very difficult to solve. The outstanding characteristic of CS is

that if the RIP of Ψ is satisfied, the `0-minimization is equivalent to the convex

optimization problem given by

θ̂ = arg min
θ∈Cm

‖θ‖1 s.t. r = Ψθ, (2.46)

where ‖·‖1 denotes the `1-norm which is equivalent to the sum of the absolute

values of the elements of θ.

In the case of noisy observations, Eq. (2.41) can be expressed as

r = Ψθ + η, (2.47)

where ‖η‖2 ≤ ε, for a given constant ε > 0. Then, the `1-minimization problem

is given by

θ̂ = arg min
θ∈Cm

‖θ‖1 s.t. ‖r−Ψθ‖2 ≤ ε. (2.48)

For the case of AWGN with zero mean and σ2 noise variance, the Dantzig selector

(DS) [44] is formulated as

θ̂ = arg min
θ̃∈Cm

‖θ‖1 s.t. ‖ΨH(r−Ψθ)‖∞ ≤ ξ, (2.49)

where ‖·‖∞ denotes the `∞-norm and ξ is given by

ξ =
√

2σ2(1 + a) logm, (2.50)

for any a ≥ 0.

The main disadvantage of the algorithms based on `1-minimization is its high

computational cost. Another option for recovering the sparse signal is the fam-

ily of iterative greedy algorithms. Some of the most relevant algorithms of this

family are: orthogonal matching pursuit (OMP) [45], regularized OMP (ROMP)

[46], compressive sampling matching pursuit (CoSaMP) [47], and subspace pur-

suit (SP) [48]. The advantages of these algorithms are simple implementation

and low computational cost. In general, the greedy algorithms may lead to a

local minimum instead of the optimal solution [49]. However, some recent works

have also shown that they can obtain an optimal solution, but requiring tighter

conditions like a slightly higher number of observations [37].
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In OMP, the idea is to pick at each iteration a column of the measurement

matrix in a greedy way. This column is the most correlated with the residual and

is added to a subset. Using least squares, a new signal estimation is obtained and

subtracted from the original signal. This process is iterated S times, where S is

the sparsity of the unknown signal θ. The pseudocode of the OMP algorithm is

presented in Alg. 2.1.

Algorithm 2.1 Orthogonal matching pursuit (OMP)

1: Input: r (n-size observation vector)

2: Input: Ψ ( n×m measurement matrix)

3: Input: S (sparsity level)

4: v0 := r, Λ0 := ∅ , Φ0 := [ ]

5: for t = 1, . . . , S do

6: λt :=arg maxj=1,...,m|ψTj vt−1|
7: Λt := Λt−1 ∪ λt
8: Φt := [Φt−1 ψλt ]

9: yt :=arg miny‖r−Φty‖22
10: vt := r−Φtyt

11: end for

12: Output: θ̃ (composed of yt values at Λt positions)

For the OMP algorithm, the RIP has been analyzed in several works including

[45, 50], and it is still a topic of research. The limitation of these analyses is that

the case of noisy observations is not considered; however, other greedy algorithms

consider this case. Nonetheless, the more practical way to determine the efficiency

of an algorithm for a specific measurement matrix and number of observations is

using numerical simulations [51].

In the real world, some signals are sparse but also can have a common struc-

ture. An example is the channel impulse response (CIR) in the ISDB-T system,

where one frame is composed of multiple OFDM symbols. The CIR of the sym-

bols in a frame has a small variation so the positions of the non-zero elements

can be considered to be the same for all OFDM symbols in the frame. Struc-

tured CS [52] can exploit this property to whether reduce the number of required

observations or improve the recovery efficiency. For structured CS, the linear

measurement model is given by
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Y = ΨX, (2.51)

where Y is an n× q matrix with its columns being the observation vectors, Ψ is

an n ×m measurement matrix with n<m, and X is an m × q unknown matrix

with S non-zero rows. Each column of X is a sparse vector that share the same

non-zero positions (common support). To exploit this joint information, there is

a variation of OMP called simultaneous OMP (SOMP) [53].

The pseudocode of SOMP is presented in Alg. 2.2. The main differences to

OMP are first that in SOMP the input is the matrix of observation vectors X.

Also, it uses a residual matrix R and the solution of the least squares problem is

the matrix W. Another difference is how to obtain the most correlated column

with the residual, which is shown in line (6). It looks for the maximum norm

of the vector resulting from ψT
j Rt−1. The output Ỹ is also a matrix that has

non-zero rows in the positions given by the index set Λt.

Algorithm 2.2 Simultaneous orthogonal matching pursuit (SOMP)

1: Input: X (n× q matrix of observation vectors)

2: Input: Ψ (n×m measurement matrix)

3: Input: S (sparsity level)

4: R0 := X, Λ0 := ∅ , Φ0 := [ ]

5: for t = 1, . . . , S do

6: λt :=arg maxj=1,...,m‖ψTj Rt−1‖
7: Λt := Λt−1 ∪ λt
8: Φt := [Φt−1 ψλt ]

9: Wt :=arg minW ‖X−ΦtW‖22
10: Rt := X−ΦtWt

11: end for

12: Output: Ỹ (composed of rows of Wt at indices Λt)
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Chapter 3

MIMO-OFDM Receiver with

3-element ESPAR Antenna

This chapter presents a MIMO-OFDM receiver with 3-element ESPAR antenna

and the detail of its components. First, the system model of the receiver is

presented. Then, two channel estimation schemes that obtain the channel state

information are presented. Next, the problem of designing a low complexity detec-

tion scheme and also the synchronization are addressed. Finally, the simulation

results are presented to discuss the performance of the ESPAR antenna-based

MIMO-OFDM receiver.

3.1 Introduction

A MIMO-OFDM system combines the advantages of MIMO systems with OFDM

modulation; thus, it increases the channel capacity while being robust to mul-

tipath fading and ISI. Due to these advantages, it can provide high data rates

in wireless communications systems. It is used in some of the leading standards

like: WLAN IEEE 802.11n [9], WLAN IEEE 802.11ac [10], and LTE [11].

Antenna diversity is a well known technique which is utilized to overcome the

problem of multipath fading [24]. This technique can be used in MIMO-OFDM

systems to obtain diversity gain, but it increases the number of RF chains in the

receiver. Every RF chain is composed of an antenna, RF front-end, FFT block,

and other electronics circuits. Therefore, antenna diversity has the disadvantages
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of increased hardware complexity, energy consumption, and receiver size.

An ESPAR antenna is a small size and low power consumption antenna

[25, 26]. Recently, an OFDM diversity receiver using a 2-element ESPAR antenna

with periodically alternating directivity was presented in [12]. This receiver ob-

tained diversity gain and improved the BER performance without additional RF

chains; therefore, it solves some of the disadvantages of the antenna diversity tech-

nique. However, it requires special channel estimation and detection schemes that

increase the computational cost of the receiver. An RF signal processing-based

diversity scheme for MIMO-OFDM was proposed in [13], and it used a similar

idea to the work proposed in [12]. Although, it utilized a 2-element phased array

instead of an ESPAR antenna. This scheme was able to obtain diversity gain in

a MIMO-OFDM system; however, the computational cost of the detection was

too high and the 2-element phased array is an expensive antenna. Consequently,

it was not suitable for low-cost practical implementation.

In this chapter, a MIMO-OFDM receiver using a 3-element ESPAR antenna

with periodically alternating directivity is presented. Compared to the conven-

tional 2×2 MIMO-OFDM systems, this scheme achieves diversity gain and sub-

stantially improves the BER performance. Due to the different signal model, this

receiver requires special channel estimation and detection schemes. For channel

estimation, an MMSE estimator is designed with the assumption of having rich

multipath channels. However, some recent studies have shown that in practice,

real multipath channels with large bandwidth tend to exhibit a sparse structure.

This multipath channel is composed of few propagation paths with different de-

lays. Almost all of the CIR components are either zero or below the noise floor,

except for the few delayed path components [37]. This means that the multipath

channel has a sparse structure.

Compressed sensing, which was presented in Chapter 2, is a new methodol-

ogy that allows the recovery of sparse signals from much fewer measurements

than what is conventionally required [35, 36]. Recently, CS has been used for

the channel estimation of wireless communication systems [37, 40]. Compared

to conventional channel estimation schemes, CS-based channel estimation can

whether reduce the pilot overhead or improve the estimation accuracy [54]. The

CS-based channel estimation has also been proposed for MIMO-OFDM systems
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[55, 56]. However, the challenge of using CS-based channel estimation for the

MIMO-OFDM receiver with ESPAR antenna is that the channel response of the

three antenna elements has to be simultaneously estimated. This is a challenge

because it is necessary to estimate three different channel impulse response with-

out increasing the number of pilots that are used for channel estimation. A

simultaneous multichannel reconstruction using CS has been recently proposed

in [57]; however, it is focused in a different channel and OFDM technology. In this

chapter, a CS-based channel estimation for the proposed MIMO-OFDM receiver

with ESPAR antenna is also presented. First, the channel estimation is expressed

as a CS problem and then, a modified version of the OMP [45] recovery algorithm

is proposed to reduce the required computational cost and improve the recovery

accuracy.

Another requirement of the proposed receiver is low complexity detection. The

MIMO-OFDM receiver presented in [13] used the VBLAST [33, 34] algorithm for

detection. The limitation of VBLAST is that its computational cost is in the

order of O(n4) for an n×n channel matrix. Additionally, the channel matrix had

a large size so the computational cost of the detection was huge. In the case of the

proposed MIMO-OFDM receiver with 3-element ESPAR antenna, it also has a

large channel matrix that cannot be processed per subcarrier. Despite of its large

size, the channel matrix is composed of only a few non-zero diagonals. Therefore,

the sparsity can be exploited to reduce the computational cost of the detection.

The MMSE sparse-sorted QR decomposition (MMSE sparse-SQRD) detection

exploits the sparsity and can considerably reduce the required computational

cost. To further reduce the computational cost of the detection, this chapter also

presents a submatrix divided detection scheme that divides the channel matrix

into smaller submatrices. In spite of introducing a small degradation in the BER,

this scheme reduces the computational cost.

3.2 System Model

The system model consist of a MIMO-OFDM scheme with two transmitters and

two receivers. The transmitter is based on the WLAN IEEE 802.11n standard

[9] and its block diagram is shown in Fig. 3.1. Each transmitter branch performs
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the modulation, IFFT, and GI insertion. For simplicity, forward error correction

(FEC) and interleaver blocks are not included as part of the system. It is impor-

tant to remark that the transmitter uses conventional antennas for transmitting

the signal.

Figure 3.1: Block diagram of the MIMO-OFDM transmitter.

The MIMO-OFDM receiver uses a 3-element ESPAR antenna with periodi-

cally alternating directivity. The physical model of this ESPAR antenna is pre-

sented in Fig. 3.2. It is composed of a radiator element (#0) and two parasitic

elements (#1, #2). The directivity of the ESPAR antenna is periodically changed

by the sinusoidal waves supplied as bias voltage to the parasitic elements. The

frequency of the sinusoidal waves is the same as the OFDM subcarrier frequency

spacing fs. Figure 3.2 also presents the equivalent baseband model of the ESPAR

antenna. Due to the effect of electrical coupling between the antenna elements,

the total received signal is the sum of the signals received in the radiator and par-

asitic elements. Considering an ideal design of the ESPAR antenna, the effect of

the sinusoidal waves connected to the parasitic elements is equivalent to multiply-

ing the signals received in the parasitics elements (#1, #2) with the exponential

functions ej2πfst and e−j2πfst, respectively; where j =
√
−1 is the imaginary unit.

Therefore, the baseband representation of the received signal at the output of the

RF front-end is modeled as

v(t) = v0(t) + ej2πfstv1(t) + e−j2πfstv2(t), (3.1)

where v0(t) is the signal received by the radiator element and v1(t), v2(t) are the

signals received by the parasitic elements.
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Figure 3.2: 3-element ESPAR antenna with periodically alternating directivity.

a) Physical model, b) equivalent baseband model.

Figure 3.3: Block diagram of the MIMO-OFDM receiver with 3-element ESPAR

antenna.
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The block diagram of the receiver is shown in Fig. 3.3. While each transmitter

uses a conventional antenna, every receiver uses the 3-element ESPAR antenna

with periodic alternating directivity. In every receiver, after the RF front-end

the GI is removed from the signal. Then, the FFT block obtains the frequency

domain equivalent of the signal which is fed to the channel estimator and detector.

The channel estimator obtains the CSI and with it the detector can determine

the transmitted symbols. Finally, the demodulator outputs the transmitted data.

For deriving the signal model, let us denote the vector of transmitted symbols

in frequency domain as

xi = [x
(i)
0 , x

(i)
1 , . . . , x

(i)
N−1]

T , (3.2)

where x
(i)
k is the transmitted symbol at the k-th subcarrier for the i -th transmitter,

N is the FFT window size, and (·)T represents the transpose of that vector. The

transmitted signal in time domain at the output of the IFFT block for the i -th

transmitter is given by

vi = FHxi, (3.3)

where F is the Fourier transform matrix and (·)H represents the Hermitian trans-

pose of that matrix. The matrix element Fl,m corresponding to the l-th row and

m-th column of F is given by

Fl,m =
1√
N
e−j

2πlm
N . 0 ≤ l ≤ N − 1

0 ≤ m ≤ N − 1 (3.4)

To mitigate the ISI, a guard interval consisting of a cyclic prefix (CP) of length

NGI is inserted in front of every OFDM symbol before it is transmitted.

The model is a 2×2 MIMO-OFDM system; hence, each receiver has signals

transmitted from both antennas. From Eq. (3.1) and considering that the signals

received by each element of the ESPAR antenna have independent fading, the

vector of received symbols at the i -th receiver after the GI is removed is given by

ri =
(
C

(0)
i,1 + D1C

(1)
i,1 + D2C

(2)
i,1

)
v1

+
(
C

(0)
i,2 + D1C

(1)
i,2 + D2C

(2)
i,2

)
v2 + zi, (3.5)
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where C
(k)
i,l is the channel impulse response matrix between the i -th receiving

and l -th transmitting antenna for the #k-th element of the ESPAR antenna.

The vector zi is the AWGN noise vector. The matrices D1 and D2 are diagonal

matrices whose k-th diagonal element is given by

dk(1) = ej
2πk
N (3.6)

and

dk(2) = e−j
2πk
N , (3.7)

respectively. The vector of received symbols at the i -th receiver and after the

FFT block is given by

ui =
(
H

(0)
i,1 + G1H

(1)
i,1 + G2H

(2)
i,1

)
x1

+
(
H

(0)
i,2 + G1H

(1)
i,2 + G2H

(2)
i,2

)
x2 + ζi, (3.8)

where H
(k)
i,l is the channel frequency response matrix between the i -th receiving

and l -th transmitting antenna for the #k-th element of the ESPAR antenna and

it is defined as

H
(k)
i,l = FC

(k)
i,l FH . (3.9)

The vector ζi is the noise in frequency domain for the i-th receiver. The matrices

G1 and G2 are the frequency domain equivalents of D1 and D2, respectively.

The matrices G1 and G2 are composed of a diagonal of ones elements that is

shifted upwards and downwards, respectively. These matrices introduce a nega-

tive and positive frequency-shift effect in the components of the channel frequency

response, and they can be expressed as

G1 =



0 0 . . . 0 1

1 0
. . .

... 0

0 1
. . .

...
...

...
. . . . . . 0

...

0 . . . 0 1 0


(3.10)
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and

G2 =



0 1 0 . . . 0

0 0 1
. . .

...
...

... 0
. . . 0

0
...

...
. . . 1

1 0 0 . . . 0


. (3.11)

Equation (3.8) can also be expressed as

ui = Hi,Ax1 + Hi,Bx2 + ζi, (3.12)

where Hi,A, Hi,B are defined by

Hi,A = H
(0)
i,1 + G1H

(1)
i,1 + G2H

(2)
i,1 (3.13)

and

Hi,B = H
(0)
i,2 + G1H

(1)
i,2 + G2H

(2)
i,2 . (3.14)

Equation (3.12) can also be expressed in matrix form by[
u1

u2

]
=

[
H1,A H1,B

H2,A H2,B

][
x1

x2

]
+

[
ζ1
ζ2

]
. (3.15)

Consequently, the channel frequency response matrix H for the MIMO-OFDM

receiver with ESPAR antenna is given by

H =

[
H1,A H1,B

H2,A H2,B

]
, (3.16)

and its structure is presented in Eq. (3.17).
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H =



H
(0)
1,1(0) H

(2)
1,1(1) 0 . . . 0 H

(1)
1,1(N−1) H

(0)
1,2(0) H

(2)
1,2(1) 0 . . . 0 H

(1)
1,2(N−1)

H
(1)
1,1(0) H

(0)
1,1(1)

. . .
. . .

. . . 0 H
(1)
1,2(0) H

(0)
1,2(1)

. . .
. . .

. . . 0

0 H
(1)
1,1(1)

. . .
. . .

. . .
... 0 H

(1)
1,2(1)

. . .
. . .

. . .
...

... . . .
. . .

. . . H
(2)
1,1(N−2) 0

... . . .
. . .

. . . H
(2)
1,2(N−2) 0

0
. . .

. . .
. . . H

(0)
1,1(N−2) H

(2)
1,1(N−1) 0

. . .
. . .

. . . H
(0)
1,2(N−2) H

(2)
1,2(N−1)

H
(2)
1,1(0) 0 . . . 0 H

(1)
1,1(N−2) H

(0)
1,1(N−1) H

(2)
1,2(0) 0 . . . 0 H

(1)
1,2(N−2) H

(0)
1,2(N−1)

H
(0)
2,1(0) H

(2)
2,1(1) 0 . . . 0 H

(1)
2,1(N−1) H

(0)
2,2(0) H

(2)
2,2(1) 0 . . . 0 H

(1)
2,2(N−1)

H
(1)
2,1(0) H

(0)
2,1(1)

. . .
. . .

. . . 0 H
(1)
2,2(0) H

(0)
2,2(1)

. . .
. . .

. . . 0

0 H
(1)
2,1(1)

. . .
. . .

. . .
... 0 H

(1)
2,2(1)

. . .
. . .

. . .
...

... . . .
. . .

. . . H
(2)
2,1(N−2) 0

... . . .
. . .

. . . H
(2)
2,2(N−2) 0

0
. . .

. . .
. . . H

(0)
2,1(N−2) H

(2)
2,1(N−1) 0

. . .
. . .

. . . H
(0)
2,2(N−2) H

(2)
2,2(N−1)

H
(2)
2,1(0) 0 . . . 0 H

(1)
2,1(N−2) H

(0)
2,1(N−1) H

(2)
2,2(0) 0 . . . 0 H

(1)
2,2(N−2) H

(0)
2,2(N−1)


(3.17)

3.3 Channel Estimator

The channel estimation is possible due to the transmission of symbols, which

are known as pilots, that are known in the transmitter and receiver. The WLAN

IEEE 802.11n standard [9] is considered; hence, a block-type pilot pattern is used.

This means that at the beginning of every packet an OFDM symbol, which is

composed of pilots in all subcarriers, is transmitted. Let p1 be the pilot symbol

vector in frequency domain which is transmitted by the first transmitter and uses

a high throughput-long training field (HT-LTF) pattern. Vector p2 is the pilot

symbol in frequency domain that is transmitted by the second transmitter. The

pattern of p2 is the same as p1 but using a cyclic shift delay (CSD). When the

pilot symbols are transmitted, Eq. (3.8) can be expressed as

ui = P1h
(0)
i,1 + G1P1h

(1)
i,1 + G2P1h

(2)
i,1

+ P2h
(0)
i,2 + G1P2h

(1)
i,2 + G2P2h

(2)
i,2 + ζi, (3.18)

where h
(k)
i,l is a vector with the diagonal elements of H

(k)
i,l . The matrices P1 and

P2 are diagonal matrices whose diagonal elements are the pilot vectors p1 and

p2, respectively
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3.3.1 MMSE Channel Estimation

The MMSE channel estimator is an extension of the estimator designed for the

OFDM receiver with ESPAR antenna presented in [12]. From Eq. (3.18), the

auto-correlation matrix Ru=E[uiu
H
i ] is given by

Ru = P1RhP
H
1 + G1P1RhP

H
1 GH

1 + G2P1RhP
H
1 GH

2

+ P2RhP
H
2 + G1P2RhP

H
2 GH

1 + G2P2RhP
H
2 GH

2 + σ2
ζI, (3.19)

where σ2
ζ is the noise variance and Rh is the covariance matrix that is modeled

as an exponential decaying filter which is given by

Rh(l, k) =
1

1 + j2πfs(l − k)τ
, (3.20)

where fs is the subcarrier frequency spacing and τ is the root mean squared delay

of the channel.

The cross-correlation matrices Bi=E[uhH ] are given by

B
(0)
i = PiRh, (3.21)

B
(1)
i = G1PiRh, (3.22)

and

B
(2)
i = G2PiRh. (3.23)

Finally, the estimated channel responses between the i -th receiving antenna and

l -th transmitting antenna are given by

h̃
(0)
i,l = (Ru

−1B
(0)
i )Hul, (3.24)

h̃
(1)
i,l = (Ru

−1B
(1)
i )Hul, (3.25)

and

h̃
(2)
i,l = (Ru

−1B
(2)
i )Hul. (3.26)

Obtaining the estimated channel responses requires a matrix inverse calcula-

tion and several matrix by matrix multiplications that have high computational

cost. Therefore, this becomes a drawback of the MMSE channel estimator.
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3.3.2 CS-Based Channel Estimation

Some recent studies have shown that the CIR is sparse. This means that only few

of its components are zero or under the noise floor so they can be considered as

zero. For this reason, CS-based channel estimation has been proposed for MIMO-

OFDM systems [55, 56]. Equation (3.18) showed that is necessary to estimate six

channel frequency responses
(
h
(0)
i,1 ,h

(1)
i,1 ,h

(2)
i,1 ,h

(0)
i,2 ,h

(1)
i,2 ,h

(2)
i,2

)
in the i-th receiver.

This is three times bigger compared to what is required by conventional MIMO-

OFDM systems. One option would be to increase the number of pilot symbols;

however, this would reduce the spectral efficiency. Consequently, the challenges

are to perform the channel estimation without increasing the number of pilots

and at the same time having good accuracy and low complexity.

Due to the sparse nature of the CIR, the channel can be estimated using the

CS methodology. First, the received signal has to be expressed similarly to the

linear measurement model given by

r = Ψθ + η, (3.27)

where r is an n-size vector of observations, Ψ is an n ×m measurement matrix

with n<m, θ is a m-size unknown S -sparse vector with S non-zero elements, and

η is the noise vector.

LetNp define the number of pilot subcarriers and ρ the index vector containing

the pilot positions as ρ = [ρ1, ρ2, . . . , ρNp ]. The vector of received pilot symbols

at the i-th receiver is given by

ai = [ui(ρ1), ui(ρ2), · · · , ui(ρNp)], (3.28)

where ui(k) is the received signal at the k-th subcarrier of the i-th receiver. The

Np-size vector ai becomes the vector of observations.

The measurement matrix is obtained from the union of six submatrices and

it is defined by

Ψ = [P1FL,G1P1FL,G2P1FL,P2FL,G1P2FL,G2P2FL], (3.29)

where FL is an Np × L matrix built with parts of the Fourier transform matrix
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and it is given by

FL =
1√
N


1 ωρ1 . . . ωρ1(L−1)

1 ωρ2 . . . ωρ2(L−1)

...
... . . .

...

1 ωρNp . . . ωρNp (L−1)

 , (3.30)

where ω = e−j2π/N and L is equivalent to the GI size NGI . In the resulting Np×6L

measurement matrix Ψ, the number of rows is less than the columns (Np < 6L)

so it is an under-determined system.

The unknown vector θi at the i-th receiver is obtained from the union of six

subvectors and it is given by

θi = [c
(0)
i,1 , c

(1)
i,1 , c

(2)
i,1 , c

(0)
i,2 , c

(1)
i,2 , c

(2)
i,2 ]T , (3.31)

where c
(0)
i,1 , c

(1)
i,1 , c

(2)
i,1 , c

(0)
i,2 , c

(1)
i,2 , and c

(2)
i,2 are row subvectors of length L containing

part of the CIR of the components of the signal generated by the MIMO-OFDM

receiver with ESPAR antenna.

The system that has to be solved for the i-th receiver using the CS method-

ology is given by

ai = Ψθi + η. (3.32)

The answer to this system can be obtained using any of the CS recovery algo-

rithms, but greedy algorithms are more appealing due to its low computational

cost. The output of the recovery algorithm is the estimated vector θ̃i which is

given by

θ̃i = [c̃
(0)
i,1 , c̃

(1)
i,1 , c̃

(2)
i,1 , c̃

(0)
i,2 , c̃

(1)
i,2 , c̃

(2)
i,2 ]T . (3.33)

Finally, the estimated channel responses between the i -th receiving antenna and

l -th transmitting antenna are given by

h̃
(0)
i,l = FL

(
c̃
(0)
i,l

)T
, (3.34)

h̃
(1)
i,l = FL

(
c̃
(1)
i,l

)T
, (3.35)

and

h̃
(2)
i,l = FL

(
c̃
(2)
i,l

)T
. (3.36)
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Modified-OMP

The sparse vector θi has more non-zero components compared to conventional

MIMO-OFDM systems. This causes an increase in the computational cost re-

quired by the recovery algorithm and also reduces the recovery accuracy of the

positions of the non-zero elements. The separation between the three elements of

the ESPAR antenna is small so the delay positions in the CIR can be considered

the same for the three antenna elements. This assumption can be exploited to re-

duce the computational cost required by the recovery algorithm and it is applied

into the OMP algorithm. The resulting algorithm is called modified-OMP.

The main differences between the proposed modified-OMP algorithm and

OMP are: the number of iterations, the number of columns that are selected

in each iteration, and how these columns are selected. The pseudocode of the

proposed modified-OMP is presented in Algorithm 3.1. To obtain the most cor-

related column with the residual, first the vector proj:= |ΨHrt−1| is obtained.

This vector is affected by the noise present in the vector of observations, but

is also the union of six subvectors of size L that have the maximum values in

similar positions. Therefore, these six subvectors can be summed to improve the

accuracy of the algorithm. The for loop in lines (9-11) obtains the sum of the six

subvectors. Then, the index ω of the element in vector sum with maximum value

is obtained. The next for loop in lines (14-18) replicates the index ω into the

other six subvectors and builds an index set Ω with these indices. Additionally,

a matrix E is built with the columns of Ψ corresponding to these indices. The

set Ω is added to the index set Λt and also E is added to Φt. Then, like in OMP,

the new estimated signal is obtained by solving the least squares problem of line

(21). The next step is to update the residual and the procedure continues for the

next iteration.

While the conventional OMP algorithm selects one new column in each iter-

ation, our proposed modification selects six columns. Therefore, the number of

total iterations is divided by six and the required computational cost is reduced.

Additionally, by using the sum of the six subvectors to obtain the most correlated

column, the algorithm improves the recovery accuracy.
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Algorithm 3.1 Modified-OMP

1: Input: a (n-size vector of observations for the i-th receiver)

2: Input: Ψ ( n×m measurement matrix)

3: Input: S (sparsity level)

4: Input: L

5: r0 := a, Λ0 := ∅ , Φ0 := [ ]

6: for t = 1, . . . , (S/6) do

7: proj:= |ΨHrt−1|
8: sum:= 0

9: for i = 0, . . . , 5 do

10: sum := sum + proj(i ∗ L : (i+ 1)L− 1)

11: end for

12: ω :=arg maxj=1,...,L(sum)

13: Ω := ∅,E := [ ]

14: for i = 0, . . . , 5 do

15: tmp := ω + i ∗ L
16: Ω := Ω ∪ {tmp}
17: E := [E ψtmp]

18: end for

19: Λt := Λt−1 ∪ Ω

20: Φt := [Φt−1 E]

21: yt :=arg miny‖a−Φty‖22
22: rt := a−Φtyt

23: end for

24: Output: θ̃ (composed of yt values at Λt positions)

3.3.3 Computational Complexity

In this section the computational complexity of the MMSE and CS-based channel

estimators is derived. In the case of the MMSE channel estimator, it requires

the calculation of the matrix inverse, 12 matrix by matrix multiplications, and 12

matrix by vector multiplications. Therefore, its total complexity can be expressed

as

CMMSE = O(14N3
p ) +O(12N2

p ), (3.37)
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where Np is the number of pilot subcarriers.

According to [45], in terms of complexity the dominant step in the OMP algo-

rithm is to find the column that is most correlated with the residual. Therefore,

the computational complexity of OMP is in the order of O(Snm) for an n ×m
measurement matrix and sparse vector with S non-zero elements. In the proposed

modified-OMP algorithm, the number of total required iterations is divided by six

and the size of the measurement matrix is Np × 6L. Consequently, the complex-

ity of the modified-OMP algorithm is in the order of O(SNpL). For calculating

the channel frequency response, the CS-based channel estimation requires 12 ma-

trix by vector multiplications. Therefore, considering the two receivers, the total

computational complexity of the proposed CS-based calculation can be expressed

as

CCS = O(2SNpL) +O(12NpL). (3.38)

Considering that L is a fraction of the number of pilot subcarriers Np and

that the sparsity S is a small number, the CS-based channel estimation has

a computational complexity that is roughly around Np-times smaller compared

with that of the MMSE channel estimator.

3.4 Detector

3.4.1 MMSE Sparse-SQRD

In the proposed MIMO-OFDM receiver with 3-element ESPAR antenna, the

detection cannot be performed in a per subcarrier fashion. The entire channel

matrix has to be detected simultaneously and this implies a high computational

cost. The MMSE sparse-SQRD algorithm is a low complexity detection scheme

based on the MMSE-SQRD [58] algorithm. It is based on a QR decomposition

of the channel matrix H. Let us consider the communications system given by

u = Hx + z, (3.39)

where u is the vector of received symbols, x is the vector of transmitted symbols,

and z is the noise vector. The extended channel matrix H and extended vector
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of received symbols are given by

H =

[
H

σzI2N

]
, (3.40)

u =

[
u

02N,1

]
, (3.41)

where σz is the noise standard deviation, I2N is a 2N × 2N identity matrix, and

02N,1 is a 2N -size column vector with zero elements. The QR decomposition of

H is given by

H = QR, (3.42)

where Q is a unitary matrix and R is an upper triangular matrix. Using Eq.

(3.42), u can be expressed as

u = QRx + z, (3.43)

and multiplying it by QH

y = QHu = Rx + QHz. (3.44)

After the QR decomposition of H is calculated, the transmitted signal is

obtained using Eq. (3.44). In the MMSE-SQRD algorithm, the columns of Q are

sorted depending on its minimum norm.

The MMSE sparse-SQRD algorithm exploits the sparsity of the extended

channel matrix H to reduce the required computational cost for the detection.

Its pseudocode is presented in Algorithm 3.2. The inputs of the algorithm are

the extended channel matrix H and the matrix Hnz which contains the indices

of the initial positions of the non-zero elements. This information is used for

the square norm calculation shown in lines (5-9) of the algorithm. The vector

nz, which contains only the indices of the non-zero elements of the column q
i
,

is obtained in line (14). Using this vector, the reduced computation of q
i
, ri,l,

q
l
, y are shown in lines (15-17), (19-21), (23-25), and (29-34), respectively. The

output of the algorithm is the estimated transmitted signal x̂ which is obtained

in lines (36-40).
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Algorithm 3.2 MMSE sparse-SQRD algorithm

1: Input: H, Hnz

2: cols← # of columns of H

3: rows← # of rows of H

4: R = 0, Q = H, p = (1,. . . ,cols)

5: for i = 1, . . . , cols do

6: for j = 1, . . . , 5 do

7: norm(i) := norm(i) + ‖q(Hnz(j, i), i)‖2

8: end for

9: end for

10: for i = 1, . . . , cols do

11: ki =arg minl=i,...,colsnorm(l)

12: exchange columns i and ki in R, Q, norm, p

13: r(i, i) =
√

norm(i)

14: nz ← indices of the non-zero elements of q
i

15: for j = 1, . . . , length(nz) do

16: q(nz(j), i) := q(nz(j), i)/r(i, i)

17: end for

18: for l = i+ 1, . . . , cols do

19: for j = 1, . . . , length(nz) do

20: r(i, l) := r(i, l) + (q∗(nz(j), i))q(nz(j), l)

21: end for

22: if ‖r(i, l)‖2 6= 0 then

23: for j = 1, . . . , length(nz) do

24: q(nz(j), l) := q(nz(j), l)− r(i, l)q(nz(j), i)
25: end for

26: norm(l) := norm(l)− ‖r(i, l)‖2

27: end if

28: end for

29: for k = 1, . . . , length(nz) do

30: y(i) := y(i) + (q∗(nz(k), i))u(nz(k))

31: if nz(k) ≥ (rows− cols) then

32: break

33: end if

34: end for

35: end for

36: for k = cols, . . . , 1 do

37: d̂ =
∑cols

i=k+1 r(k, i)x̂(i)

38: x̂(k) = Q
[
(y(k)− d̂)/r(k, k)

]
39: end for

40: Permutate x̂ according to p
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3.4.2 Submatrix Detection

The problem of detecting the transmitted symbols in MIMO-OFDM with ES-

PAR antenna is similar to the equalization of time-variant channels because in

both cases there are multiple diagonals in the channel matrix. When the entire

channel matrix is processed, it is called block equalization. The problem of block

equalization is its high computational cost. There are several low complexity

iterative techniques for equalization of time-variant channels such as serial [59]

and decision-feedback equalizer (DFE) [60]. The serial equalizer iteratively se-

lects one section of the channel matrix to detect one transmitted symbol. It is a

fast algorithm but does not have a good accuracy. The DFE improves the accu-

racy by using the previous detected symbol to compensate the equalization of the

next symbol. Its drawback is that is slower because it depends on the detection

of the previous symbols. The advantage of the serial equalizer and DFE is the

lower computational cost compared with block equalizers. On the other hand,

the disadvantage is a degradation in the BER.

Some of the previously discussed features of iterative equalizers are combined

to further reduce the computational cost of the detection of the MIMO-OFDM

receiver with ESPAR antenna. A low complexity submatrix detection scheme,

which is composed of eight MMSE sparse-SQRD detectors, is presented in Fig.

3.4. The submatrix builder block divides the channel matrix into eight smaller

submatrices Jk(k = 1, . . . , 8). Then, the k-th detector is fed with a subvector

sk of received symbols and the channel submatrix Jk. The aim of this detection

scheme is to reduce the computational cost but keeping a low detection time

and minimizing the degradation in the BER. To obtain a low detection time,

the detectors are divided into these two groups: (1,3,5,7) and (2,4,6,8). The

four detectors of each group can operate in parallel to obtain a low detection

time. The detected symbols obtained in detector 1, 3, 5, and 7 are used for

compensating the received symbols that are fed to the other detectors. The

objective of this feedback is to minimize the degradation in the BER; however,

this implies that detectors 2, 4, 6, and 8 have to wait until the other detectors

finished the detection process. Another strategy to reduce the degradation is an

overlap between the subvectors and submatrices. These two features successfully

reduce the degradation in the BER performance.
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Figure 3.4: Block diagram of the submatrix detection.

Figure 3.5 presents a graphical representation of the procedure to obtain the

submatrices and subvectors that are fed to the detectors. In the left, the vectors

of received symbols u1 and u2, and the procedure to divide them into subvectors

are presented. It can be seen that there is an overlap between s1,A and s2,A,

which means that both subvectors included the overlapped symbols to minimize

the BER degradation. The structure of the channel matrix H is presented in the

center of the figure. The non-zero elements in the diagonals are covered by several

submatrices that also have overlapping elements. In the right, the subvector s1

is obtained by combining s1,A and s1,B. The submatrix J1 is obtained from the

combination of J1,A, J1,B, J1,C , and J1,D. Although not fully included in the

figure, the other seven subvectors and submatrices are obtained in the same way.
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Figure 3.5: Graphical representation of the procedure to obtain the submatrices

and subvectors.

3.5 Synchronization

Synchronization is an important step in an OFDM receiver and if not properly

addressed, it can severely degrade the BER performance [61]. Its objectives are to

determine the starting position of a frame and the carrier frequency offset (CFO)

that is generated due to the mismatch between the oscillators in the transmitter

and receiver. There are several methods for synchronization and they can use the

received symbols in time or frequency domain. In an OFDM transmitter, a guard

interval of size NGI is added in the OFDM symbol to deal with the multipath

channel. The guard interval is composed of a CP that is a copy of the tail of the

OFDM symbol, and this feature is shown in Fig. 3.6. This similarity between

the CP and tail of the OFDM symbol in time domain is used for low-complexity

synchronization in [62, 63].

For applying this low complexity synchronization in the MIMO-OFDM re-
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Figure 3.6: Relation between the OFDM symbol and cyclic prefix.

ceiver with ESPAR antenna, we need to show that the signal generated by the

ESPAR antenna maintains the similarity between the CP and the tail of the

OFDM symbol. For this purpose, the signal at the output of the ESPAR an-

tenna, which was presented in Eq. (3.1), is expressed as

v(k) = v0(k) + ej
2πk
N v1(k) + e−j

2πk
N v2(k), (3.45)

where k is a discrete time index. The separation between elements in the CP

and tail is equal to N ; hence, if v(k) represents an element in the CP, then the

elements in the tail can be given by

v(k +N) = v0(k +N) + ej
2π(k+N)

N v1(k +N) + e−j
2π(k+N)

N v2(k +N). (3.46)

Considering a negligible channel effect and k ∈ [−NGI ,−1], it can be assumed

that

v0(k +N) = v0(k)

v1(k +N) = v1(k)

v2(k +N) = v2(k). (3.47)

Then, replacing Eq. (3.47) into Eq. (3.46)

v(k +N) = v0(k) + ej
2π(k+N)

N v1(k) + e−j
2π(k+N)

N v2(k), (3.48)

and by solving Eq. (3.48), it is shown that

v(k +N) = v0(k) + ej
2πk
N ej2πv1(k) + e−j

2πk)
N e−j2πv2(k)

= v0(k) + ej
2πk
N v1(k) + e−j

2πk
N v2(k)

v(k +N) = v(k). (3.49)

The result of Eq. (3.49) confirms the similarity between the CP and tail of

the OFDM symbol when ESPAR antenna is used. Therefore, the synchronization

techniques based on this feature can be also used in the MIMO-OFDM receiver.
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Table 3.1: Simulation Settings

Modulation QPSK, 16-QAM

Pilot type Block-type

Pilot pattern HT-LTF

Data subcarriers 52

FFT window size 64

GI 1/4

Noise type AWGN

Fading Frequency selective

Channel bandwidth 20MHz

Channel estimation MMSE, CS-based

Detection Block, submatrix detection

Channel model 4-ray exponential, 3GPP case B

Synchronization Perfect

3.6 Simulation Results

A simulation model was implemented in c++ using it++ [64] communications li-

brary. In the simulation, the 2×2 MIMO-OFDM scheme using 3-element ESPAR

antenna with periodically alternating directivity was implemented. The model is

based on the transmitter and receiver schemes previously shown in Fig. 3.1 and

3.3, respectively. A summary of the simulation settings is shown in Table 3.1.

To compare the performance in different channel scenarios, a 4-ray exponential

channel and 3GPP case B [65] channel model were implemented. The power

delay profiles of these channels are presented in Table 3.2 and 3.3, respectively.

In the simulation model, the pilot pattern is block-type and the pilot symbols

p1 and p2 are composed of 56 pilot subcarriers. The vector p2 is a cyclic shifted

version of p1 with a cyclic shift of 850 ns. For the CS-based channel estimation,

L is equal to the GI size so (L = 16). Additionally, the OMP and modified-OMP

CS-based recovery algorithms were implemented. For the detection, the block

and submatrix detectors are employed.

First, a BER performance comparison of the MIMO-OFDM receiver with 3-

element ESPAR antenna versus other conventional MIMO-OFDM schemes with-
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Table 3.2: Power delay profile of 4-ray exponential channel

Tap index Delay [ns] Power [dB]

1 0 0

2 50 -3.0

3 100 -6.0

4 150 -9.0

Table 3.3: Power delay profile of 3GPP case B channel

Tap index Delay [ns] Power [dB]

1 0 0

2 110 -9.7

3 190 -19.2

4 410 -22.8

out ESPAR antenna is presented in Fig. 3.7. In this figure, perfect CSI and

the 4-ray exponential channel are assumed. Compared to a conventional 2×2

MIMO-OFDM scheme (blue line), the MIMO-OFDM receiver with ESPAR an-

tenna obtains a substantial improvement in the BER. For a BER of 10−3, the

diversity gain is about 14 dB. Additionally, the receiver obtains a BER close to

the conventional 2×4 MIMO-OFDM scheme (red line) that has four RF chains.

Therefore, the ESPAR antenna-based receiver is able to obtain diversity gain

without additional RF chains.

3.6.1 Channel Estimation Performance

The BER, normalized mean square error (NMSE), and recovery accuracy of the

CS algorithms were obtained to determine the performance of the proposed chan-

nel estimation schemes. The NMSE is defined as

NMSE =

∑
i

|ci − c̃i|2∑
i

|ci|2
, (3.50)

where ci is the i-th element of the CIR vector c and c̃i is the i-th element of the

estimated CIR vector c̃.
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Figure 3.7: BER of the MIMO-OFDM receiver with ESPAR antenna (dashed

line) versus other conventional MIMO-OFDM schemes without ESPAR antenna

(solid line). Perfect CSI, 4-ray exponential channel, 16-QAM modulation, and

block detection.

The BER performance of the MMSE and CS-based channel estimation schemes

for the MIMO-OFDM receiver with ESPAR antenna is presented in Fig. 3.8

for the 3GPP case B channel. As reference, the BER with perfect CSI is in-

cluded. For the CS-based channel estimation, it included the BER with OMP

and modified-OMP. It can be observed that the CS-based channel estimation with

modified-OMP obtains the best BER outperforming the OMP algorithm. The

MMSE channel estimation has a bad BER and it is not suitable for this channel.

Similarly, the BER of the MMSE and CS-based channel estimation schemes

for the the 4-ray exponential channel is presented in Fig. 3.9. In this figure,

the CS-based channel estimation with modified-OMP also obtains the best BER

performance and it is close to the BER with perfect CSI. The MMSE channel
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Figure 3.8: BER of the MMSE and CS-based channel estimation using the 3GPP

case B channel, 16-QAM, and submatrix detection.

estimation obtains a better performance in the 4-ray exponential channel, but

it is still not better than the CS-based channel estimation with modified-OMP

algorithm.

For comparison, a lower bound of the NMSE is obtained for the CS-based

channel estimation. This lower bound is based on an oracle estimator [66], which

assumes that an oracle provides in advance the location of the non-zero elements

of the CIR. Considering that the index vector λ0 contains the location of the

non-zero elements, the lower bound can be estimated from

c̃oracle =
(
ΨH
λ0

Ψλ0

)−1
ΨH
λ0

u, (3.51)

where Ψλ0 is a submatrix constructed from the columns of the measurement

matrix Ψ corresponding to the indices in λ0.

Figure 3.10 shows the results of the NMSE of the channel estimation for the
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Figure 3.9: BER of the MMSE and CS-based channel estimation using 4-ray

exponential channel, 16-QAM, and submatrix detection.

3GPP case B channel. For comparison, the NMSE of the lower bound when

using an ideal oracle estimator is included. The NMSE of the MMSE channel

estimation and CS-based based estimation with modified-OMP and conventional

OMP are also included. The CS-based channel estimation with modified-OMP

obtains smaller error than OMP and MMSE channel estimation. This figure

shows that the NMSE of the MMSE channel estimation is also not good for the

3GPP channel. It can be seen that the gap between the lower bound and NMSE

using modified-OMP decreases when the Eb/N0 is increased. When Eb/N0 > 10

dB, the gap is very small so the CS-based channel estimation with modified-OMP

achieves an NMSE similar to the lower bound.

Figure 3.11 presents the NMSE of the channel estimation for the 4-ray expo-

nential channel. In this channel, the MMSE channel estimation obtains a better

performance compared with the 3GPP channel. Its NMSE is better than CS-
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Figure 3.10: NMSE of the MMSE and CS-based channel estimation using the

3GPP case B channel and 16-QAM modulation.

based channel estimation with OMP. However, the CS-based channel estimation

with modified-OMP obtains the smallest NMSE. Moreover, its NMSE is almost

the same as the lower bound for all Eb/N0.

From the BER and NMSE simulation results, it can be observed that with

both channel models the CS-based channel estimation using modified-OMP gives

better results. These results also confirm that the proposed modified-OMP al-

gorithm achieves a better performance than OMP. Therefore, the modified-OMP

algorithm has a better performance while also a smaller computational complex-

ity.

The reason of the better performance of the modified-OMP algorithm is its

higher recovery accuracy compared with OMP. The recovery accuracy determines

how accurately the algorithm recovers the delay positions of the estimated CIR.

Figure 3.12 presents the average recovery percentage of the delay positions for
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Figure 3.11: NMSE of the MMSE and CS-based channel estimation using 4-ray

exponential channel and 16-QAM modulation.

channels with different number of paths. It considers k-path channels with ex-

ponential decay and the delay position of each path was randomly chosen from

the interval [0,15]. Compared to OMP, the modified-OMP algorithm obtained

a better recovery accuracy even in a 6-path channel. In the case of 2-path,

modified-OMP recovers the exact position of the delays with 100% accuracy. In

the case of 4-path, the accuracy of modified-OMP is very close to 100% except

for Eb/N0<5 dB. For 6-path, the accuracy is much smaller when Eb/N0<10 dB,

but it reaches around 100% for Eb/N0>10 dB. Therefore, when the number of

paths of the channel is increased, the recovery accuracy would be reduced and as

consequence the BER would be degraded too.
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Figure 3.12: Average recovery percentage of the delay positions for the CS-based

channel estimation using OMP and modified-OMP algorithms with 16-QAM.

3.6.2 Submatrix Detection Performance

The BER performance and average computational cost of the submatrix detec-

tion are compared with the block detection. Figure 3.13 presents a comparison

of the BER performance between the block detection (dashed line) and subma-

trix detection (solid line), using QPSK and 16-QAM modulation. The CS-based

channel estimation with modified-OMP and the 3GPP case B channel are also

utilized in this simulation.

In the case of QPSK, the BER of the two detection schemes is very similar.

However, in the case of 16-QAM there is a bigger degradation in the BER when

the submatrix detection is used. This degradation is around 1 dB for a BER of

10−3, while it is increased to around 3 dB for a BER of 10−4.

The computational cost required in the detection was obtained from the sim-
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Figure 3.13: BER comparison of the block (dashed line) and submatrix detection

(solid line) using CS-based channel estimation with modified-OMP and the 3GPP

case B channel.

ulation and it is given as the number of average complex floating point operation

(flop) required. As in [58], each complex addition is considered as one flop and

each complex multiplication as three flop. Table 3.4 and Fig. 3.14 present the av-

erage number of flop per subcarrier required in the detection. The submatrix de-

tection scheme, requires only around 8% of the computational cost required when

the block detection is utilized. Consequently, the submatrix detection scheme re-

duces the computational cost by around 92% while the degradation in the BER is

small. The proposed submatrix detection scheme offers a good trade-off between

reduced computational cost and small BER degradation.
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Table 3.4: Average number of flop per subcarrier required for the detection in

the MIMO-OFDM receiver with ESPAR antenna

Detection scheme QPSK 16-QAM 64-QAM

Block 27376 26669 26344

Submatrix 2171 2146 2135

Figure 3.14: Comparison of the average flop per subcarrier required by block and

submatrix detection.
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3.6.3 Synchronization Performance

To confirm the results of the synchronization analysis presented in Section 3.5,

a simulation to estimate and compensate the CFO was implemented. The CFO

estimation is achieved by measuring the correlation between the CP and tail of

the OFDM symbol, and it is obtained by [67]

ε̃ =
1

2π
arg


−1∑

n=−Ncp

y∗(n)y(n+N)

 , (3.52)

where ε̃ is the estimated normalized CFO, y(k) is the time domain received signal

at time k, and (·)∗ represents the conjugate operation.

Figure 3.15 shows the BER results using perfect CSI and normalized CFO

of 0.3. It includes the BER with and without CFO estimation, and also for

comparison it includes the BER with perfect synchronization. It can be seen

that the CFO severely affects the BER when it is not estimated. On the other

hand, using the CFO estimation the BER is very similar to the BER with perfect

synchronization. Therefore, accurate CFO estimation is possible in the MIMO-

OFDM receiver with ESPAR antenna.

3.7 Summary

This chapter presented a MIMO-OFDM receiver using a 3-element ESPAR an-

tenna with periodic alternating directivity. The simulation results show that the

receiver can obtain a diversity gain of about 14 dB for a BER of 10−3 and us-

ing perfect CSI. This diversity gain is obtained without requiring additional RF

chains, which is the main disadvantage of conventional MIMO-OFDM systems.

The receiver, which has only two RF chains in the receiver side, obtains a BER

close to a conventional 2×4 MIMO-OFDM system that has four RF chains.

For channel estimation, MMSE and CS-based schemes were presented. The

CS-based channel estimation with modified-OMP obtains the best performance

and requires less computational complexity than the MMSE channel estimation.

A submatrix detection scheme was proposed as a lower complexity alternative to

the block detection. The submatrix detection reduces the required computational
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Figure 3.15: BER with CFO effect. Perfect CSI, 3GPP case B channel, 16-QAM,

and submatrix detection.

cost; however, it causes a small degradation in the BER. For 16-QAM modulation,

the degradation is about 1 dB for a BER of 10−3 and 3 dB for a BER of 10−4.

On the other hand, the advantage of this detection scheme is the reduction of

about 92% of the required computational cost compared with the block detection

approach.

The problem of the synchronization was also discussed in this chapter. It

was shown that a simple synchronization scheme, which exploits the similarity

between the cyclic prefix and tail of the OFDM symbol, can also be used in the

ESPAR antenna-based receiver.
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Chapter 4

ESPAR Antenna-Based ISDB-T

Receivers

This chapter presents two ESPAR antenna-based ISDB-T receivers. In the first

part of the chapter, an ISDB-T receiver with 3-element ESPAR antenna is pre-

sented. The ideal and real model of the 3-element ESPAR antenna are described,

and the performance of the two models is obtained using a simulation. In the

second part, an ISDB-T receiver considering the real model of a 4-element ES-

PAR antenna is presented. CS-based channel estimation and low complexity

equalization are proposed for this receiver. Finally, the simulation results of the

performance of this receiver are presented.

4.1 Introduction

The ISDB-T [5] standard for DTV broadcasting can provide SDTV, HDTV,

one-seg reception for hand-held devices, and other services. This standard uses

OFDM, which is robust against frequency-selective fading, multipath fading, and

ISI [20]. In on-vehicle ISDB-T receivers, multipath fading and Doppler shift can

significantly affect the received signal. One of the solutions to combat multipath

fading is the antenna diversity, which employs multiple receiving antennas where

each one is connected to a RF chain using coaxial cable. Figure 1.1 presented the

on-vehicle ISDB-T receiver with antenna diversity. It is composed of two anten-

nas, which are connected to the ISDB-T receiver using coaxial cable. It is also
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composed of two RF chains and a combiner. The main problem of this diversity

receiver is the installation of the antennas and cabling between the antennas and

receiver. The additional antenna and cabling increases the installation time and

complexity compared to a receiver that requires only one antenna. Therefore, a

solution that uses only one antenna and still obtains diversity would reduce the

installation cost.

A scheme to obtain diversity using a single ESPAR antenna was presented

in [28]. It switches between two different radiation patterns according to the

received signal strength and it can obtain diversity gain. However, the perfor-

mance improvement is less than that of other schemes with antenna diversity.

This scheme was also applied in an ISDB-T receiver in [29]. An OFDM receiver

using a 2-element ESPAR antenna with periodically alternating directivity was

proposed in [12]. The frequency of the directivity change is the same as the sub-

carrier frequency spacing. This scheme obtained diversity gain; however, it only

considered an ideal model of the ESPAR antenna. It also assumed a block-type

pilot structure where all subcarriers are used as pilots in the first OFDM sym-

bol. On the other hand, ISDB-T employs a scattered pilot structure that has a

pilot subcarrier every twelve subcarriers. Therefore, the scheme proposed in [12]

cannot be directly adopted in ISDB-T due to the different pilot structure.

In this chapter, ESPAR antenna-based ISDB-T receivers are proposed. The

objective of these receivers is to simplify its installation process in the vehicle.

The ESPAR antenna-based receiver requires only a single ESPAR antenna; thus,

a single coaxial cable connects it to the receiver. Additionally, it requires only

a single RF chain; therefore, it reduces the hardware complexity. The channel

estimation and detections schemes for this receivers are very important and its

design presents challenges for obtaining good accuracy while reducing the required

computational cost. These challenges are addressed with the schemes presented

in this chapter.

In the first part of the chapter, an ISDB-T receiver using a 3-element ESPAR

antenna with periodically alternating directivity is presented. The directivity is

changing at 12 times the OFDM subcarrier frequency spacing, which is equiva-

lent to the separation between two consecutive pilot subcarriers. The 3-element

ESPAR antenna is utilized considering two models: ideal and real model. The
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ideal model is similar to the one used in the previous chapter, while the real

model is determined from the mutual coupling between the antenna elements.

The performance results will show that the real model obtains less diversity gain

compared with the real model.

In the second part of this chapter, an ISDB-T receiver using a 4-element ES-

PAR antenna with periodically alternating directivity is presented. This receiver

considers the real model of the ESPAR antenna and improves the diversity gain.

The ISDB-T receiver with 4-element ESPAR antenna cannot use least squares

(LS) channel estimation [68] due to the intercarrier interference (ICI) generated

by the periodically alternating directivity of the ESPAR antenna. Instead, it uses

a CS-based channel estimation that is similar to the one utilized in the previous

chapter. Due to the ICI, a block frequency equalization is required for obtaining

the transmitted symbols. The MMSE sparse-SQRD algorithm can be used, but

it requires a high computational cost due to the large size of the channel matrix.

Similar to the previous chapter, a equalization scheme that is based on a sub-

matrix division of the channel matrix is presented. The submatrix equalization

reduces the required computational cost; however, it causes a small degradation

in the BER performance.

4.2 ISDB-T Receiver with 3-element ESPAR An-

tenna

Figure 4.1 presents the 3-element ESPAR antenna with periodically alternating

directivity that is used for this ISDB-T receiver. It is composed of a radiator

element (#0) and two parasitic elements (#1, #2). The directivity of the ESPAR

antenna is periodically changed by the sinusoidal waves supplied as bias voltage

to the parasitic elements. These sine and cosine functions have frequency kfs,

where k is an integer constant and fs is the OFDM subcarrier frequency spacing.

In ISDB-T, the separation between two consecutive pilot subcarriers is 12; hence,

the value of the integer constant is k = 12.

Due to the effect of electrical coupling between the antenna elements, the

total received signal in the ESPAR antenna is the sum of the signals received in

the radiator and parasitic elements. Considering an ideal design of the ESPAR
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Figure 4.1: 3-element ESPAR antenna used in the ISDB-T receiver.

antenna, the effect of the sinusoidal waves connected to the parasitic elements is

equivalent to multiplying the signals received in the parasitics elements (#1, #2)

with the exponential functions ej2π(12fs)t and e−j2π(12fs)t, respectively. Therefore,

the baseband representation of the received signal at the output of the RF front-

end is ideally modeled as

v(t) = v0(t) + ej2π(12fs)tv1(t) + e−j2π(12fs)tv2(t), (4.1)

where v0(t) is the signal received by the radiator element, j =
√
−1 is the imagi-

nary unit, and v1(t), v2(t) are the signals received by the parasitic elements.

4.2.1 Real Model of 3-element ESPAR Antenna with Pe-

riodically Alternating Directivity

The impedance matrix of the 3-element ESPAR antenna with periodically alter-

nating directivity is given by

Z =

 Z00 Z01 Z02

Z10 Z11 Z12

Z20 Z21 Z22

 , (4.2)
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where due to the symmetry of the antenna elements

Z00 = Z11 = Z22

Z01 = Z02 = Z10 = Z20

Z12 = Z21. (4.3)

The values of Z depend of the antenna physical structure and can be obtained

from the NEC simulator [32]. The reactance matrix X is periodically changing

and it can be expressed at the discrete time i by

X(i) =

 Z0 0 0

0 jx1 sin(φi) 0

0 0 jx2 cos(φi)

 , (4.4)

where Z0 is the load impedance, j =
√
−1 is the imaginary unit, and φi is given

by

φi = 2π
12i

N
, (4.5)

where N is the FFT window size of the ISDB-T receiver and i = {0, 1, . . . , N−1}.
The equivalent weight vector at instant i is given by

w(i) = 2Z0(Z + X(i))−1 · [1, 0, 0]T , (4.6)

and can be denoted also as

w(i) = [w0(i), w1(i), w2(i)]
T , (4.7)

where wl(i) is the weight of the #l-th antenna element at time i. The steering

vector α(γ) is based on the array geometry of the 3-element ESPAR antenna and

is defined as

α(γ) =

 α0

α1

α2

 =

 1

ej2πd cos(γ)

ej2πd cos(γ−π)

 , (4.8)

where γ is the azimuthal direction of the incoming waves.

The baseband representation of the received signal at the output of the RF

front-end is formulated as

v(t) = α0w0(t)v0(t) + α1w1(t)v1(t) + α2w2(t)v2(t), (4.9)
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where v0(t) is the signal received by the radiator element and v1(t), v2(t) are

the signals received by the parasitic elements. Equation (4.9) represents the real

model of the 3-element ESPAR antenna. Figure 4.2 presents a representation of

the equivalent baseband model of the ideal model, which was shown in Eq. (4.1),

and the real model of the ESPAR antenna.

Figure 4.2: Equivalent baseband model of the 3-element ESPAR antenna. a)

Ideal model, b) real model.

4.2.2 System Model

A conventional uncoded OFDM transmitter is considered; thus, the system does

not require any special modification in the transmission side. The block diagram

of the transmitter is shown in Fig. 4.3. The data stream is first modulated, then

the data symbols are combined with the pilot symbols, which are used for channel

estimation. It utilizes a comb-type pilot arrangement that inserts one pilot every

12 subcarriers. The data and pilot symbols are fed to the IFFT, and finally the

GI is inserted.

The block diagram of the ISDB-T receiver is presented in Fig. 4.4. It uses

the 3-element ESPAR antenna with its radiator element connected to the RF

front-end. From the output of the RF front-end, the GI is removed and then the

signal is fed to the FFT block to obtain the frequency domain equivalent. The
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Figure 4.3: Block diagram of the OFDM transmitter.

Figure 4.4: Block digram of the ISDB-T receiver with 3-element ESPAR antenna.

received pilot symbols are used for channel estimation and the equalizer recovers

the transmitted symbols. Finally, the demodulator outputs the data stream.

Let s denote the vector of transmitted symbols in frequency domain given by

s = [s0, s1, . . . , sN−1]
T , (4.10)

where sk represents the transmitted symbol at the k-th subcarrier. The vector of

transmitted symbols in time domain at the output of the IFFT block is given by

v = FHs, (4.11)

where F is the Fourier transform matrix. The matrix element Fl,m corresponding

to the l-th row and m-th column of F is given by

Fl,m =
1√
N
e−j

2πlm
N . 0 ≤ l ≤ N − 1

0 ≤ m ≤ N − 1 (4.12)
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Considering that the signals received by each element of the ESPAR antenna

have independent fading, the vector of received symbols after the GI is removed

is given by

r = (D0C0 + D1C1 + D2C2)v + z, (4.13)

where Ck is the channel impulse response matrix corresponding to the #k-th

antenna element and z is the AWGN vector with σ2 variance. The diagonal

matrices Dk contain the antenna weights and depend on which model of the

ESPAR antenna is considered. If the ideal model is considered, the matrices are

given by

D0 = IN

D1 = diag(1, ej2π
12
N , . . . , ej2π

12(N−1)
N )

D2 = diag(1, e−j2π
12
N , . . . , e−j2π

12(N−1)
N ), (4.14)

where IN is the identity matrix of size N × N. On the other hand, if the real

model is considered the Dk matrix is given by

Dk = diag(αkwk(0), αkwk(1), . . . , αkwk(N − 1)), (4.15)

where αk is the k-th component of the steering vector α(γ) in Eq. (4.8), and wk(i)

is the weight of the #k-th antenna element at instant i obtained from equations

(4.6) and (4.7).

The received signal r is applied to the FFT block and its frequency domain

equivalent is given by

u = Fr, (4.16)

and using Eq. (4.11) and (4.13), it is given by

u = (G0H0 + G1H1 + G2H2)s + zf , (4.17)

where zf is the noise vector in frequency domain, Hk is the channel frequency

response matrix of the #k-th antenna element given by

Hk = FCkF
H , (4.18)

and the matrix Gk is the frequency equivalent of Dk, which contains the antenna

weights, is given by

Gk = FDkF
H . (4.19)
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Equation (4.17) can be expressed in a simplified way by

u = Hs + zf , (4.20)

with the channel frequency response matrix H given by

H = G0H0 + G1H1 + G2H2. (4.21)

4.2.3 Simulation Results

Table 4.1: Parameters of the 3-element ESPAR antenna

Frequency 500MHz

Wavelength (λ) 0.6m

Z0 75Ω

Monopole length (Lm) 0.25λ=15cm

d 0.1λ=6cm

x1 50Ω

x2 50Ω

Table 4.2: Power delay profile of the TU6 model

Tap number Delay time(µs) Power (dB)

1 0 -3

2 0.2 0

3 0.5 -2

4 1.6 -6

5 2.3 -8

6 5 -10

To obtain the impedance matrix of the 3-elements ESPAR antenna, the 4NEC2

[69] simulator was used. The antenna is composed of three monopoles of length

(Lm = 0.25λ) with a separation of (d = 0.1λ) between them. The frequency

of 500 MHz, which is part of the band used for TV broadcasting in Japan, was

selected. A summary on the antenna parameters is presented in Table 4.1. The
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Table 4.3: Simulation Settings

Modulation QPSK

FFT window size 256

GI 1/8

Noise type AWGN

Channel model TU6

Channel estimation Perfect CSI

Equalization MMSE Sparse-SQRD

self-impedance Z00, Z11, and Z22 are obtained by simulating each antenna element

separately. To obtain the mutual-impedance elements of the impedance matrix,

we have to solve the system given by

V0 = I0Z00 + I1Z01 + I2Z02

0 = I0Z10 + I1Z11 + I2Z12

0 = I0Z20 + I1Z21 + I2Z22 (4.22)

where V0 is the voltage in the terminals of the radiator element (#0), Ik is the

current in the #k-th antenna element, and Zik (for i 6=k) is the mutual-impedance

between the i-th and k-th antenna elements. The values of V0, I0, I1, and I2 are

also obtained from the simulation. The rest of the parameters can be calculated

replacing the equivalences shown in Eq. (4.3) into Eq. (4.22). Finally, the resulting

impedance matrix is

Z =

 44.7 + j25.7 39.13 + j2.31 39.13 + j2.31

39.13 + j2.31 44.7 + j25.7 24.28− j14.25

39.13 + j2.31 24.28− j14.25 44.7 + j25.7

 . (4.23)

A simulation model of the ISDB-T receiver with ESPAR antenna was im-

plemented in c++ using the it++ [64] communications library. The BER per-

formance is obtained using the ideal and real model of the 3-element ESPAR

antenna. The simulation implemented the system depicted in Fig. 4.3 and 4.4,

but only considering perfect CSI and N = 256. A Typical Urban 6-path (TU6)

[70] channel model is considered and its power delay profile is presented in Table

4.2. Moreover, a summary of the simulation parameters is presented in Table 4.3.
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Figure 4.5: Frequency spectrum of w using the ideal model of the 3-element

ESPAR antenna.

Figure 4.6: Frequency spectrum of w using the real model of the 3-element

ESPAR antenna.
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Figure 4.5 and 4.6 present the frequency spectrum of the antenna weights wk

for the ideal and real model, respectively. These figures show the magnitude of

the frequency spectrum using the FFT operation. For fair comparison, the an-

tenna weights wk were normalized and limited to a maximum power of 1. Figure

4.5 shows that for the ideal model, w0 has only DC component. Additionally,

w1 and w2 have only fundamental components at +12 and -12, respectively. On

the other hand, the frequency spectrum of the real model presented in Fig. 4.6

has several differences compared with the ideal model. First, there are several

harmonic components at multiples of +12 and -12, which have a decreasing mag-

nitude. Second, w1 and w2 have positive and negative frequency components

simultaneously. Finally, the amplitudes of w1 and w2 are smaller compared with

w0.

Figure 4.7 presents the BER performance of the ISDB-T receiver considering

the ideal and real model of the 3-element ESPAR antenna. For comparison, it is

included the BER of other conventional systems: a single-input single-output

(SISO), an antenna diversity scheme with one transmitter and two receivers

(Tx=1, Rx=2) using MRC, and another antenna diversity scheme (Tx=1, Rx=3)

using MRC. This figure shows that the ISDB-T receiver that considers the ideal

model of the 3-element ESPAR antenna can obtain a BER that is better than a

conventional antenna diversity scheme with two receivers (Tx=1, Rx=2). How-

ever, when the real model is considered, the BER is degraded and there is a

reduction of about 6 dB in the diversity gain. This smaller diversity gain in the

real model is caused by the smaller amplitudes of the antenna weights w1 and

w2.

The simulation results showed that there is a big degradation in the BER when

the real model of the 3-element ESPAR antenna is considered. This emphasizes

the importance of the design of the antenna to obtain an impedance matrix Z

that offers a strong coupling between the antenna elements. In the next section,

an ISDB-T receiver with a 4-element ESPAR antenna is presented to improve the

diversity gain even when the real model of the antenna is utilized.
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Figure 4.7: Comparison of the BER of the ISDB-T receiver with 3-element ES-

PAR antenna versus other conventional receivers without ESPAR antenna. Per-

fect CSI and TU-6 channel.

4.3 ISDB-T Receiver with 4-element ESPAR An-

tenna

4.3.1 Real Model of 4-element ESPAR Antenna

Figure 4.8 presents the proposed 4-element ESPAR antenna with periodically

alternating directivity, which is composed of a radiator element (#0) and three

parasitic elements (#1,#2,#3). Similar to the 3-element ESPAR antenna pre-

sented in the previous section, the variable reactances are controlled by sine and

cosine functions of frequency kfs.
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Figure 4.8: 4-element ESPAR antenna with periodically alternating directivity.

The impedance matrix of the 4-element ESPAR antenna is given by

Z =


Z00 Z01 Z02 Z03

Z10 Z11 Z12 Z13

Z20 Z21 Z22 Z23

Z30 Z31 Z32 Z33

 , (4.24)

and due to the symmetry of the elements

Z00 = Z11 = Z22 = Z33

Z01 = Z02 = Z03 = Z30 = Z20 = Z10

Z12 = Z13 = Z21 = Z31

Z23 = Z32. (4.25)

The reactance matrix X is periodically changing and it can be expressed at the

discrete time instant i by

X(i) =


Z0 0 0 0

0 jx1 sin(φi) 0 0

0 0 jx2 sin(φi) 0

0 0 0 jx3 cos(φi)

 , (4.26)

75



where j =
√
−1 is the imaginary unit and φi is given by

φi = 2π
12i

N
, (4.27)

for i = {0, 1, . . . , N − 1}. The equivalent weight vector at instant i is

w(i) = 2Z0(Z + X(i))−1 · [1, 0, 0, 0]T , (4.28)

and can be denoted also as

w(i) = [w0(i), w1(i), w2(i), w3(i)]
T , (4.29)

where wl(i) is the weight of the #l-th antenna element at instant i. The steering

vector α(γ) is formulated as

α(γ) =


α0

α1

α2

α3

 =


1

ej2πd cos(γ)

ej2πd cos(γ−
11π
36

)

ej2πd cos(γ−
61π
36

)

 . (4.30)

Finally, the baseband representation of the received signal at the output of the

RF front-end is formulated as

v(t) = α0w0(t)v0(t) + α1w1(t)v1(t) + α2w2(t)v2(t) + α3w3(t)v3(t). (4.31)

4.3.2 System Model

The block diagram of the proposed ISDB-T receiver with 4-element ESPAR an-

tenna is presented in Fig. 4.9. Although it is similar in structure to the receiver

with 3-element ESPAR antenna, the signal model is different. On the other hand,

the transmitter that was presented in Fig. 4.3 is also used. Therefore, the vector

of transmitted symbols in time domain v given in Eq. (4.11) is considered.

In the 4-element ESPAR antenna presented in Fig. 4.8, the separation be-

tween elements is at least 0.09λ. The small separation between antenna elements

gives strong mutual coupling. According to [71], the mutual coupling tends to

reduce the correlation between elements so an acceptable diversity can be ob-

tained with separations of 0.1λ. Another study, used even a smaller separation
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Figure 4.9: Block diagram of the ISDB-T receiver with 4-element ESPAR an-

tenna.

of 0.05λ to obtain angle switch diversity [29] using ESPAR antenna. Therefore,

the assumption of a separation of 0.09λ can ideally offer independent fading in

the antenna elements; although, in practice they might have small correlations.

It is important to clarify that a small correlation between elements does not af-

fect the design of the proposed receiver; although, it would reduce the diversity

gain. In this dissertation, we assume that the signal received in each element has

independent fading so that we obtain the best possible diversity gain. With this

assumption, the received signal at the output of the 4-element ESPAR antenna

can be expressed as

r = (D0C0 + D1C1 + D2C2 + D3C3)v + z, (4.32)

where Ck is the channel impulse response matrix corresponding to the #k-th

antenna element and z is the AWGN vector with σ2 variance. The diagonal

matrices Dk are given by

Dk = diag(αkwk(0), αkwk(1), . . . , αkwk(N − 1)), (4.33)

where αk is the k-th component of the steering vector α(γ) shown in Eq. (4.30),

and wk(i) is the weight of the #k-th antenna element at instant i obtained from

equations (4.28) and (4.29).
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From Eq. (4.32), the received signal in frequency domain is given by

u = (G0H0 + G1H1 + G2H2 + G3H3)s + zf , (4.34)

where zf is the noise vector in frequency domain. The channel frequency response

matrix H given by

H = G0H0 + G1H1 + G2H2 + G3H3. (4.35)

The matrix structure of H is presented in Fig. 4.10. The white zones in

the figure represent the elements with zero value, while the others are non-zero

elements with an absolute value represented using the gray scale (black equals

the strongest value and white the zero value). The figure shows that the matrix

has a main diagonal, several upward shifted diagonals, and several downward

shifted diagonals. The diagonals are shifted in intervals of 12, which is the same

separation between two consecutive pilot subcarriers, and also is the frequency

of the oscillators that controls the variable reactance of the antenna elements

(#1,#2, #3). As observed in the figure, the elements of the main diagonal have

the strongest absolute value, while the elements in the shifted diagonals have

decreasing absolute value.

The matrix structure of H produces ICI, which affects the subcarriers. Ac-

cording to Fig. 4.10, the non-zero diagonals of H are shifted on intervals of twelve

subcarriers. This interval was chosen so that the data subcarriers interfere only

with other data subcarriers and the pilot subcarriers only with other pilot sub-

carriers. Therefore, we can still use the symbols received in the pilot subcarriers

to estimate the channel state information.

To explain the diversity effect, let us first recall that the signal at the output

of the proposed 4-element ESPAR antenna is the weighted sum of the signal

on each of its elements. It is also considered that each antenna element has

independent fading, therefore the received signal is the sum of four different

observations of the transmitted signal. Additionally, the periodically alternating

directivity generated by the oscillators creates a frequency shift in the received

signals. This frequency shift is the explanation of the multiple non-zero diagonals

present in the channel matrix H. Consequently, we have the combination of four

different observations of the transmitted signal and a channel matrix that is the
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Figure 4.10: Matrix structure of H when the proposed 4-element ESPAR antenna

is used.

combination of four channel responses distributed in several diagonals. These two

characteristics are combined to achieve diversity gain.

4.3.3 CS-Based Channel Estimation

Least squares channel estimation [68] is commonly used in OFDM receivers due

to its simplicity. Using this technique, the channel frequency response at the

pilot subcarriers is easily computed by dividing the received pilot symbols with

the transmitted pilot values. Then, the channel frequency response is obtained

using interpolation. Regardless of its simplicity, the proposed receiver cannot use

this technique due to the ICI generated by the 4-element ESPAR antenna. Like

in the previous chapter, a CS-based channel estimation is a good alternative to

recover the channel with good accuracy and low computational complexity.

The target of the proposed ISDB-T receiver with ESPAR antenna is vehicles;
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hence, the effect of the mobility has to be considered. When the receiver is mov-

ing, the channel is changing so it is called a time-varying channel, and combined

with the frequency-selectivity of the channel it becomes a doubly-selective fading

channel. The effect of the movement of the receiver, which is called Doppler shift

or Doppler spread, is the destruction of the orthogonality of the subcarriers and

the presence of ICI. The Doppler shift can cause an important degradation in the

BER when it is not estimated and compensated.

CS-based channel estimation for doubly-selective fading channels have been

investigated in [40, 54, 72]. In these works, a 2-dimension measurement matrix is

utilized. Considering a frame is composed of Nt OFDM symbols and a 1- dimen-

sion measurement matrix of size n ×m, the resulting 2-dimension measurement

matrix has a size of nNt ×mNt. The large size of this matrix implies high com-

putational cost for the recovery process. The output of the recovery algorithm

contains the necessary parameters to build the channel impulse response matrix;

however, to obtain the channel frequency response matrix another high complex-

ity calculation is required. For these reasons, the CS-based channel estimation

proposed in [40, 54, 72] is not practical for ISDB-T receivers due to the large

number of subcarriers utilized.

A CS-based channel estimation using 1-dimension measurement matrix is pre-

sented in Fig. 4.11 for the ISDB-T receiver with 4-element ESPAR antenna. This

scheme uses the received pilot symbols to estimate the CIR. Then, the channel

frequency response is obtained using a FFT block and the channel matrix H is

computed according to Eq. (4.35). In the rest of this section, the details of each

step are presented.

LetNp define the number of pilot subcarriers and ρ the index vector containing

the pilot positions ρ = [ρ1, ρ2, . . . , ρNp ]. The vector of received pilot symbols is

given by

a = [uρ1 , uρ2 , · · · , uρNp ]. (4.36)

The matrix Gk presented in Eq. (4.19) is a circulant matrix composed of non-

zero diagonals separated by 12 positions, and its structure is similar to Fig. 4.10.

This matrix can be expressed as
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Figure 4.11: CS-based channel estimator of the ISDB-T receiver with 4-element

ESPAR antenna.

Gk =
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, (4.37)

where Gl
k represents the value of the diagonal with index l. Choosing only the
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elements of the non-zero diagonals, the matrix Bk is given by

Bk =



G0
k G−12k . . . . . . G24

k G12
k

G12
k G0

k . . . . . . G36
k G24

k
...

. . . . . . . . . . . .
...

...
. . . . . . . . . . . .

...

G−24k G−36k . . . . . . G0
k G−12k

G−12k G−24k . . . . . . G12
k G0

k


. (4.38)

The Np × 4L measurement matrix is the union of four submatrices and is

defined by

Ψ = [B0PFL,B1PFL,B2PFL,B3PFL], (4.39)

where P = diag(P1, P2, . . . , PNp) is a diagonal matrix with its elements being the

pilot values and FL is an Np×L matrix built with parts of the Fourier transform

matrix and is given by

FL =
1√
N


1 ωρ1 . . . ωρ1(L−1)

1 ωρ2 . . . ωρ2(L−1)

...
... . . .

...

1 ωρNp . . . ωρNp (L−1)

 , (4.40)

where ω = e−j2π/N and L is an integer number in the interval L ≤ N .

In ISDB-T, one pilot subcarrier is inserted every 12 subcarriers. Only the pilot

subcarriers, which have equidistant positions, are used for channel estimation.

The problem of the equidistant positions is bad recovery performance in CS due

to the downsampling effect. In downsamling, the sampling rate of a signal is

reduced by an integer factor M. The downsampled signal is obtained by selecting

one out of M samples and this is repeated every M samples for the rest of the

signal. The problem of downsampling is that in frequency domain the signal

would suffer an aliasing effect. Figure 4.12 is presented to explain the effects

of downsampling. An f(t) signal consisting of 256 samples is considered. This

figure shows the frequency domain equivalent obtained using the FFT for: a) the

original signal f(t), b) a downsampled version of f(t) with M=4 (64 equidistant

samples), and c) f(t) sampled at random positions (64 samples). The aliasing

effect due to the downsampling can be observed in b), and it consists of the
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signal having four aliases in different frequencies. It is interesting to observe that

the aliasing effect is mitigated using random sampling, presented in c). In this

case, 64 samples are obtained from the original signal at positions selected from

a uniform random distribution.

According to [36], the pilot symbol positions ρ should be chosen randomly

from a uniform distribution. However, this is not applicable in ISDB-T due to

the equidistant pilot positions generated by the comb-type pilot pattern. The

equidistant pilot distribution gives a bad recovery performance in CS due to the

aliasing effect explained in Fig. 4.12. Usually, the parameter L would be chosen to

be equal to the GI length NGI ; however, this does not consider the aliasing effect.

Considering that there is a pilot subcarrier every 12 subcarriers, the parameter

L can be determined by

L =

⌊
N

12

⌋
, (4.41)

where b·c is the floor operation. In this way the effect of the equidistant sampling

is minimized and the recovery performance is not affected. However, this would

reduce the maximum delay of the CIR that the CS-based channel estimation can

recover.

The unknown sparse vector θ is defined by

θ = [c0, c1, c2, c3]
T , (4.42)

where ck is a L-size row vector with the impulse response of the #k-th antenna

element. Finally, the vector of received pilot symbols a can be expressed as

a = Ψθ. (4.43)

Recovery Algorithm

The sparse unknown vector θ is composed of the CIR of each element of the

4-element ESPAR antenna. Due to the closeness of the antenna elements, the

positions of the non-zero components of each ck vector can be considered the

same. As an example, let us imagine that the first element of the subvector c0

has a non-zero value. Consequently, we can consider that the first element of

c1, c2, and c3 also have a non-zero value in that position. This assumption was

used in chapter 3 to reduce the computational cost and improve the performance
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Figure 4.12: Frequency domain equivalent obtained using the FFT for: a) the

original signal f(t), b) a downsampled version of f(t) with M=4 (64 equidistant

samples), and c) f(t) sampled at random positions (64 samples).
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of the CS-based channel estimation. Using a similar approach for the proposed

ISDB-T receiver, an algorithm called 4C-OMP was designed. This algorithm is

based on OMP and selects four columns in each iteration.

The pseudocode of 4C-OMP is presented in Algorithm 4.1. The index of the

most correlated column with the residual is obtained in line (7). Then, using the

modulo operation the relative position of his column is obtained in line (8). The

for loop in lines (10-14) replicate the index ω into the other four subvectors and

build an index set Ω with these indices. Additionally, a matrix E is built with

the columns of Ψ corresponding to these indices. The set Ω is added to the index

set Λt and also E is added to Φt. Then, like in OMP, the new estimated signal

is obtained by solving the least squares problem of line (17). The next step is to

calculate the next residual and the procedure continues for the next iteration.

Algorithm 4.1 4C-OMP

1: Input: a (n-size observation vector)

2: Input: Ψ ( n×m measurement matrix)

3: Input: S (sparsity level)

4: Input: L

5: r0 := a, Λ0 := ∅ , Φ0 := [ ]

6: for t = 1, . . . , (S/4) do

7: λt :=arg maxj=1,...,m|ψTj rt−1|
8: ω := λt mod L

9: Ω := ∅,E := [ ]

10: for i = 0, . . . , 3 do

11: tmp := ω + i ∗ L
12: Ω := Ω ∪ {tmp}
13: E := [E ψtmp]

14: end for

15: Λt := Λt−1 ∪ Ω

16: Φt := [Φt−1 E]

17: yt :=arg miny‖a−Φty‖22
18: rt := a−Φtyt

19: end for

20: Output: θ̃ (composed of yt values at Λt positions)
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Compared to OMP, 4C-OMP adds four columns to Φ and four indices to Λ

in each iteration. It also reduces the number of required iterations to S/4, which

means that 4C-OMP requires only about one forth of the computational cost

of OMP. According to [45], the computational cost of OMP is in the order of

O(Snm) for an n×m measurement matrix. Considering that we use an Np× 4L

measurement matrix, the computational cost of the 4C-OMP algorithm is in the

order of O(SNpL).

In a doubly-selective fading channel, the CIR of the OFDM symbols in a

frame has a small variation; thus, the positions of the non-zero elements can be

considered to be the same for all symbols in the frame. Structured CS [52] can

exploit this property to improve the recovery efficiency. The idea used in 4C-

OMP can be combined with the SOMP algorithm, which implements structured

CS. The resulting algorithm is called 4C-SOMP, and it improves the recovery

accuracy while having low computational complexity.

The pseudocode of 4C-SOMP is presented in Algorithm 4.2. While in 4C-

OMP the input is a vector of observations, in 4C-SOMP the input is an n × Nt

matrix where each column is the vector of observations for every OFDM symbol

in the frame. Another difference is obtaining the most correlated column with

the residual, presented in line (7). Every column of the measurement matrix ψTj
is multiplied with the residual matrix and the norm of the resulting vector is ob-

tained. The most correlated column is the one having the maximum norm. Then,

lines (8-16) are the same as in 4C-OMP. Other differences are in solving the least

squares problem and calculating the residual in lines (17) and (18), respectively.

In 4C-SOMP, the result of the least squares and residual are matrices. Finally,

the output Ỹ is also a matrix that has non-zero rows in the positions given by

the index set Λt.

4.3.4 Equalizer

The ISDB-T receiver with ESPAR antenna requires a special frequency equaliza-

tion. All subcarriers in the channel matrix H have to be equalized simultaneously,

thus a block equalizer is required. The channel matrix, which was previously

shown in Fig. 4.10, has a sparse structure. Therefore, the MMSE sparse-SQRD

algorithm can be used as block equalizer. However, due to the big number of sub-
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Algorithm 4.2 4C-SOMP

1: Input: X (n× q matrix of observation vectors)

2: Input: Ψ (n×m measurement matrix)

3: Input: S (sparsity level)

4: Input: L

5: R0 := X, Λ0 := ∅ , Φ0 := [ ]

6: for t = 1, . . . , (S/4) do

7: λt :=arg maxj=1,...,m‖ψTj Rt−1‖
8: ω := λt mod L

9: Ω := ∅,E := [ ]

10: for i = 0, . . . , 3 do

11: tmp := ω + i ∗ L
12: Ω := Ω ∪ {tmp}
13: E := [E ψtmp]

14: end for

15: Λt := Λt−1 ∪ Ω

16: Φt := [Φt−1 E]

17: Wt :=arg minW ‖X−ΦtW‖22
18: Rt := X−ΦtWt

19: end for

20: Output: Ỹ (composed of rows of Wt at indices Λt)

carriers, the block MMSE sparse-SQRD equalizer requires a high computational

cost. For this reason, a submatrix equalization scheme is presented to reduce the

computational cost required in the equalization.

The proposed submatrix equalization scheme, which is composed of eight

MMSE sparse-SQRD equalizers, is presented in Fig. 4.13. The submatrix builder

block divides the channel matrix H into eight smaller submatrices (Q1, . . . ,Q8).

It also divides the vector of received symbols u into eight smaller subvectors

(y1, . . . ,y8). Then, the k-th equalizer is fed with a subvector yk of received

symbols and the channel submatrix Qk. The output of the k-th equalizer is fed

to the input of the (k + 1)-th equalizer. This feedback is one of the strategies

that are used to minimize the degradation in the BER caused by this proposed

scheme. Another strategy to reduce the degradation is an overlapping between
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Figure 4.13: Submatrix equalization scheme for the ISDB-T receiver with 4-

element ESPAR.

the subvectors and submatrices.

Figure 4.14 presents an example of how the submatrices and subvectors are

obtained. In this figure, for illustration purposes it is assumed that the channel

matrix is divided into three submatrices and subvectors, but the same procedure

is applied for dividing the channel matrix into eight submatrices. The channel

matrix H is composed of only the seven strongest frequency components of the

antenna weights; thus, limiting the number of non-zero diagonals in H to seven.

The channel matrix H is divided into the submatrices Q1 (yellow), Q2 (brown),

and Q3 (green). Similarly, the vector of received symbols u is divided into y1,

y2, and y3. The zones in blue represent overlapping areas in the submatrices and

subvectors. For example, the overlapping area between Q1 and Q2 means that

both submatrices have the same elements in that area. The same overlapping

is present in the subvectors. It is important to note that the overlapping covers

an area of 60 × 60 elements in the submatrices and 60 × 1 in the subvectors.

The reason of this big overlapping is the separation of 12 positions between the

non-zero diagonals of H. To avoid a big degradation in the BER, at least five

diagonals have to be overlapped resulting in the 60× 60 section.

In the k-th equalizer (forK<8), the output symbols corresponding to the lower
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overlapping zone are discarded due to its higher probability of having an error.

This is not a problem because the overlapped zones guarantee that these symbols

are recovered in the next equalizer. The elements in the upper overlapped section

of the subvector yk are compensated using the output symbols of the (k − 1)-th

equalizer (for k>1). This feedback is required to compensate that a part of the

diagonals elements are not included in the submatrices. Although these strategies

increase the computational cost of the equalization, they offer a good trade-off

between computational cost and small degradation in the BER.

Figure 4.14: Example of dividing H into three submatrices.

4.3.5 Simulation Results

Impedance Matrix and Antenna Weights

To obtain the impedance matrix of the 4-elements ESPAR antenna, the 4NEC2

[69] simulator was used. The antenna is composed of four monopoles of length

(Lm = 0.24λ) over a perfect ground plane. The frequency of 500 MHz is also

considered. The self-impedance Z00, Z11, Z22, and Z33 are obtained by simulating
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each antenna element separately. To obtain the mutual-impedance elements of

the impedance matrix, we have to solve the system given by

V0 = I0Z00 + I1Z01 + I2Z02 + I3Z03

0 = I0Z10 + I1Z11 + I2Z12 + I3Z13

0 = I0Z20 + I1Z21 + I2Z22 + I3Z23

0 = I0Z30 + I1Z31 + I2Z32 + I3Z23 (4.44)

where V0 is the voltage in the terminals of the radiator element (#0) and Ik

is the current in the #k-th antenna element. The values of V0, I0, I1, I2, and

I3 are also obtained from the simulation. The rest of the parameters can be

calculated replacing the equivalences shown in Eq. (4.25) into Eq. (4.44). Finally,

the resulting impedance matrix is

Z =


39.3 + j10.3 35.85 + j1.29 35.85 + j1.29 35.85 + j1.29

35.85 + j1.29 39.3 + j10.3 36.02 + j2.52 36.02 + j2.52

35.85 + j1.29 36.02 + j2.52 39.3 + j10.3 29.88− j7.59

35.85 + j1.29 36.02 + j2.52 29.88− j7.59 39.3 + j10.3

 . (4.45)

After finding the impedance matrix, an exhaustive search approach was used

to select the rest of the antenna parameters. The objective was to find the

parameters that can provide a good frequency response of the antenna weights.

It is required that the antenna weights (w1,w2,w3) have small DC component

and high frequency shifted components, but at the same time minimizing the

harmonics. The search approach considered the best trade-off of the discussed

requirements and the resulting parameters are presented in Table 4.4.

Figure 4.15 presents the frequency spectrum of the antenna weights wk that

were described in Eq. (4.29). This figure shows the magnitude of the frequency

spectrum using the FFT operation with a FFT window size of N = 256. For fair

comparison, the antenna weights wk were normalized and limited to a maximum

power of 1. The result in this figure is similar to the frequency spectrum of the

antenna wights using the 3-element ESPAR antenna. The antenna weight w0 has

a strong DC component with very small fundamental and harmonic components.

The other antenna weights (w1,w2,w3) have fundamental components at +12

and -12, but they have a higher magnitude compared with the 3-element ESPAR
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Table 4.4: Parameters of the 4-element ESPAR antenna

Frequency 500MHz

Wavelength (λ) 0.6m

Z0 75Ω

Monopole length (Lm) 0.24λ=14.4cm

d 0.1λ=6cm

d1 0.092λ=5.54cm

x1 3Ω

x2 11Ω

x3 14Ω

Figure 4.15: Frequency spectrum of w using the real model of the 4-element

ESPAR antenna with N = 256.
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antenna. It can be observed that in this case there are also harmonic components

with decreasing value.

BER and NMSE

To determine the performance of the ISDB-T receiver with 4-element ESPAR

antenna, a simulation model was implemented in c++ using the it++ [64] com-

munications library. The simulation implemented the transmitter and receiver

depicted in figures 4.3 and 4.9, respectively. The model can simulate the ISDB-T

mode 1 and 2 that have FFT window size (N = 2048) and (N = 4096), respec-

tively. The TU6 [70] channel model and Doubly-selective fading are used. For

channel estimation, the proposed CS-based scheme is used with the 4C-OMP

and 4C-SOMP recovery algorithms. A summary of the simulation parameters is

presented in Table 4.5.

Table 4.5: Simulation settings of the ISDB-T reciver with 4-element ESPAR

antenna

Parameter Mode 1 Mode 2

Data subcarriers 1254 2508

Pilot subcarriers 114 228

FFT window size 2048 4096

Modulation QPSK

Pilot type Comb-type

GI 1/8

Noise type AWGN

Channel model TU6

Fading Doubly selective

Doppler shift Jakes model

Channel estimation CS with 4C-OMP and 4C-SOMP

L 170 341

Equalization Block and submatrix scheme
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The Jakes model [73, 74] is utilized for the Doppler shift. The normalized

maximum Doppler shift is given by

fdTs =
fd
fs
, (4.46)

where fd is the maximum Doppler shift frequency and fs is the OFDM subcarrier

frequency spacing. Then, the relative speed in (m/s) between the transmitter

and receiver is given by

v = fd
3× 108

f
, (4.47)

where f is the frequency of the signal. Considering mode 1 (fs=4kHz) and a

frequency band of 500 MHz, a normalized maximum Doppler shift of 0.025 is

equal to a speed of 216 km/h.

Figure 4.16: BER comparison of the proposed ISDB-T receiver versus conven-

tional receivers without ESPAR antenna. Perfect CSI and without Doppler shift.
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Figure 4.16 presents the BER performance of the proposed receiver consid-

ering perfect CSI and without Doppler shift. For comparison, it includes the

BER of other conventional systems: SISO, an antenna diversity scheme with one

transmitter and two receivers (Tx=1, Rx=2) using MRC, and another antenna

diversity scheme with (Tx=1, Rx=3) using MRC. This figure shows that the

proposed receiver obtains a BER performance that is better than a conventional

diversity scheme with two receivers. The proposed receiver, which requires only

one RF chain, is able to achieve diversity gain of around 15 dB compared to the

SISO system for a BER of 10−3.

Figure 4.17 presents the average recovery percentage of the delay positions of

the estimated CIR for the CS-based channel estimation. It presents the recovery

percentage of the 4C-OMP and 4C-SOMP algorithms using the TU6 channel,

which has six paths. In the case of 4C-OMP, the recovery accuracy is higher using

mode 2 because it has more pilot subcarriers compared with mode 1. Compared

to 4C-OMP, the 4C-SOMP algorithm obtained the best recovery accuracy that

is close to 100% for all Eb/N0.

Figure 4.18 presents the NMSE of the CS-based channel estimation for differ-

ent normalized maximum Doppler shift and using mode 1. It shows the NMSE

using the 4C-OMP and 4C-SOMP recovery algorithms. The 4C-SOMP algorithm

offers the smallest error with and without Doppler shift. However, the NMSE

has a error floor for Eb/N0>20 dB. The error floor is result of the harmonic

components of the frequency response of the antenna weights. The harmonic

components cause a small interference in the pilot subcarriers from the data sub-

carriers and this is the cause of the error in the estimation. On the other hand,

when Eb/N0<15 dB, the CS-based channel estimation obtains a good result. The

figures of the average recovery % and NMSE showed that the 4C-SOMP algo-

rithm gives the best results so it is chosen to obtain the BER performance of the

proposed receiver.

The BER performance of the proposed receiver using CS-based channel esti-

mation with 4C-SOMP is presented in Fig. 4.19. It shows the BER with different

normalized maximum Doppler shift using mode 1 and 2. For comparison, the

BER of the proposed system with perfect CSI is also included. In the case when

the normalized maximum Doppler shift is zero (FdTs = 0) and Eb/N0<10 dB, the
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Figure 4.17: Average recovery percentage of the CS-based channel estimation

using 4C-OMP (dashed line) and 4C-SOMP (solid line).
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Figure 4.18: NMSE of the CS-based channel estimation using 4C-OMP (dashed

line) and 4C-SOMP (solid line). Mode 1 (N = 2048) and different normalized

maximum Doppler shift.

BER using CS-based channel estimation has a small degradation compared with

the perfect CSI case. When Eb/N0>10 dB, the estimation accuracy is reduced

and there is also a error floor due to the limitation of the number of diagonals of

H. The BER in the mode 2 is better than mode 1 due to the increased number

of pilot subcarriers in mode 2. When there is Doppler shift due to the movement

of the receiver, the BER is degraded due to the lost of orthogonality between the

subcarriers. In the case when the normalized maximum Doppler shift is 0.025

(FdTs = 0.025), the BER has a error floor for Eb/N0>20 dB. The same happens

when (FdTs = 0.05), but with a slightly higher error floor.
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Figure 4.19: BER of mode 1 (N = 2048) and mode 2 (N = 4096) for different

normalized maximum Doppler shift. Submatrix equalization and CS channel

estimation with 4C-SOMP.

Submatrix Equalization Performance

The BER performance and average computational cost of the submatrix equaliza-

tion are compared with the block equalization. Figure 4.20 presents a comparison

of the BER performance between the block equalization (dashed line) and sub-

matrix equalization (solid line) for mode 1 and different normalized maximum

Doppler shift. This figure shows that the submatrix equalization degrades the

BER performance. In the case when the normalized maximum Doppler shift is

zero (FdTs = 0), the degradation is small for Eb/N0<15 dB. When (FdTs>0),

the BER of both equalization schemes is very similar. Therefore, the submatrix

equalization is a good alternative because it introduces only a small degradation

in the BER.
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Figure 4.20: BER comparison of block and submatrix equalization for different

normalized Doppler shift. Mode 1 (N = 2048), CS channel estimation with 4C-

SOMP.

The computational cost required in the equalization was obtained from the

simulation and it is given as the number of average complex flop required. Table

4.6 and Fig. 4.21 present the average number of flop per subcarrier required in the

equalization. For mode 1, the submatrix equalization scheme reduces the required

computational cost by around 90% compared with block equalization. An even

bigger reduction of 92% is obtained in mode 2. Consequently, the submatrix

equalization scheme achieves an important reduction in the computational cost

while the degradation in the BER is small. The proposed submatrix equalization

scheme offers a good trade-off between reduced computational cost and small

BER degradation.
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Table 4.6: Average number of flop per subcarrier required for the equalization in

the ISDB-T receiver with ESPAR antenna

Detection scheme Mode 1 Mode 2

Block 38251 90430

Submatrix 3648 7509

4.4 Summary

This chapter presented ESPAR antenna-based ISDB-T receivers. In the first part

of the chapter, an ISDB-T receiver using a 3-element ESPAR antenna with pe-

riodically alternating directivity was presented. The performance of this receiver

was analyzed considering the ideal and real models of the ESPAR antenna. When

the ideal model is considered, the receiver obtains a good diversity gain. How-

ever, the gain is significantly reduced when the real model is considered. For that

reason, in the second part of the chapter, an ISDB-T receiver with 4-element

ESPAR antenna with periodically alternating directivity was presented. This re-

ceiver considers the real model of the 4-element ESPAR antenna, which is a more

realistic scenario. Considering perfect CSI, the proposed receiver can achieve di-

versity gain of about 15 dB for a BER of 10−3. The proposed receiver, which

requires only a single RF chain, obtains a BER better than the antenna diversity

scheme with two receivers. For channel estimation, a CS-based scheme with two

recovery algorithms was presented. The 4C-OMP and 4C-SOMP algorithms can

recover the CIR of the four antenna elements with good accuracy; moreover, it

has been shown that the 4C-SOMP algorithm achieves the best performance. The

performance of the system was also analyzed when Doppler shift is present; thus,

the receiver is moving. The BER and channel estimation accuracy is reduced

when Doppler shift is present.

A submatrix equalization scheme was also presented to reduce the computa-

tional cost of the equalization. This scheme reduces the required computational

cost by about 90% and 92% for mode 1 and mode 2, respectively.

As shown in this chapter, the receiver with 4-element ESPAR antenna ob-

tained a better BER compared to the receiver with 3-element antenna. This
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Figure 4.21: Comparison of the average flop per subcarrier required by block and

submatrix equalization.

implies that increasing the number of elements in the ESPAR antenna would

improve the BER. However, there are two main problems if we further increase

the number of antenna elements. First, the physical structure of the antenna be-

comes more complicated and increases its cost. Second, the separation between

the elements is decreased if there are more antenna elements. This smaller separa-

tion would increase the correlation between the elements and it would negatively

impact in the performance of the receiver. Therefore, for designing the ESPAR

antenna it is important to consider the trade-off between the complexity of the

physical structure of the antenna, the separation between the antenna elements,

and the BER performance that can be obtained.
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Chapter 5

Conclusion

Nowadays, wireless communications have become a essential part of our lives.

We connect everyday to Internet using the WLAN and cellular connection of our

smartphones. People watch TV at home and even in their cars. Moreover, these

technologies are using techniques based in OFDM modulation, thus the impor-

tance of new developments to increase its efficiency. This dissertation focuses

in the design of diversity receivers to overcome the multipath fading that can

severely affect the BER of a wireless link. Although antenna diversity is com-

monly used to achieve diversity and improve the BER, it has several limitations

due to the additional RF chains that requires. The receivers presented in this dis-

sertation use ESPAR antenna to improve the BER without requiring additional

RF chains.

The first main contribution of this dissertation was presented in Chapter 3,

where channel estimation and detection schemes for a MIMO-OFDM receiver

with 3-element ESPAR antenna with periodic alternating directivity were pro-

posed. The simulation results showed that considering perfect CSI and com-

pared to the conventional 2×2 MIMO-OFDM system, the receiver can obtain

a diversity gain of about 14 dB for a BER of 10−3. This represents an impor-

tant improvement in the BER performance and it is obtained without additional

RF chains. For channel estimation, MMSE and CS-based estimators were pre-

sented. The CS-based channel estimation with modified-OMP obtained the best

BER performance and required less computational complexity than the MMSE

channel estimation. A submatrix detection scheme was proposed to reduce the
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computational cost required by the detection. This detection scheme reduces

the computational cost by about 92% compared to the block detection approach.

However, the submatrix detection scheme causes a small degradation in the BER.

For 16-QAM modulation, the degradation is about 1 dB for a BER of 10−3 and

3 dB for a BER of 10−4.

The other main contribution was presented in Chapter 4, which included the

design of two ESPAR antenna-based ISDB-T receivers. First, an ISDB-T receiver

with 3-element ESPAR antenna was proposed. The performance of this receiver

was analyzed considering the ideal and real models of the ESPAR antenna. In

the real model, the frequency spectrum of the antenna weights depends on the

physical structure of the ESPAR antenna and it can reduce the performance

improvement. When the ideal model is considered, the receiver obtains a diversity

gain of about 13 dB for a BER of 10−3. However, this improvement is significantly

reduced in about 6 dB when the real model is considered. For that reason, in the

second part of the chapter, an ISDB-T receiver with 4-element ESPAR antenna

with periodically alternating directivity was presented. This receiver considered

the real model of the 4-element ESPAR antenna because it is a more realistic

scenario. Considering perfect CSI, this receiver can achieve diversity gain of

about 15 dB for a BER of 10−3. For channel estimation, a CS-based estimator

was designed considering the real model of the ESPAR antenna. The 4C-OMP

and 4C-SOMP algorithms were designed to recover the CIR with good accuracy

and reducing the computational complexity. These algorithms can recover the

CIR of the four antenna elements with good accuracy and it was shown that the

4C-SOMP algorithm achieves the best performance. This receiver is designed

to operate in a vehicle so the evaluation of the effects of the Doppler shift is

important. The results showed that the BER and channel estimation accuracy

are reduced when Doppler shift is present; however, the BER is better than 10−3

even for a normalized maximum Doppler shift of 0.05. A submatrix equalization

scheme was also presented to reduce the computational cost of the equalization.

In mode 1, this scheme reduces the computational cost by about 90% compared

to block equalization. Additionally, it was shown that the submatrix scheme

introduces only a small degradation in the BER.
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5.1 Future Work

The results obtained using the real model of the ESPAR antenna highlighted the

importance of its physical design to obtain a better improvement in the BER.

The 4-element ESPAR antenna is only one of the possible solutions; therefore, the

first future work is related to the design of the physical structure of the ESPAR

antenna. Previously, we considered that all antenna elements are the same in

terms of length and shape. However, it is also possible to use antenna elements

with different shape and other parameters to improve the frequency response

of the antenna weights. Depending on the required BER, it is also possible to

design an ESPAR antenna with more than 4 elements; although, the increase in

the antenna’s cost and the impact in the final performance has to be considered.

Another important future work is to build the ESPAR antenna with peri-

odically alternating directivity for experimentally determine the correlation of

the channel response of the antenna elements. We assumed that a separation

of around 0.09λ between the antenna elements is enough to have uncorrelated

channel response between the elements. The experiments would show if this sep-

aration is enough or it has to be increased. This is important because it directly

affects the maximum improvement that can be obtained in the BER.

Finally, the other required future work is a hardware implementation of the

ISDB-T receiver with ESPAR antenna. The receiver has to be designed and im-

plemented in a field-programmable gate array (FPGA) in order to experimentally

obtain different parameters such as the BER, power consumption, and hardware

size.
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Appendix

A. List of Abbreviations and Acronyms

3GPP 3rd Generation Partnership Project

ADC analog to digital converter

ATSC Advanced Television System Committee

AWGN additive white Gaussian noise

BER bit error rate

bps bit per second

CFO carrier frequency offset

CIR channel impulse response

CoSaMP compressive sampling matching pursuit

CP cyclic prefix

CS compressed sensing

CSD cyclic shift delay

CSI channel state information

DFE decision-feedback equalizer

DPSK differential phase-shift keying

DTMB Digital Terrestrial Multimedia Broadcasting

DAC digital to analog converter

DFT discrete Fourier transform

DS Dantzig selector

DTV digital television

DVB-T Digital Video Broadcasting-Terrestrial

ESPAR electronically steerable passive array radiator
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FEC forward error correction

FFT fast Fourier transform

flop floating point operation

FPGA field-programmable gate array

GI guard interval

HDTV high-definition TV

HPA high power amplifier

HT-LTF high throughput-long training field

ICI intercarrier interference

IFFT inverse fast Fourier transform

ISDB-T Integrated Services Digital Broadcasting-Terrestrial

ISI intersymbol interference

ITU International Telecommunication Union

LCD liquid crystal display

LS least squares

MIMO-OFDM multiple input multiple output - orthogonal frequency-

division multiplexing

MMSE minimum mean square error

MMSE sparse-SQRD MMSE sparse-sorted QR decomposition

MRC maximal ratio combining

MRI magnetic resonance imaging

NEC Numerical Electromagnetics Code

NMSE normalized mean square error

OFDM orthogonal frequency-division multiplexing

OMP orthogonal matching pursuit

QAM quadrature amplitude modulation

QPSK quadrature phase-shift keying

RF radio frequency

RIP restricted isometry property

ROMP regularized OMP

Rx receiver

SDTV standard-definition TV
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SISO single-input single-output

SOMP simultaneous OMP

SP subspace pursuit

TS transport stream

TU6 Typical Urban 6-path

TV television

Tx transmitter

VBLAST Vertical-Bell Laboratories Layered Space-Time

WLAN Wireless Local Area Network
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