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Abstract

Augmented reality (AR) is an emerging technology for various fields of ap-

plication. Researchers and teachers perceive AR running on handheld devices to

be useful in educational settings, despite the few evaluations conducted on hand-

held AR (HAR) systems for learning support. Conducting usability evaluations

of HAR is difficult in most application areas because it relies on the experience

of AR experts. In response, I present a usability evaluation framework to guide

evaluations of HAR systems in general. In my framework, I defined two usability

constructs, namely, manipulability – the ease of handling the device, and com-

prehensibility – the ease of understanding the presented information. Based on

this framework, I developed a valid and reliable usability questionnaire called the

HAR Usability Scale (HARUS). I applied HARUS to conduct a summative usa-

bility evaluation of a situated vocabulary learning support system called FlipPin

and I used my framework to design a series of formative usability evaluations of

AR x-ray for learning support.
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CHAPTER 1

Introduction

Current handheld devices, such as smartphones and tablet computers, have pow-

erful processors, large screens, and built-in location sensors and cameras. These

features make handheld devices convenient platforms for augmented reality (AR)

– the seamless integration of virtual objects with real environments [10]. Hand-

held AR (HAR) affords many new ways of interacting with digital content, with

applications in several industries, including entertainment, marketing and sales,

education and training, navigation, tourism, and social networking. Although

some applications have already been adopted by general consumers, interfaces

using HAR systems remain limited and researchers are continuously developing

more reliable and more intuitive interfaces.

The evaluation of HAR systems is challenging because it relies on the years

of experience of AR experts. Researchers who have spent years studying AR are

familiar with the common problems with AR interfaces. Moreover, AR experts

know the best practices to systematically conduct assessments of these prob-

lems. As more and more researchers, designers, and developers conduct interdis-

ciplinary research around AR, the need for evaluation frameworks and standard

evaluation tools becomes increasingly important. In particular, there is growing

interest in using AR for learning support [11]. Researchers from the fields of
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Chapter 1. Introduction

human-computer interaction, augmented reality, usability engineering, instruc-

tional design, and education technology, among others, need to work together to

create effective learning support systems with AR. In Chapter 2, I discuss my

systematic review of the design and evaluation of AR learning support systems.

In response to the need for an evaluation framework to guide HAR usability

evaluations, I present my framework for conducting usability evaluations of HAR

systems. In my evaluation framework, I define two usability constructs, namely,

manipulability – the ease of handling the device, and comprehensibility – the

ease of understanding the presented information. I then list the possible issues

that designers and developers should investigate in usability evaluations. Usabi-

lity refers to how well target users can use a systems functionality to accomplish

a specific task [135]. For summative usability evaluations, the Handheld Aug-

mented Reality Usability Scale (HARUS) that is designed from my evaluation

framework can be used. The HARUS gives a HAR system three scores, namely,

the manipulability score, comprehensibility score, and usability score. In Chapter

3, I discuss my evaluation framework, the HARUS, and my experiments which

explore the validity and reliability of the HARUS.

I investigate learning support because it is an application area wherein non-

AR experts are interested to develop their own HAR applications. Researchers

perceive that using AR is beneficial to the learning process, despite the limited

studies focusing on AR’s design, evaluation, and effects on learning. I applied

my evaluation framework and the HARUS questionnaire to evaluate two features

of HAR in learning support. The first feature of HAR is presenting information

related to the real environment. I developed the application called FlipPin, a

HAR system for situated vocabulary learning. Aside from conducting a summa-

tive usability evaluation of FlipPin in Chapter 4, I also explored how presenting

virtual information on a real environment affects the subjects’ memorization and

motivation. The second feature of HAR is AR X-ray, which provides a useful

visualization for learning the interior of a target object. AR X-ray is a develop-

ing technology and requires formative evaluations to adapt it to classroom use.

Based on my evaluation framework, I explored the possible usability issues of

depth perception and legibility in Chapter 5. I then narrowed my evaluations to

near-field legibility, a factor affecting both human cognition and usability.

2
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1.1. Evaluations in AR Prototype Development

Several types of evaluations are necessary for developing novel user interfaces

with limited guidelines or standards. Insights generated from evaluations are

used as inputs to iteratively improve a novel interface. Figure 1.1 shows the three

types of evaluations in the user-centered design and evaluation methodology for

virtual environments proposed by Gabbard, Hix, and Swan [60]. The evaluations

are expert guidelines-based evaluation, formative user-centered evaluation and

summative comparative evaluation.

Figure 1.1. User-centered design and evaluation methodology for virtual environ-

ment user interaction by Gabbard, Hix, and Swan [60].
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Gabbard and Swan [61] note that although this methodology was developed

for virtual environments, it still applies for development of AR systems. In the

case of HAR systems, conducting the guidelines-based evaluation may be dif-

ficult, if not impossible, because there are limited design guidelines for HAR

applications. As for conducting the formative and summative evaluations, there

are limited studies demonstrating how such evaluations are performed for HAR.

More specifically, it would be helpful to summarize known issues of HAR and

best practices in conducting evaluations.

1.1.1 Problem and Contribution

The main problem that I am addressing with my dissertation is the lack of eval-

uation framework and evaluation tools for HAR. In my dissertation, I present

a usability evaluation framework for analyzing HAR applications and designing

user studies. Moreover, I developed the HARUS, an evaluation tool for measuring

the usability, manipulability, and comprehensibility of a HAR application.

In Chapter 3, I discuss the development of my evaluation framework. To ac-

complish this, I studied the background of HAR applications and I provided my

synthesis of previous studies. I then developed the evaluation tool called HARUS

based on my evaluation framework. As part of the questionnaire development

process, I gathered evidence of validity and reliability of the HARUS in the ex-

periments, as illustrated in Figure 1.2. I also discuss the lessons learned from

using the HARUS in these experiments.

Figure 1.2. The evaluation framework and HARUS are based on common issues of

HAR. The validity and reliability of HARUS were assessed in three experiments.
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1.2. HAR in Learning Support

Researchers are becoming more interested in using AR for learning support [11].

In AR, computer-generated information is placed in the world as if it co-exist with

real objects. It is an emerging technology that is finding applications in education

because of its possible benefits to teaching and learning [190]. However, AR’s

practical uses are relatively not well-understood compared to other technologies

[81]. Currently, there are few studies substantiating AR’s benefits to learning

[72].

For several years now, AR has been considered to be a technology that will

play an important role in educational settings. In 2005 [78] and 2006 [79], Johnson

et al. forecasted AR as one of the six emerging technologies that will enter

mainstream use in educational settings by 2009 to 2011. However, based on the

number of publications from 2004 to 2010, AR did not develop as much as other

emerging technologies [123].

In 2010, Johnson et al. [84] predicted the adoption of AR around 2012 to 2013

because of the advances in handheld devices, such as smartphones and tablet com-

puters. These handheld devices are already equipped with powerful processors,

cameras, and large screens for displaying some virtual data onto the real world

scene. Other sensors, such as the GPS sensor working with the gyroscope or com-

pass can identify the phone’s location and orientation, thereby displaying relevant

content to the user’s view.

To summarize research related to AR in education, I conducted my own sys-

tematic literature review in Chapter 2. Based on this review, there are limited

usability evaluations conducted for AR and HAR. Moreover, the effects of AR on

cognition and on learning need to be verified. In my thesis, I focus on the use of

HAR for learning support because it is a flexible platform that could be adopted

in the near future given the current education practice.

1.2.1 AR as Situated Multimedia

Studies note that AR’s strengths and therefore its applicability to education are

embodied cognition [193], [90], [92] and interactivity [72], [47] because AR affords

new ways of intuitively interacting with information [171]. Aside from embodied
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cognition and interactivity, a more fundamental advantage of AR that is not

explored as much is the manner of displaying visual information; i.e., AR is a

technology for annotating virtual information onto real environments.

Dede [41] explains that AR is useful for supporting ubiquitous learning in

authentic environments. Based on the location or other contexts of the user,

a system can provide some relevant learning content. In practice, computer-

supported ubiquitous learning systems involve the use of handheld devices, such

as smartphones [81]. The role of AR in ubiquitous learning is to present the

information onto the real environment, thereby creating a stronger connection

between the virtual content and the real environment. However, as of the time

of this writing, there has been little empirical evidence collected to substantiate

or refute AR’s potential as a usable carrier of educational content.

In Chapter 4, I developed a HAR system called FlipPin shown in Figure 1.3 for

studying vocabularies in a real environment. I then conducted evaluations using

the HARUS. Results suggest that using the HARUS may allow users to report

more of their difficulties with FlipPin. I also evaluated the learning outcomes

and student motivation when using FlipPin. In particular, I tested FlipPin’s

effectiveness for a word memorization task. Results suggest that using FlipPin

may possibly improve retention, attention, and satisfaction.

Figure 1.3. A participant studies vocabulary in a refreshment area. FlipPin

illustrates an action word using a three-dimensionally registered sprite sheet ani-

mation.
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1.2.2 AR X-Ray for Educational Settings

Another important affordance of AR is to “visualize the invisible,” such as unob-

servable scientific concepts [190]. An object may be practically invisible due to

occlusion, such as internal organs and engines of machines. To view these hidden

objects, AR X-ray can be used to provide the illusion of looking inside a target

object.

AR X-ray is a novel visualization for education. It is necessary to investigate

how it affects the students’ perception and the suitability of the state-of-the-art

AR x-ray to the teacher’s practice. Current implementations of AR X-ray have

not yet been tested extensively, particularly in short distances. In response, I

conducted evaluations of AR X-ray, as illustrated in Figure 1.4. In Chapter 5,

I discuss my user studies on edge-based AR X-ray with students and teachers.

I learned that the most important quality of AR X-ray for near-field distances

(within arm’s reach) is legibility. Legibility is a factor affecting comprehensibil-

ity, which I define in my usability evaluation framework and measure with the

HARUS. Legibility or being able to distinguish symbols or figures is a prerequisite

to understanding a visualization. As such, I conducted user studies on comparing

the legibility of two AR X-ray methods, namely, edge-based and saliency-based.

Figure 1.4. Participants were asked to give feedback on several AR X-ray meth-

ods.
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1.3. Graphical Outline

Figure 1.5. Graphical Outline of this Dissertation

8



CHAPTER 2

Review of AR in Learning Support

There are several research works applying augmented reality (AR) to primary

and secondary education, referred to as K-12 education in countries, such as the

United States and the Philippines. In this chapter, I reviewed such AR systems

that intended to complement existing curriculum materials for K-12. I found 87

research articles on AR for supporting learning in reputable publications. Forty-

three of these articles conducted user studies, seven of which compared the effects

of AR with more traditional ways of learning. In my meta-analysis of AR learning

support, results show that AR systems have achieved a widely variable effect on

student performance from a small negative effect to a large effect, averaging to a

moderate effect.

I also performed a qualitative analysis on the design aspects for AR sys-

tems including display hardware, software libraries, content authoring solutions

and evaluation techniques. Based on the existing literature, I conclude that AR

incurs three inherent advantages, namely, real world annotation, contextual vi-

sualization, and vision-haptic visualization. I explain these advantages through

exemplifying prototypes and ground these advantages to multimedia learning

theory, experiential learning theory, and animate vision theory.
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2.1. Background of the Review

Technology affordances affect instructional design and the manner of teaching.

Aside from the content, Dede [40] argues that the technological media (such as

computers) have affordances which change the learning experience. Thus, it is im-

portant to study the effects of integrating technology in educational settings and

how such technologies can be maximized to improve learning. In an attempt to

show whether or not people learn better with technology, Tamim et al. [176] con-

ducted a second-order meta-analysis of various technological approaches (using

computers for word processing, computer-assisted instruction, distance educa-

tion, simulation, and hypermedia) against computer-free approaches to learning.

Based on 25 meta-analyses representing 1055 primary studies for the past 40

years, Tamim et al. have shown that technology slightly to moderately improves

student performance (Cohen’s d = 0.35).

The development of AR and its related technologies allows us to create novel

AR educational content [11]. Advances in hardware computing power, real-time

tracking, graphics rendering, and AR authoring tools contributed to AR applica-

tions for educational settings. As a primary goal of the review, this chapter aims

to gauge the effect of AR educational content on learning.

Although there are many educational AR prototypes in the current literature,

only a few are developed by interdisciplinary groups and base their work on

learning theory. Even if the current state-of-the-art execution of AR educational

content is effective, it can only be replicated to other contexts if a guideline exists

for applying AR for education. As a second goal, I summarize the properties of

AR that led to improved learning outcomes. I enumerate the affordances of

AR for learning and discuss learning theories relevant to future AR educational

content. In addition, I discuss the state-of-the-art implementation and evaluation

of AR prototype systems.

2.2. Related Work

AR offers a different set of affordances from more traditional interfaces. Therefore,

it will be used differently from other technologies when it is applied for learning
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support. To maximize the use of AR, we need to leverage its natural capabilities.

Before reviewing AR applications in learning support, its important to clarify

the definition of AR. Azuma [10] defines AR to be when “3-D virtual objects are

integrated into a 3-D real environment in real time.” First, the definition requires

the combination of virtual elements and real environments. It is helpful to think

of AR as part of a virtuality continuum introduced by Milgram and Kishino [130].

On one side of the virtuality continuum is the purely real environment, whereas

on the other side is the purely virtual environment. AR sits between these two

extremes. The second requirement is three-dimensional registration such that

the virtual elements are aligned to the real environment. The last requirement

is real-time interactivity with the virtual elements. The virtual elements must

behave like a real object in the real environment. This may mean, but is not

limited to, the AR system responding to changes in the perspective of the user,

changes in lighting conditions, occlusion and other physical laws.

In current practice, many applications do not use three-dimensional virtual

objects. Instead, they add two-dimensional images on flat surfaces like table-tops

and books. Furthermore, many applications do not have perfect integration or

three-dimensional registration. The quality of implementation of integration in

the current literature varies from imitating the effect of AR [167] on a full in-

tegration in an outdoor environment [177]. In the former, the effect of AR is

simulated only by flashing relevant information on a screen. It does not employ

any kind of tracking. On the other hand, some systems integrate more sophisti-

cated computer graphics on a complex real environment.

2.2.1 AR for Learning Support

AR affords different ways of interaction with information which can be used to

support learning. For this review, I relaxed definition of AR to accommodate

more prototypes that could help us understand how AR can be used for education.

Chang et al. [24] enumerate contents that AR systems can facilitate in various

subjects like physics, chemistry, geography and mathematics. They also suggested

the use of AR in educational games for primary education. Aside from these

contents, Lee [106] mentioned the use of AR systems for astronomy, biology,

geometry and cultural heritage. Billinghurst and Dünser [16] explain that these
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kinds of content depend on the abilities of AR to illustrate spatial and temporal

concepts and emphasize contextual relationships between real and virtual objects.

Moreover, AR provides intuitive interaction, enables visualization and interaction

in 3D, and facilitate collaboration.

For example, the work of Matsutomo et al. [125] implemented an AR system

that demonstrates the advantages mentioned by Billinghurst and Dünser. In

their AR system, virtual magnetic fields were integrated with painted blocks

acting as magnets (Figure 2.1). Students can move the magnets around to see

how various orientations would affect the shape of the magnetic fields. In this

example, the space covered by the magnetic field and its variation in time are

illustrated via AR. The magnetic field moves with its magnet and changes its

shape as it approaches another magnet. The magnets can be moved by hand,

thereby providing tangible interaction. Lastly, this kind of system allows face-to-

face collaboration wherein students can discuss the learning material in front of

them.Participants were asked to give feedback on several AR X-ray methods.

2.2.2 Hardware, Software, and Content

Designing AR systems involves hardware, software, and content. The hardware

dictates the computing power and the physical interfaces for input and output.

Current AR systems use desktop computers and handheld devices, such as smart-

phones as the AR platform. Researchers using desktop computers have three

options for the display, namely, a computer monitor, an overhead projector, or a

head-mounted display (HMD). The choice of device alone affects which software

and content would be appropriate. On one hand, desktop systems have bigger

screens and higher computing power. On the other hand, handheld devices are

more personal and more mobile.

The software should maximize the computing power of the hardware, man-

age the content display, and handle user inputs. The unique aspects of real-time

tracking and three-dimensional rendering are mostly achieved using either open

source or commercial AR libraries. AR libraries are good enough for specific

applications. Currently, there are many open source and commercial AR de-

velopment kits suitable for many types of platforms. Among those mentioned

that were reported in the literature I reviewed are: ARToolkit (FLARToolkit,
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Figure 2.1. The AR system by Matsumoto et al. [125] demonstrates the five

abilities of AR that designers can leverage. Virtual lines representing magnetic

field lines are added onto magnets.

NyARToolkit), Eyesweb, HUMANAR, Junaio, Opira Registration Library, Pop-

code, Wikitude, and Zooburst. More recently, AR applications are implemented

using the Augmented Reality Vuforia SDK together with the Unity Game Engine.

Content-related aspects include instructional design, authoring tools, and con-

tent management tools. This chapter discusses learning theories as basis for effec-

tive learning experiences with AR. It discusses the design practices in the current

literature to identify what has worked for other researchers.

Content is largely affected by the authoring tools available. Authoring tools

are interfaces that allow users (e.g. teacher) to create AR content. In cases
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wherein the user is not familiar with programming, which is the more common

case, simple authoring tools are necessary to allow the user to create content.

Content management tools are tools for handling content from data storage

to device display. AR content can be stored in the desktop PC itself. In cases

wherein the desktop PC is in a network, some prototypes have used a server

internal to the school. For some commercial AR development kits, a service

for hosting the virtual data is available. Delivering location-aware content to

HAR is a big technical challenge. However, there are existing solutions that

are already explored under the fields of mobile learning, computer-supported

ubiquitous learning, and adaptive hypermedia. Existing technologies such as the

Hewlett-Packard Mediascape Toolkit (mscape) can be used to deliver location-

aware content [172]. For example, Li et al. [110] implemented an interactive

mobile learning system that can fetch multimedia content by sending an image of

a real object or by entering a predefined geographical area. Chang et al. [26] have

explored a network architecture for fetching relevant data about a target learning

object found in the real environment. Their goal is to provide a location-adaptive

handheld AR (HAR) system. For remote education, Cai and Song [22] discussed a

one-to-many remote video learning infrastructure. In this platform, the students

can receive lectures from the teacher, and they can also receive AR content for

home-viewing using a simple set up involving a handheld device and printed

markers.

2.3. Approach for Systematic Review

I conducted a systematic literature review based on the work of Schmid et al.

[162]. For my review, I conducted both a quantitative analysis and a qualitative

analysis.

2.3.1 Quantitative Analysis

I conducted a literature search on May 30, 2012, in the IEEE Xplore Digital

Library. The search string used was: (“augmented reality”) AND (educat* OR

instruct* OR learn* OR teach* OR train*). To complement the candidate articles

found in the IEEE Xplore Digital Library, the search string “augmented reality”

14



2.3. Approach for Systematic Review

was used to search the publications listed by the Centre of Learning Sciences

and Technologies [1]. Most of the 74 journal titles were accessible through the

following online bibliographic databases: EdITLib Digital Library, IATED Digital

Library, Inderscience, Sage Journals, ScienceDirect, Springer, Taylor & Francis

Online, and Wiley Online Library.

The search is limited to journal articles and conference proceedings that are

written in English and accessible before June 2012. A total of 503 articles (458

conference proceedings, 42 journal and magazines, 3 early access articles) were

gathered from this initial search in the IEEE Xplore Digital Library. Another

150 articles were retrieved from other online bibliographic databases.

The focus of this survey is AR systems for primary and secondary education.

Thus, for the research paper to be included, the following criteria must be met:

1. The research paper must have at least a preliminary AR system.

2. The AR system should be applied to learning information or skills.

3. The content should be relevant to grade school or high school.

4. The full research paper is publicly accessible.

5. The paper reports an effect size or provided a means to calculate the effect

size; i. e., both mean and standard deviation values are available.

Applying these criteria resulted in 7 articles. From these 7 articles, I computed

effect sizes using the formula:

d =
x̄
e
− x̄

c

s
(2.1)

where x̄
e
is the mean of the experimental treatment, x̄

c
is the mean of the control,

and s is the pooled standard deviation:

s =
s̄
e
+ s̄

c

2
(2.2)

where s̄
e
is the standard deviation of the experimental treatment, s̄

c
is the stan-

dard deviation of the control. I interpret the calculated effect size based on

Cohen’s recommendation; i. e., an effect size of 0.8 or higher is considered large,

around 0.5 is moderate, and around 0.2 is small.
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2.3.2 Qualitative Analysis

I conducted the same search as Section 2.3.1. I applied the same inclusion criteria

except the fifth criterion requiring an effect size. This search resulted in 87

articles, with 62 articles indexed by IEEE. These 87 articles do not represent 87

unique prototypes because some papers discuss the same prototype.

Moreover, not all these prototypes strictly adhere to the definition of AR

of integrating three-dimensional virtual objects onto real environments in real-

time. For the purposes of gathering insights in implementing and evaluating AR

prototypes, I include the prototypes that use images instead of three-dimensional

virtual objects. I also included prototypes that simulate the effect of AR but did

not implement tracking of the target object.

I prepared a questionnaire to facilitate the data gathering. The questionnaire

has four main parts, namely, publication details, prototype description, use of

AR, and design and results of the user study. The publication details refer to the

title of paper, name of authors, name of publication venues, etc. The prototype

description covers hardware, software, and content descriptions. The use of AR

refers to the possible functions of technology and the natural affordances of AR.

Schmid et al. [162] listed some of the primary functions of technology in the

education setting. For example, technology is commonly used to enrich and/or

increase the efficiency of content presentation. The works of Brill and Park [19],

and Blalock and Carringer [17] have identified some natural affordances of AR as

exemplified in the previous literature. For example, many AR applications use

the annotation capability of AR to rapidly and accurately identify objects in the

real world. The design and results of the user study refer to the description of the

control and experimental groups, the construct being measured, the effect of AR

on that construct, etc. For example, aside from student performance in pre-tests

and post-tests, other aspects of the learning experience, such as motivation and

satisfaction were observed.

The clarity of the questionnaire was evaluated by having two researchers use

it separately on 20 papers out of the 87 that pass the inclusion criteria. There

were only minor misunderstandings of the questionnaire and these were clarified

before proceeding to read the remaining 67 papers. Each of the 67 papers was

read only by one researcher.
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Table 2.1. Studies Evaluating Student Performance with Effect Sizes

Ref. Description Content Participant N Effect

[116] AR situated learning around

the campus

English Grade school

students

67 1.00

[77] Physics props are anno-

tated with measurements

and graphs using AR.

Kinematics

graphs

High school

students

80 0.86

[124]With spatial ability training

using AR

Spatial abil-

ity

University

students

49 0.71

[47] AR annotated print out

replicas of art pieces

Renaissance

art

High school

students

69 0.67

[108] Collaborative AR learning

wherein students simulate

collision.

Elastic colli-

sion

University

students

36 0.58

[76] AR learning using magic

book

English Grade school

students

>30 0.37

[28] AR situated learning in the

library

Library skills Grade school

students

116 -0.28

2.4. Results of the Quantitative Analysis

Eleven articles evaluated AR prototype systems by conducting experiments to

compare the performance of students who use their system versus a non-AR

approach. Seven of these articles allow the computation of an effect size. The

seven AR systems and their corresponding effect sizes are summarized in Table

2.1. AR systems achieved a widely variable effect on student performance ranging

from a small negative effect to a large effect. The mean effect size is 0.56. The

four additional articles that conducted other student performance evaluations are

listed in Table 2.2.

17



Chapter 2. Review of AR in Learning Support

Table 2.2. Other Studies Evaluating Student Performance

Ref. Description Content Participant N Result

[169] AR magic book Solar system High school

students

40 29% increase

[143] In situ AR game Math game Grade school

students

123 No Sig. Diff.

[131] Projection AR for

note-taking

Eulerian graphs University

students

20 No Sig. Diff.

[50] Collaborative AR

with 3D shapes

Spatial ability High school

students

215 No Sig. Diff.

2.4.1 Affordances of AR

Researchers designed their AR systems to take advantage of the following affor-

dances of AR technology:

1. Real world annotation - displaying text and other symbols on real world

objects. For example, [77] annotates a real moving ball with values of

velocity and the corresponding graph.

2. Contextual visualization - displaying virtual content in a specific context.

For example, [28] uses AR to teach library skills by adding virtual informa-

tion to a library.

3. Vision-haptic visualization - enabling embodied interactions with virtual

content. For example, [124] allows the user to view a three-dimensional

model on a marker which can be manipulated with bare hands.

2.4.2 Strategies for AR Use

Aside from the inherent affordances of AR, strategies have been applied to create

more effective AR systems. Researchers have used the following strategies:
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1. Enable exploration - designing AR content that is non-linear and encourages

further study. For example, [108] allows students to try out different kinds

of scenarios of collision of two balls and see if the collision will happen in

the way they hypothesize it to be.

2. Promote collaboration - designing AR content that requires students to

exchange ideas. For example, in [143], students were given different roles

and asked to negotiate with each other to arrive at a solution.

3. Ensure immersion - designing AR content that allows students to concen-

trate more and be engaged at a constant level. For example, in [47], stu-

dents were able to concentrate more using AR as opposed to a standard

slide presentation.

2.4.3 Recommendations for AR in Learning Support

The mean effect size of 0.56 of AR systems to student performance should be

interpreted carefully. On one hand, it is a good snapshot of the effect of AR

technology when used in educational scenarios. However, we must not think of AR

as a homogeneous intervention in the learning process because it has a wide design

space. The seven articles presented in Table 2.1 include different display devices,

content, and experimental design. Moreover, reading these papers individually

also reveals that factors, such as instructional design, may have played a crucial

role in the success of the AR system.

Learning objectives, pedagogy, teaching expertise, subject matter, grade level,

consistency of technology use, and other factors may have a greater influence

compared to the unique capabilities of AR [176]. However, as Dede [40] argued,

technology affordances affect how the content is designed. The changes in in-

structional design may either be because of imperfect control of the variables,

or because of the technology used. These findings should be interpreted care-

fully and should only be used as a guide, specifically because the effect sizes vary

widely. For future AR learning support systems, I recommend the following:

1. Measure learning that can be attributed to AR systems. To do this, the

AR system must be used by an experiment group who will receive the
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AR treatment and compared to a proper control group. Instructional de-

sign, pedagogical approaches, teaching practices, and other factors should

be carefully controlled so that only the AR intervention is made variable.

Imperfections in controlling these aspects should be taken into account in

the interpretation of the results. A heuristic for this is to ensure that both

the AR approach and the AR-free approach are both the best possible de-

sign for the particular content. I adhere to this recommendation in my

evaluation of situated vocabulary learning in Chapter 4.

2. Report the effect size, or report both the mean and standard deviation of

the performance of students. The effect size is a good measure to compare

across the design space for AR systems. However, not all research articles

that we reviewed report an effect size.

3. Apply the inherent advantages and suggested strategies for AR as needed

by the educational scenario. These insights guide the appropriate use of

AR.

2.5. Results of the Qualitative Analysis

Eighty-seven papers were found in the current literature when I applied the in-

clusion criteria to the initial search result. The graph in Figure 2.2 shows the

distribution of the publication year of these papers. Starting 2007, there is an

increasing number of papers discussing AR prototypes. This review included

papers published until June 2012. It does not include papers from July to De-

cember 2012. Of these 87, 72 are conference papers, whereas 15 are journal

articles. Sixty-one papers are indexed by IEEE Xplore, whereas the other 26 are

found in other digital libraries. Based on these 87 research articles, I summarize

insights on display devices, content creation, and evaluation techniques. I then

discuss the related theories supporting the benefits of AR for supporting learning.

2.5.1 Display Devices

Choosing the appropriate display is an important design decision. In the cur-

rent literature, there are four types of AR systems based on the device used for
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Figure 2.2. Publication of AR Systems for Learning Support per Year until June

2012.

display, namely, computer monitor, handheld devices (smartphone, tablet, etc.),

overhead projector, and head-mounted display. Table 2.3 lists display devices

with exemplifying AR systems and their corresponding contents.

Researchers have also distinguished the displays as either using a mirror

metaphor or glasses metaphor. In [166] and [157], researchers have made this

distinction as perspectives. The glasses metaphor is a first person perspective or

AR that is based on what the user can see in front of him. On the other hand,

the mirror metaphor is a third person perspective wherein the user becomes an

observer of himself.

The mirror metaphor is when a screen appears to be a reflection facing the

user, except the user can also see the virtual images integrated to his or her

reflection. Figure 2.3 (left) shows an example of the mirror metaphor. We see

the reflection of the person as well as the virtual information (vertebral column).

Desktop computers with large monitors are usually used for the mirror metaphor.

The mirror metaphor has been applied in AR systems to provide students with

some compelling learning experiences. For example, Blum et al. 2012 [18] used

the mirror metaphor in presenting an X-ray-like application wherein the user is

given an illusion of being able to see inside his body. This kind of system would
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Table 2.3. Sample AR Systems with Corresponding Display Devices

Display Ref. Content

Desktop monitor [47] Visual art pieces

[18] Human anatomy

[54] Chemistry concepts

Handheld devices [177] Butterfly life cycle

[65] Electrical circuit

[93] Architectural history

[67] Physical education

Overhead Projector [154] Spelling

[191] Playing the drums

Head-mounted display [109] Chinese characters

[169] Solar system

[84] Endangered animals

be useful for students studying human anatomy and sports science to help them

connect their understanding of human movements and muscles. In this type of

application, the mirror metaphor becomes advantageous because the content is

about studying the human body itself.

The glasses metaphor refers to displays wherein a user appears to be looking

into the world with a pair of special glasses. In this case, virtual information

is integrated to what the user sees in front of him. Figure 2.3 (right) shows an

example of the glasses metaphor. Three devices have been applied for AR systems

under the glasses metaphor:

1. Head-mounted Display – In [169], Sin and Zaman used the glasses metaphor

to present virtual heavenly bodies on AR markers which they can manip-

ulate. Students wore a head-mounted display so that both hands would
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Figure 2.3. Mirror Msetaphor [18] and Glasses Metaphor [177].

be free to handle the markers containing the virtual solar system. Another

study by Shelton and Hedgely [166] had argued that this visualization is

advantageous because students can easily understand concepts, such as day

and night, when they can test for themselves what happens when one side

of the earth is occluded.

2. Handheld Devices – In the work of Tarng and Ou [177], students can view

virtual butterflies in a real school garden to understand the butterfly life

cycle. The use of handheld devices is advantageous because students need

to move around an area. In this case, all the processing, data connectiv-

ity, and display are found in a single device. Some researchers point out

that nowadays, many people own smartphones and tablets which are ideal

platforms for AR. These handheld devices are equipped with fast proces-

sors, graphics hardware, large touchscreens, and various sensors like camera,

GPS, compass, and accelerometer [16].

3. Projector – Projector-based AR affords more user movement in a confined

space, say a room, than using desktop systems with monitors. However,

it does not afford as much movement as when using handheld devices.

Furthermore, the display of projector-based AR is bigger than computer
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monitors and smartphone screens. The projector-based system have been

successfully used to create a training system for playing a drum set [191],

wherein, the drums are annotated with signals for when to hit them. Re-

searchers have pointed out that desktop computers and overhead projectors

are already available in most schools making them convenient hardware for

AR systems.

2.5.2 Content Creation

The main concern in creating AR content for AR systems are authoring tools

and content design. Developers of AR systems usually use AR libraries such

as the ARToolkit to create the prototype. However, teachers need authoring

tools that would allow them to create content without having to be proficient in

programming.

According to Wang et al. [184], authoring tools for non-programmers can be

low-level or high-level. Low-level tools require some coding or scripting skills,

whereas, high-level tools use visual authoring techniques. Both types usually

would make use of drag and drop interfaces and menus. Currently, there are

several authoring tools for any type of AR application targeting non-programmers

such as DART, ComposAR, AMIRE, and MARS which are discussed briefly in

[184]. A basic authoring tool would be BuildAR [184] which allows the teacher

to scale, translate, and position virtual objects with respect to a fiducial marker.

For example, virtual art pieces can be displayed in a real room to create an AR

museum experience [175].

In the current literature, some researchers have developed ways to author AR

content for learning. Researchers are exploring mainly three kinds of educational

material, namely, magic books, learning artefacts, and location-based content.

Researchers consider the book metaphor as one of the main modes of how AR

will be used in education [16]. Using the book as the real element, additional

virtual content can be added onto it using AR making it a magic book. Students

are already familiar with books which afford many natural ways of interaction

like flipping pages and viewing the book at different perspectives. For example,

Jee et al. [76], [75] talks about an authoring tool for markerless books. The work

of Vate-U-Lan [179] used a commercial authoring tool, Zooburst [3], for making
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an AR system based on the magic book metaphor.

Another trend in the current literature is the use of learning artifacts wherein

students learn about a particular real object. Rahman et al. [151] developed

an authoring tool that would allow a teacher to present a small object on a

camera and annotate that object with virtual information using a live video

visualization. Aside from a desktop computer, they used a depth camera to

capture the color image and corresponding depth information. They used the

“polygonal annotation scheme” wherein the teacher could draw a polygon on the

screen where he or she could see the object he or she wants to annotate with

information.

In [168], Simeone and Iaconesi have pre-trained a system to recognize parts

of a sculpture called the Minkisi. Users can then annotate virtual information

on the real parts of the Minkisi via a desktop system. They describe their use

case to involve multiple types of users, such as curators, teachers, and students.

Each of them can annotate information on specific parts of the artifact based on

various online sources. Users can then evaluate each other’s information based on

accuracy and usefulness. Therefore, content is developed through communication

among the different author-consumers with the physical object as the central

point of conversation. Figure 2.4 shows the Minkisi and the two parts where

students can annotate information.

Figure 2.4. The Minkisi artifact and the Parts of Interest [168]

Location-based games take advantage of providing relevant information to

a place such as buildings and artifacts. Researchers have shown that novel e-
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learning experiences can be provided by delivering content relevant to a place

(e.g. history and language). Chang et al. [25] have demonstrated this using

handheld devices equipped with RFID tag readers and GPS positioning to deliver

information regarding objects found in the real world. Although the game itself

represents most of the pedagogical design, AR is an effective display for learners

because it integrates the virtual information directly onto the target real world

object. Moreover, AR has the advantage of using the camera for detecting and

tracking an object in the real world, as opposed to using RFID readers which are

not readily available in handheld devices. Furthermore, putting RFID tags on

the real world may not be feasible in cases wherein the real objects should not

be touched, such as some historical artifacts.

AR can offer location-based content usually used for outdoor AR experiences

using handheld devices. Klopfer and Sheldon [96] have developed the AR Game-

Builder which allows teachers to create educational AR mobile games in a specific

locality. Their system offers predefined maps and GPS coordinates to place vir-

tual objects such as characters in a specific place in the world. According to

Klopfer and Sheldon, their platform also allows students to transfer an existing

game to another place, such as their own city.

AR authoring itself is seen as an educational experience. For example, Bil-

linghurst and Dünser [16] have used BuildAR to let students create their own

AR scene. In this process, students develop skills in mathematics, drawing, and

story-telling. In this case, it is important that the authoring tool is usable for

primary school students. In the case of the prototype of Simeone and Iaconesi

[168], the content is developed in a conversational style wherein the cultural arti-

fact becomes the center of the discussion. The students could verify each other’s

inputs and the teachers can direct the discussion based on the learning objectives.

The prototype by Odeh et al. 2012 [137] allows students to add virtual wires onto

a real circuit and conduct simulated experiments. Such systems make the stu-

dent feel the reality of the components and instruments used in an engineering

experiment without physically accessing the laboratory. Moreover, the remote

laboratory is available to them for much longer time than a regular laboratory.

Lastly, Klopfer and Sheldon have tested the AR GameBuilder and the students

have successfully used it for creating linear games. Table 2.4 summarizes AR
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authoring activities found in the literature.

Table 2.4. Authoring Activities in AR Learning Support

Ref. Authoring Activity

[137] Students can add virtual wires on a real circuit in a remote

laboratory set up.

[76], [75] Teachers can author e-learning applications using a markerless

magic book metaphor.

[168] Teacher, students, and the curator can all access and add infor-

mation related to a cultural artifact.

[32] Real props for physics classes, such as balls, carts, and rods are

augmented with virtual information such as text and arrows.

[96] Teachers and students can create and access educational games

using predefined maps and GPS coordinates, virtual characters,

and file management support.

[175] Teachers can make a web-based virtual museum by selecting 3D

models, associating them to markers, and arranging them in a

room.

[151] Allows a video annotation approach in order to catalogue and

add virtual information on physical learning artifacts in a scene.

[170] The CONNECT Visual Designer allows educators to specify the

interactions the learner can have within the AR environment by

creating rule-based scenarios.

2.5.3 Evaluation Techniques

Of the 87, 43 papers have performed user studies on the system to observe ease of

use, satisfaction, immersion, student motivation and performance, among others.

The number of students involved in the study varied from 4 [31] up to 419 [68]

27



Chapter 2. Review of AR in Learning Support

with a median sample size of 36 students [108]. The proper choice of evaluation

method for an AR system depends on the purpose of the evaluation. In my

review, I observed two primary purposes, namely, to show whether or not an AR

system is beneficial to learning, and to quantify some user experience or usability

issue and discover possible improvements.

Researchers need to demonstrate the benefits of using their AR system. Thus,

they compare either the performance or the motivation of students when using

an AR system (the experimental treatment) and when using a more traditional

medium of instruction (the control). To measure student performance, the stu-

dents take a test to measure their mastery of the content. Scores of students

belonging to the experiment group and control group are then compared to see

any differences in learning. Such comparison between AR system users and non-

users are summarized in Table 2.1. Aside from possibly improving student per-

formance, AR systems can be used to increase the motivation of students in

educational settings. Abstract constructs such as motivation can be measured by

valid and reliable questionnaires, such as the Instructional Materials Motivation

Survey (IMMS) [94] and Intrinsic Motivation Inventory (IMI) [2]. In Chapter

4, I compared both measures of performance and motivation to demonstrate the

benefits of using AR system in a memorization task.

Researchers also evaluate their AR systems to measure some aspect of user

experience and discover possible improvements to the current prototype. In this

evaluation, user study participants are observed while they use the AR system,

and asked questions in the form of an interview or questionnaires after. Survey

questionnaires are the most commonly used evaluation tool in the current lit-

erature. Questionnaires are designed to measure a construct such as the user’s

feelings of satisfaction, enjoyment, or immersion while using the system. After re-

searchers decide on a construct to observe, they either use existing questionnaires,

or create their own questionnaire.

Some questionnaires have been tested for validity and reliability; i. e., these

questionnaires have been previously shown to accurately measure the the con-

struct of interest. Table 2.5 and 2.6 lists several questionnaires that have been

used for AR systems. Currently, there is a need for valid and reliable ques-

tionnaires to accurately measure relevant constructs to AR systems for learning
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support (e.g. immersiveness). Moreover, evaluation frameworks and usability

questionnaires are needed to iteratively improve AR systems. In Chapter 3, I

discuss my evaluation framework for HAR and the Handheld AR Usability Scale

(HARUS).

Based on my review, some researchers have used the ISONORM which is

a general software usability questionnaire [173], [91]. Using this questionnaire,

they were able to observe aspects of interface design, such as conformity with

user expectations, controllability, error tolerance, self-descriptiveness, suitability

for learning, and suitability for the task.

Among the most observed constructs are ease of use, usefulness, and intention

to use. In the current literature, researchers usually ask directly if a system is

easy to use, if the user thinks it is useful, and if they would use the same system

for other subject matters. Therefore, most of the available literature measure

perceived ease of use and perceived usefulness. However, it is possible to check

for objective measures of ease of use such as counting errors when using the

interface and time on a certain task.

Aside from using questionnaires, other evaluation methods also have their own

advantages depending on the context of evaluation. Such methods are as follows:

1. Interviews are useful for learning about qualitative data that cannot be cap-

tured by written responses to questionnaires. For example, interviews were

useful in learning about technology acceptance [173], [37]; possible benefits

of AR to the current practice of teachers [95], [33]; and learners’ opinion

about technology including perceived ease of use, perceived usefulness, in-

tention to use, etc. There are also cases in evaluating AR systems wherein

interviews would be preferred compared to questionnaires. In cases wherein

the respondents are young children or persons with disabilities [194], it is

better to conduct interviews to communicate more effectively with the par-

ticipant.

2. Observing and coding overt behaviors have been adopted by several re-

searchers to see how their target user would interact with an AR system.

Observation is done to reveal possible improvements for better performance

and satisfaction of the user. Behaviors can be divided into two: verbal and
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nonverbal. Verbal behaviors can be specific keywords, expressions, ques-

tions, or statements a learner says while using the AR system. Nonverbal

behaviors include facial expressions (frowning, smiling, surprise, etc.) or

body language (fidgeting, leaning close to the AR interface, scratching the

head, etc.) [178].

3. Expert review was used by Margetis et al. [122] to evaluate touch-based

interactions with AR system based on the book metaphor. They employed

4 usability and interaction design experts to perform heuristic evaluation

with questionnaires based on the work of Nielsen and Mack [136]. The

main goal of the expert review is to identify potential usability problems,

and check conformity against the five dimensions of usability: effective,

efficient, engaging, error tolerant, and ease of learning [149]. Currently,

it is difficult to conduct expert reviews for AR and HAR because there

are limited design guidelines to use as references. In Chapter 7, I discuss

my efforts and future work toward establishing design guidelines for HAR

applications intended for learning support.

2.6. Discussion of AR Annotations

The most basic uses of AR is the annotation of real world objects and environ-

ments. Merriam-Webster defines annotation as “a note added by way of comment

or explanation.” The data type being annotated is usually text that explains a

concept. Many AR applications use text as the virtual information being overlaid

to the real environment. However, annotation with AR is not limited to text. It

could also involve other symbols and icons. This includes, but is not limited to,

arrows and basic shapes, such as circles and lines, used to highlight or direct a

user’s attention. In this thesis, AR annotation is the juxtaposition of real world

objects or environments with virtual text or virtual symbols that help explain

a concept to a user. In Chapter 3, I used text labels and arrows. In Chapter
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Table 2.5. List of Studies Using Previously Validated Questionnaires

Ref. Metrics or Constructs Tools

[47] attention, confidence, relevance, sat-

isfaction

Instructional Materials Motivation

Survey [94]

[70] enjoyment, competence, usefulness,

tension

Intrinsic Motivation Inventory [2]

[152] challenge, collaborativeness, compe-

tition, ease of use, movement, re-

wards, situated learning

Constructivist Multimedia Learn-

ing Environment Survey [121], Pref-

erences for Internet Learning

[108] collaborativeness, interest, per-

ceived skill development

Learning Effectiveness [5]

[21] use of computer, use of video game,

science process

Self-Efficacy in Technology and Sci-

ence Short Form [6]

[27] attitude to e-learning, e-learning ex-

perience

Technology Acceptance Model [38]

[173] controllability, ease of use, learnabil-

ity, self-decriptiveness

ISONORM Usability Questionnaire

[148]

[91] conformity with user expectations,

controllability, error tolerance, self-

descriptiveness, suitability for learn-

ing, suitability for the task

ISONORM Usability Questionnaire

[148]

31



Chapter 2. Review of AR in Learning Support

Table 2.6. List of Studies Using Original Questionnaires

Ref. Metrics or Constructs

[169] ease of use, effectiveness, learnability

[124] attractiveness, ease of use, usefulness

[83] ease of use, enjoyment, perceived skill development

[84] ease of use, enjoyment, usefulness

[175] enjoyment, perceived presence

[7] wearability

[82] ease of use, engagement, perceived presence, usefulness

[118] ease of use, intention to use, usefulness

[117] ease of use, usefulness

[170] attitude, ease of use, interest

[8] ease of use, intention to use, learnability, perceived correctness and re-

sponsiveness of system

[163] ease of use, intention to use, perceived correctness and responsiveness of

system

[103] ease of use

[37] ease of use, expectations of AR, perceived affordances, usefulness

[52] ease of use, perceived efficiency, usefulness, preferred subjects to use AR

[191] comfort, enjoyment, intention to use, interest, perceived skill develop-

ment, usefulness
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4, I used text labels and simple sprite sheet animations. Lastly, in Chapter 5, I

studied how annotations inside target objects can be made more legible for the

users.

In AR systems that use AR annotation, a set of real objects become part of

the learning content. The set of objects is augmented with text information or

other symbols with the purpose of providing a learning experience. The virtual

information is the text or symbol, whereas the real environment is the set of

objects. To be consistent to the definition of AR, AR annotation requires tracking

the physical objects such that the text information appears as labels that follow

the real object. I apply this in all the systems discussed in Chapters 3, 4, and 5.

The benefits of AR annotation can be explained using multimedia learning

theory [127]. In this theory, multimedia refers to words (written or spoken) and

pictures. Multimedia learning theory has three assumptions, namely, dual chan-

nels, limited capacity, and active processing. The first assumption is that there

are two separate channels for visual information and auditory information. The

second assumption is that both these channels can only accommodate a limited

amount of information at a given time. Lastly, the third assumption is that hu-

mans are active learners. Incoming information from the channels are processed

by organizing them into coherent mental representations and integrated to pre-

viously acquired knowledge. Based on these three assumptions, Mayer [127] has

derived and empirically proven design principles in authoring multimedia learning

materials. Of these principles, the following are directly related to AR annota-

tion applications, namely, Multimedia Principle, Spatial Contiguity Principle, and

Temporal Contiguity Principle.

Multimedia learning theory can be extended to AR annotation by doing two

substitutions:

1. The set of real objects replaces the picture.

2. The virtual texts and symbols replaces the words.

From this theory, it can be argued that learning with AR annotated objects

is better than learning about the same object with other reference material such

as a manual or a separate online source. For example, in learning how to play

a guitar, it will be better to learn about the finger positions highlighted onto
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Table 2.7. Multimedia Learning Principles Supporting the Effectiveness of AR

Annotated Objects [127]

Principle Extension to AR Annotation

Multimedia and

Time Contiguity

People learn better from annotated virtual words onto

physical objects than from separate multimedia (e.g. il-

lustrated manual) and physical objects.

Spatial Contiguity People learn better when corresponding virtual words and

physical objects are presented near rather than far from

each other on the screen.

the guitar, than referring to a sheet summarizing the finger positions for each

chord. By the definition of AR annotation, three empirically-proven principles,

namely, Multimedia Principle, Temporal Contiguity Principle, and Spatial Con-

tiguity Principle guarantee that learning with AR annotated physical objects will

lead to better learning performance compared to more traditional ways of learn-

ing. The extensions of these principles to AR annotation are shown in Table

2.7.

The principles of multimedia learning theory were tested both on printed ma-

terials and computer-assisted instructions. It has not yet been tested for AR

annotation applications for learning. However, Fujimoto, et al. [56] has demon-

strated how the annotative abilities of AR can ease memorization tasks. In their

study, the memorization abilities of users were tested when they memorized sym-

bols by annotating information near the target object (Display 1) against dis-

playing the information on a random place while connected by a line (Display 2)

and on the same place, say at the top left of the display (Display 3), as shown in

Figure 2.5.

Fujimoto, et al. conducted two types of memory tests: identification and

association. In these tests, each of the participants are shown 10 symbols one at

a time. The identification test asks the participants to identify the 10 symbols

they just saw from 25 symbols. Whereas, the association test asks the participants
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Figure 2.5. Three display methods were tested by Fujimoto et al. [56]. On the

left is AR annotation where a label is placed near the relevant part of the map.

The middle and right are control scenarios wherein a label is displayed randomly

on the map with a connecting line and a label is displayed consistently at the top

left of the HMD screen without a connecting line.

to identify where in the map they saw the image. In both tests, Fujimoto et al.

measured the accuracy of answers, as well as the time it took for the participant

to answer.

Results show that annotating the information on top of an object (Display 1)

allowed the users to memorize the labels significantly better than when displaying

the information on random places (Display 2), or on the same place on a display

(Display 3). In the identification tests, participants were able to achieve an

accuracy of 99% with Display 1, 95% with Display 2 and 96% with Display 3.

The bigger difference is in the answering time wherein users of Display 1 answered

within a shorter time of 45 seconds, compared to 53 seconds and 52 seconds for

Displays 2 and 3, respectively.

In the association tests, participants were 87% accurate with Display 1. Whereas,

they are only 70% and 75% accurate with Displays 2 and 3, respectively. Further-

more, participants who used Display 1 finished the test in 96 seconds, compared

to 112 seconds and 99 seconds for Displays 2 and 3, respectively. All of these

tests were proved to be statistically significant in the work of Fujimoto et al.

Annotating virtual information near an object makes perception easier, thus it

may be possible to utilize AR for better information presentation in educational
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settings.

One example of AR annotation is the work of Simeone and Iaconesi [167]. In

their work, they trained their system to recognize 3D parts of a model airplane

(Figure 2.6.a) so that they can display relevant information for each 3D part.

Their system makes use of a personal computer equipped with a webcam. The

virtual information can be viewed on the computer monitor together with the real

environment including the airplane model and the user. The authors mentioned

two use cases. First, instructions on how to assemble the several pieces into

an airplane can be annotated onto the parts of the plane. When a user picks

up a piece and puts it near the webcam, an instruction relevant to that part is

displayed at the bottom of the screen. Instead of the student going back and forth

from a manual to the actual objects, the airplane model pieces can be augmented

with the manual instructions.

For the second use case, the airplane model can be layered with several kinds

of information that the students can access by focusing on specific parts of the

plane. The information was taken from various online sources. This prototype is

limited in its annotating capabilities because the system does not have a tracking

feature. With a tracking feature, the annotated information can follow the real

object wherever it is on the screen. However, for the purposes of a prototype, this

work is a good approximation of how AR toys can be used in the near future.

Instead of text information, other symbols and shapes can be used to annotate

objects. In physics education, magnetic field lines (Figure 2.1) [125] and directions

of forces acting on an object (Figure 6.c) [170] have been annotated to real objects

like magnets and carts, respectively. With this feature, students can visualize

abstract phenomena like magnetic field and force.

Another set of compelling examples can be found in AR systems with the

goal of teaching how to play musical instruments. AR applications have been

developed to teach people how to play the guitar [132], drums [191], and piano

[70]. In [132], a desktop system was used to render a virtual hand on top of

a real guitar. The student can then position his hands correctly on a guitar.

Instead of the student translating a chord sheet indicating which strings to press

at which fret, this information is already annotated on the guitar itself. In [191], a

projector-based AR annotation was used to indicate on a drumset which drum to
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Figure 2.6. AR systems demonstrate real world annotation. (a) shows the parts

of the airplane that can be recognized and annotated with words in the work of

Simeone and Iaconesi [167]. (b) shows the virtual hands and letter annotated on

a real guitar [132]. (c) shows a cart augmented with arrows representing forces

acting on it [170].

hit by projecting circles on the top of the appropriate drum. Instead of a teacher

demonstrating to the student and pointing which drum to hit, this information

can be augmented directly onto the drum set. Lastly, in [70], a desktop AR

annotation system is use to demonstrate finger positions on a piano. Instead of
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a piano teacher demonstrating the proper finger positions, this information can

be augmented on a keyboard. These systems do not intend to replace formal

training with music teachers. However, these systems are very useful for self-

studying outside of the formal class and for music teachers to create learning

materials for their students. The other examples of AR systems using annotation

are listed in Table 2.8.

Table 2.8. Examples of AR Annotation

Ref. Real Objects Virtual Annotations

[47] Printed replicas of Re-

naissance art

Text details relevant to art

[28] Library Verbal hints from a virtual character about the

structure of the library

[125] Magnets Magnetic field lines

[14] University campus Signages

[70] Piano Highlights correct finger positions

[74] Go Boardgame Boardgame pieces added in strategic patterns

[168] Cultural Artifact Text details relevant to anthropology

[191] Drumset Highlights of sequence for hitting drums

[167] Airplane model Description and instruction relevant to the air-

plane part

[132] Guitar Highlights the finger position of chord

[170] Cart and other objects Forces acting on the object as it moves

[32] Ball Arrows representing instantaneous velocity, ac-

celeration, and centripetal force
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2.7. Chapter Summary

AR has unique affordances that can affect the learning experience. Developments

in AR technology have enabled researchers to develop and to evaluate AR systems

for learning support. These developments encompass hardware, software, and the

authoring of content. Currently, AR systems have a mean effect size of 0.56 to

student performance with wide variability due to the many possible ways to use

AR, as well as, differences in experimental design.

In the course of the development of AR systems, researchers must test their

prototypes for benefits in the learning process, and for usability. Such tests must

use appropriate control groups, report an effect size, and use standard evaluation

frameworks and tools such as usability questionnaires. AR systems have been

evaluated through student performance tests, survey questionnaires, interviews,

observations of user behavior, and expert reviews. Currently, there is a need for

evaluation frameworks and evaluation tools specifically for AR systems. Such

evaluations are necessary to iteratively improve the AR systems. In Chapter 3, I

discuss my evaluation framework for HAR and provide my own valid and reliable

questionnaire.

Based on my review, there are three inherent affordances of AR to edu-

cational settings, namely, real world annotation, contextual visualization, and

vision-haptic visualization. Furthermore, researchers have used design strategies,

such as enabling exploration, promoting collaboration, and ensuring immersion,

to create compelling learning experiences. Depending on the learning objective,

these affordances and strategies can be employed to create successful AR sytems.

In particular, real world annotation may reduce cognitive load based on multi-

media learning theory.
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CHAPTER 3

Evaluation Framework and Usability Scale

Development of novel interfaces such as handheld augmented reality (HAR) sys-

tems requires three types of evaluations, namely, guidelines-based evaluation,

formative evaluation, and summative evaluation [60], as discussed in Chapter 1

and illustrated in Figure 1.1. To support these evaluations of HAR, I propose an

evaluation framework that defines two new usability constructs, namely, manipu-

lability and comprehensibility. Based on my evaluation framework, I developed

the HAR Usability Scale (HARUS), a questionnaire that measures manipulabi-

lity, comprehensibility, and usability of a HAR system for a specific user group

performing a specific task. In this chapter, I focus on exploring the validity and

reliability of HARUS. I then highlight some benefits of using this questionnaire

compared to other standard questionnaires that were not specifically designed for

HAR systems.

3.1. Background

Handheld devices, such as smartphones and tablet computers, now have powerful

processors, large screens, and built-in location sensors and cameras. These fea-

tures of handheld devices make them convenient platforms for augmented reality
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(AR) the seamless integration of virtual objects to real environments. Hand-

held augmented reality (HAR) affords many new ways of interacting with digital

content. It is finding applications in various industries such as entertainment,

marketing and sales, education and training, navigation, tourism, and social net-

working. Although several applications have been adopted by general consumers,

HAR remains limited and researchers are continuously developing more intuitive

interactions using handheld devices.

Usability refers to how well target users can use a functionality of a system

[135] to accomplish a specific task. Usability studies are important for itera-

tively improving AR systems [61]. Among the widely used evaluation technique

in user studies are subjective measurements using questionnaires, user ratings, or

judgments. For AR systems, researchers have used the System Usability Scale

and the NASA Task Load Index for quantifying general system usability and

workload, respectively. For handheld devices, the Mobile Phone Usability Ques-

tionnaire (MPUQ) enumerates the various questionnaires for common uses of

mobile phones [155]. These questionnaires have been previously evaluated and

studies support their validity and reliability. However, these standard question-

naires do not consider specific perceptual and ergonomic issues common to HAR

systems. As such, researchers complement these evaluation tools with their own

questionnaires. These questionnaires are not always tested for validity and relia-

bility. Moreover, the questions tend to be specific to the features of researchers’

HAR system.

In response to the lack of valid and reliable evaluation tools for HAR, I

developed the HAR Usability Scale (HARUS) which is composed of two sub-

questionnaires, namely, the manipulability scale and the comprehensibility scale.

I designed the questionnaires based on my analysis of HAR systems. I then evalu-

ated the validity and reliability of HARUS in three experiments. I discuss in this

chapter some insights gathered from using HARUS in user studies. Researchers

and professionals involved in developing HAR applications can directly use my

questionnaire to evaluate their own HAR applications. They can also modify the

questionnaire with considerations of my evaluation framework and the insights

presented in this chapter.
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3.2. Related Work

The main points of evaluation in mobile AR are in its unique perceptual and

ergonomic issues [174]. Previous mobile AR systems involved carrying comput-

ers with backpacks while wearing head-mounted displays and other peripherals.

Currently, mobile AR can also be implemented in single handheld device. This

new platform lead to new perceptual and ergonomic issues of AR that need to be

evaluated in user studies [102].

Several researchers have studied perceptual issues in AR with respect to

enabling devices, such as head-mounted display (HMD), handheld device, and

projector-camera system. Kruijff et al. considered the human visual processing

and interpretation pipeline in summarizing these perceptual issues [101]. They

associated these perceptual issues to implementation issues found in the choice

of real environment, capturing, augmentation, display, and individual user dif-

ferences. Moreover, they described several issues and disadvantages arising from

the form of handheld devices.

Handheld devices may refer to cellular phones, smartphones, tablet comput-

ers, ultra-mobile computers, etc. Currently, many handheld devices have pow-

erful processors, large LCD screens, and built-in cameras. These features allow

researchers to implement AR in one compact device. Although handheld devices

are useful for many applications, Kruijff et al. listed the following disadvantages:

less visibility of the LCD screen, lower fidelity, difference in disparity planes,

higher latency, and smaller screen sizes compared to HMD and projector-camera

systems [101]. Through my systematic literature review, I support these insights

with perceptual issues reported by actual users when testing HAR applications.

Aside from perceptual issues unique to HAR, I also consider ergonomic issues

specific to the behavior of people using HAR. Among the several interactions

afforded by HAR, the most common use is the magnifying glass metaphor [153].

In this metaphor, the users hold the handheld device in front of them, the screen

faces the user and the camera points to a scene. This kind of interaction is

very different from conventional uses of handheld devices. As such, previous

tools used for mobile devices such as the Mobile Phone Usability Questionnaire

(MPUQ) [155] do not consider such interaction. Although there are some overlaps

between MPUQ and HARUS, particularly in questions related to cognitive load
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and control, standard questionnaires for mobile phones do not give emphasis on

fatigue associated with the unique visualizations and gestures when using HAR.

Veas and Kruijff evaluated several handheld platforms to understand and

address the ergonomic issues of HAR [182]. They describe HAR ergonomic issues

to be an interplay of issues in pose, grip, controller allocation, weight, and size.

The goal of their design is for the users to hold a particular pose while gripping

the handheld device. Aside from viewing interactions, they also considered input

interactions, such as having additional controllers. As expected, the size and

weight of the device and the whole system are important considerations in HAR.

Given these two types of issues, it follows that the goal of design for HAR is to

have no perceptual and ergonomics issues. In my evaluation framework, I refer to

these qualities as comprehensible and manipulable, respectively. In other words,

a perfect HAR application would score 100% on measures of comprehensibility

and manipulability. I approximate HAR usability to be equivalent to a linear

combination of comprehensibility and manipulability; i. e., I assume usability to

be the average of these factors. I then provide evidence that these are sound

estimations.

3.3. Approach

To create the HAR Usability Scale (HARUS), I first developed the evaluation

framework which involves analyzing the background and conceptualizing the usa-

bility constructs. I then chose the format and data analysis and assessed the

validity and reliability of HARUS, as recommended by Radhakrishna [150].

1. Analyzing the background – I conducted a systematic literature review to

explore the common problems experienced by users when using HAR ap-

plications.

2. Conceptualizing the usability constructs – I defined two factors that I want

to observe, namely, comprehensibility and manipulability. Comprehensi-

bility is the ease of understanding the information presented by the HAR

system. Whereas, manipulability is the ease of handling the HAR system
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as the user performs the task. Comprehensibility and manipulability corre-

spond to the perceptual and ergonomic issues in HAR, respectively. Thus,

my framework assumes that the usability of a HAR system is approximated

by comprehensibility and manipulability factors.

3. Choosing the format and data analysis – My questionnaire is patterned

from the System Usability Scale (SUS) [107]. Moreover, it follows the ques-

tionnaire design rules prescribed by Fowler and Cosenza [55]. I designed

the questionnaires to be answerable using Likert scales, similar to the SUS.

In other words, I asked users to indicate how much they agree or disagree

to the statement presented to them by rating a scale from 1 to 7. Only 1

and 7 are labeled, with 1 labeled as “Strongly Disagree” and 7 labeled as

“Strongly Agree”. I used a 7-point Likert scale because the audience of my

experiments are sophisticated enough to distinguish subtle differences in

these scales, as recommended by Krosnick and Presser [100]. I ordered the

statements such that the positively-stated and negatively-stated statements

are alternating.

4. Establishing validity - I assessed the validity of HARUS by looking at its

concurrent validity, a kind of criterion-oriented validation procedure [34].

Concurrent validity is demonstrated when a questionnaire correlates well

with objective measurements (time on task, etc.) or subjective measure-

ments (SUS, etc.) that have been previously validated. As such, validity is

a matter of degree, not all or nothing [129].

5. Establishing reliability - I measured the reliability or the precision of HARUS

by computing the Cronbach’s alpha – a measure of internal consistency of

a questionnaire [100].

3.4. The Evaluation Framework

To create HARUS, I first conducted a systematic literature review of HAR sys-

tems to identify the common usability issues reported by AR researchers in their

work. Based on this review, I define two usability constructs that affect HAR

systems, namely, manipulability and comprehensibility.
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3.4.1 Systematic Review of HAR Systems

I used the search string handheld AND “augmented reality” AND evaluation to

search the ACM Digital Library for relevant research papers. This search resulted

in 959 papers which I narrowed to 10 articles (column 2 of Table 3.1) by applying

the following inclusion criteria:

1. Must discuss a HAR application

2. Must conduct a user study

3. Must be the latest article on that HAR application

I read the papers with focus on listing issues raised by users and issues ob-

served by experimenters or expert reviewers. I listed these issues encountered by

users in Table 3.1.

3.4.2 Definition of Manipulability and Comprehensibility

In my evaluation framework, I classify usability issues as either a manipulability

issue or a comprehensibility issue. Manipulability is the ease of handling the

HAR device. Manipulability issues refer to difficulties related to gripping, posing

or operating the HAR device while the user performs a specific task. In the

current literature, examples include:

1. Difficulty in holding the device in positions that allow the best tracking of

the real environment and correct rendering of virtual objects.

2. Physical fatigue and stress to body parts often subject to the duration of

use, size and weight of the handheld device, and required gestures.

3. Difficulty in entering information on the device.

Whereas, comprehensibility is the ease of understanding the information pre-

sented by the HAR system. Comprehensibility issues refer to the difficulties in

understanding the novel visualization of HAR in a small screen space. In the

current literature, examples include:
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Table 3.1. User Issues in HAR Systems

References Usability Issue

[105], [49], [187], [134],

[142]

The tracking is unstable due to the ambient light, bad

sensor fusion, or mishandling of the user.

[105], [49], [187], [134],

[133]

The virtual objects are not well-registered.

[105] The application is lagging or has intolerable latency.

[187], [133], [142] The content was excessive and/or has poor quality.

[49], [142] The display induces too much cognitive load.

[142] The download time of the content is too slow.

[49], [161], [180], [46] The screen is not legible due to outdoor ambient light.

[105], [180] The screen is not legible due to reflection or glare.

[161], [46] Depth is overestimated or underestimated.

[181] [161] The application causes fatigue after extended use.

[181], [180] The device is too bulky or too heavy.

[181], [180] Hand interactions are difficult to perform.

[105], [142] The application is not responsive and/or provides no

feedback.

[180] The keypad is too small.

46



3.5. The Usability Scale

1. Difficulties in understanding the information arising from imperfections in

tracking and rendering, such as imprecise or unstable three-dimensional

registration and underestimation or overestimation of depth.

2. Cognitive difficulties arising from excessive content, lagging display, and

unresponsiveness of the application.

3. Difficulties related to doing multiple tasks (etc. walking while navigating)

and environmental factors, such as ambient light and glare on the screen.

3.5. The Usability Scale

To evaluate the manipulability and comprehensibility of a HAR system, I de-

veloped the manipulability scale and the comprehensibility scale which can be

used as separate questionnaires. The statements in the HARUS are derived from

the issues listed in Table 3.1. When combined, these questionnaires form the

HARUS, as shown in Table 3.2.

I score the HARUS similar to the SUS [13]. I designed it to have a two-factor

structure representing comprehensibility and manipulability. For each factor,

multiple questions are asked to help the users evaluate various aspects contribut-

ing to their experience with the HAR system. The HARUS is intended to measure

the usability of a HAR system given a target user group and a confined task.

The HARUS is composed of 16 statements (Table 3.2) that roughly correspond

to commonly encountered problems in HAR applications. Users were then asked

to rate their agreement by using a 7-point Likert scale. To compute the HARUS

score, I apply a similar method for computing the SUS score [13]:

1. For the positively-stated items, subtract one from the user response. For

the negatively-stated items, subtract the user response from seven.

2. Add all these converted responses.

3. Divide the sum by 0.96 to have a score ranging from 0 to 100.

The HARUS has a two-factor structure. Statements 1 to 8 are measures of

manipulability, whereas statements 9 to 16 are measures of comprehensibility.
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Table 3.2. The HAR Usability Scale

Manipulability Scale:

1 I think that interacting with this application requires a lot of body muscle

effort.

2 I felt that using the application was comfortable for my arms and hands.

3 I found the device difficult to hold while operating the application.

4 I found it easy to input information through the application.

5 I felt that my arm or hand became tired after using the application.

6 I think the application is easy to control.

7 I felt that I was losing grip and dropping the device at some point.

8 I think the operation of this application is simple and uncomplicated.

Comprehensibility Scale:

9 I think that interacting with this application requires a lot of mental effort.

10 I thought the amount of information displayed on screen was appropriate.

11 I thought that the information displayed on screen was difficult to read.

12 I felt that the information display was responding fast enough.

13 I thought that the information displayed on screen was confusing.

14 I thought the words and symbols on screen were easy to read.

15 I felt that the display was flickering too much.

16 I thought that the information displayed on screen was consistent.
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It is important to note that these statements are not exhaustive [128]. Rather,

they are measures belonging to an extensible set of indicators for manipulability

and comprehensibility. Similarly, I do not claim that these 16 questions and two

constructs are the strict operationism of usability in HAR. They are measures

belonging to an extensible set of indicators for usability. However, I showed

evidence in the succeeding three experiments that this set of measures is a good

approximation of usability in HAR.

The SUS [107] is composed of 10 statements that breaks the question “Is this

system easy to use?” into several aspects of the system. Similarly, the concept of

HARUS is to break down the questions “Is this system easy to handle?” and “Is

the information presented easy to understand?” so that the users find it easier to

give their feedback. When users are asked general questions like “Is this system

easy to use?”, they would not know how to weigh various aspects of the system

to come up with a single rating. They can give better feedback if they can rate

smaller, more specific aspects. These ratings can then be accumulated to gauge

their answer to the bigger, general questions.

There are many areas of HAR applications, including advertising, navigation,

work support, scientific visualization, etc. Some may argue that the main factors

affecting usability will vary according to the application area. Some may say

that the purpose of the HAR application is different, thus the requirements are

different. I offer two arguments why HARUS can be used to all application areas.

First, HARUS is not intended to give an overall evaluation of a HAR appli-

cation. Rather, it evaluates the suitability of HAR application to target users

and tasks. Usability evaluations are always with respect to the user and the task

[135]. For example, a sophisticated HAR application for work support might have

a lower HARUS score than a crude HAR application for advertising because the

tasks in work support are more difficult. This is fair because it is possible to

create a crude application that addresses the needs of a user for a specific task

and it is also possible to create a sophisticated application that does not address

the needs of a user for some other task. The evaluation is always relative to the

user groups and the tasks.

Second, I applied the best effort because I considered issues in as much appli-

cation areas as possible. I based HARUS only on known issues because I cannot
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predict future issues that will arise in new application areas. These known is-

sues will still be the problem in HAR applications in the next coming years.

Furthermore, I applied multiple experiments with multiple benchmarks including

both objective and subjective measures of usability. The experiments are both

practical and general.

3.6. Validity and Reliability of HARUS

I evaluated the validity and reliability of HARUS in three experiments. The tasks

are annotating text, status reporting and positioning arrows.

3.6.1 Experiment 1: Annotating Text

In this experiment, users evaluated an application for annotating text on real

objects found in the environment.

Some HAR applications aim to create AR content in situ. In the work of Lan-

glotz et al. [104], the users create virtual content directly onto the environment

by using only a smartphone. The usability of such an authoring system can be

evaluated using the SUS [107], although some information considering perceptual

and ergonomics issues are lost. Time on task can also be used to evaluate this

system because people who will find the application difficult to use would tend

to spend more time.

This experiment tests the ability of HARUS in evaluating a simple HAR

content authoring tool. I evaluated the concurrent validity of HARUS by checking

its correlation with SUS, a previously validated subjective measure. Furthermore,

I benchmarked against time on task, an objective measure. My hypotheses are

as follows:

H1. HARUS and SUS have a positive relationship.

H2. HARUS and time on task have a negative relationship.
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3.6.1.1 Experimental Platform

I implemented a simple HAR authoring tool for annotating text on real objects

(Figure 3.1, right). I used the PointCloud SDK1 to detect some natural feature

points in the environment. To register feature points, the user must move the

handheld device from side-to-side (Figure 3.1, left). Once the system detects

enough feature points, the user can add a text label onto the scene.

The application runs on iPad 2 tablets (A5 processor, 512MB DDR2 RAM,

32GB, 601 grams). I used the back camera (640x480 pixels, 30 fps) for sens-

ing, and 9.7 inch LED-display (1024x768 at 132 ppi) for display. The interface

was built using standard interface elements of iOS 6 such as labels, textfields,

keyboard, etc., as shown in Figure 3.1 (middle).

Figure 3.1. Simple HAR Authoring Tool for Annotating Text

3.6.1.2 Design and Procedure

Eighteen voluntary participants with ages ranging from 22 to 41 years old (M=27,

SD=4.0) participated in this experiment. First, the experimenters demonstrated

how to use the authoring tool. The participants were then asked to annotate

English translations on a rice cooker and annotate trivia on a paper bill (Figure

3.2). No time limit was given to do the tasks and the participants were free to give

1http://developer.pointcloud.io/sdk
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up. I offered this option because I found out in a pilot study that some people

fail to do the registration procedure. After finishing the task or giving up, the

participants answered the SUS and the HARUS questionnaires. Nine answered

the SUS first, whereas nine answered the HARUS first. I took note of the time

on task and I calculated the HARUS and SUS scores, as described in Section 3.5.

Figure 3.2. Authoring Tasks

3.6.1.3 Results of Validity

Fifteen participants finished the task with an average time of 8.1 minutes (SD=2.5).

The 18 participants gave the HAR authoring tool an average SUS score of 62

(SD=22) and an average HARUS score of 65 (SD=16). These scores are below

the acceptable SUS score of 70 and above [13].

The HARUS score has a very strong positive relationship with the SUS score

and a strong negative relationship with time on task (Table 3.3). Both findings are

significant, thereby supporting hypotheses 1 and 2. These findings are indicative

of the concurrent validity of HARUS.
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Table 3.3. Correlations (r) of HARUS, SUS

and Time on Task

1 2 3

1. HARUS 1.00

2. SUS 0.87*** 1.00

3. Time on Task -0.51* -0.59** 1.00

* significant at 0.05 level
** significant at 0.01 level
*** significant at 0.001 level

3.6.2 Experiment 2: Status Reporting

In this experiment, users evaluated an application for viewing virtual notes on

real devices for writing a report.

HAR applications commonly require users to read virtual information as-

sociated with real environments. This information could be an advertisement,

scientific data, historical information, etc. Aside from the SUS, this kind of com-

mercial application can be evaluated based on the “Affective Aspects and Media

Properties” (AAMP) construct of the MPUQ [155], such that, an easy to use

product would elicit positive emotional responses. Of the 14 statements measur-

ing AAMP, I chose 8 that were relevant to the task.

Furthermore, in work-related tasks, a useful HAR should lead to better work

output. This experiment also checked the relationship of the HARUS with the

verbosity of the status report. I assume that writing more words on the report

means that the report is more comprehensive and is thus of better quality. My

hypotheses are:

H3. HARUS and SUS have a positive relationship.

H4. HARUS and AAMP have a positive relationship.

H5. HARUS and report verbosity have a positive relationship.
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3.6.2.1 Experimental Platform

The HAR application enables users to view text annotations on real objects

(Figure 3.3, left and middle). The application runs on iPad mini tablets (A7

processor, 512MB DDR2 RAM, 16GB, 308 grams). The back camera (640x480

pixels, 30 fps) is used for sensing, and a 7.9 inch LED-display (1024-by-768 at 163

ppi). The application uses the PointCloud SDK for tracking and the standard

user interface elements of iOS 7 for the display.

Figure 3.3. HAR for Viewing Annotations on Equipment

3.6.2.2 Design and Procedure

Twenty voluntary participants with ages ranging from 19 to 46 years (M=28,

SD=8.1) participated in this experiment. Before performing the task, I explained

AR and its enabling technologies to the participants by using videos and slides. I

then demonstrated how to use the HAR application for viewing text annotations.

The participants assumed the role of a newly-hired maintenance staff. Their first

job is to report on the status of equipment by viewing the annotations made

by the previous maintenance staff. They then filled the report form that has

three columns – device, description of issue, and recommended action. To make

the report, the participants need to gather information from the HAR and the

devices, such as model, serial numbers, brand, etc. I gave them a time limit of 15

minutes to finish the task. I finally asked them to answer three questionnaires:
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HARUS, SUS, and AAMP. I computed the AAMP score similar to the method

for SUS.

3.6.2.3 Results of Validity

This kind of work-support task is not limited to those that use head-mounted

displays. Several researchers apply HAR because it is less intimidating and easier

to share, thereby facilitating collaboration with co-workers [161]. This task is

suitable for HAR because writing the report requires both information displayed

by the HAR system and information gathered from the real environment such

as the description of the device. The natural interaction pattern I observed is

as follows: First, the participants find a suitable angle that would reveal the

virtual information. They then freeze the screen and settle to a more relaxed

pose. Lastly, they switch between reading the screen and inspecting the device

when writing the report.

Only one participant was not able to finish the report under 15 minutes. The

rest were able to finish the report with an average time of 9.9 minutes (SD=1.9).

The participants made reports consisting of an average of 73.5 words (SD=19.5)

about 13 individual devices. They gave the HAR an average SUS score of 80

(SD=11) which is an acceptable SUS score. The average HARUS and AMMP

scores were 74 (SD=13) and 80 (SD=13), respectively.

Table 3.4. Correlations (r) of HARUS, SUS,

AAMP and Verbosity

1 2 3 4

1. HARUS 1.00

2. SUS 0.79*** 1.00

3. AAMP 0.75*** 0.82*** 1.00

4. Verbosity 0.12 0.23 0.43* 1.00

* significant at 0.05 level
*** significant at 0.001 level
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The HARUS scores have a very strong positive relationship with the SUS

and AAMP scores (Table 3.4). Both results are significant, thereby supporting

hypotheses 3 and 4. These results are indicative of the concurrent validity of

HARUS. I did not find any significant relationship between HARUS and verbosity

probably because having low word count could mean both lacking in information

(bad quality) or simply concise (good quality).

3.6.3 Experiment 3: Positioning Arrows

Positioning virtual objects is one of the most important tasks in authoring AR

contents. Currently, HAR has no established interaction metaphors thus various

methods of doing specific tasks need to be evaluated. One such task is adjusting

the 3D position of a virtual object in the real environment. For this experiment,

I implemented a device-centric method similar to the work of Anders Henrysson

and colleagues [66]. When the user selects the virtual object on the screen, the

position of the virtual object becomes fixed relative to the movement of the device.

As such, the user can drag the virtual object by moving the handheld device in

any direction.

Figure 3.4. Adjusting Arrows to Target Pillars with Different Heights

3.6.3.1 Design and Procedure

I asked the participants to position arrows on top of each of the eight pillars in

Figure 3.4. They did this twice, once with the pillars concentrated in the center

(Figure 3.4, left most) and once with the pillars farther apart (Figure 3.4, second
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from left). After the task, I asked all 23 of them to answer HARUS. Of the 23,

I only asked 7 to answer the SUS to save time. I took note of the time on task

and I measured the distance of each arrow to the target pillar as the positioning

error. In this experiment, I focused on comparing HARUS with time on task and

total positioning error with the following hypotheses:

H6. HARUS and SUS have a positive relationship.

H7. HARUS and time on task have a negative relationship.

H8. HARUS and positioning error have a negative relationship.

3.6.3.2 Results of Validity

The participants spent an average time of 18.2 minutes (SD=7.8) on the task

with an average total positioning error of 22.6 mm (SD=9.3). On the average,

the participants gave the application an SUS score of 57 (n=7, SD=19) and they

rated the application 58 (SD=15) on the HARUS. Based on seven participants,

HARUS has a very strong positive relationships with the SUS (Table 3.5). Fur-

thermore, based on 23 participants in Table 3.5, HARUS has a strong negative

relationship with the total amount of error but not with time on task. In other

words, participants who were less accurate with positioning the arrows tend to

give lower usability scores to the application. For this experiment, I found evi-

dence supporting hypotheses 6 and 8, but not 7.

3.6.4 Reliability of HARUS

After showing evidence of the validity of HARUS, the last step in developing an

evaluation tool is to measure its reliability. I computed the Cronbach’s alpha to

assess the internal consistency of my questionnaire based on the responses in the

experiments. All of the alphas are between 0.7 to 0.9. Thus, the HARUS has

good internal consistency, as shown in Table 3.6.
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Table 3.5. Correlations (r) of HARUS, SUS, Time on

Task and Positioning Error

1 2 3 4

1. HARUS 1.00

2. SUS 0.90** 1.00

3. Time on Task 0.87*** -0.10 1.00

4. Positioning Error -0.51* -0.35 -0.59** 1.00

* significant at 0.05 level
** significant at 0.01 level
*** significant at 0.001 level

Table 3.6. Cronbach’s Alpha (α) in Three Experiments

Experiment α Interpretation

Annotating Text 0.83 Good

Status Reporting 0.83 Good

Positioning Arrows 0.88 Good

3.6.5 Evaluation of Manipulability and Comprehensibility

Scales

Through the three experiments, I showed the validity and reliability of HARUS.

I demonstrated concurrent validity by providing evidence supporting six out of

the eight hypotheses. In all three experiments, the participants were able to

answer the questions consistently as measured by the Cronbach’s alpha. Aside

from these main findings, I explored some interesting relationships between the

factors of HARUS and other variables in my experiment.

The HARUS can be decomposed into two scores: the manipulability score

based on questions 1 to 8, and the comprehensibility score based on questions 9

to 16 (Table 3.2), which was computed similarly as the HARUS score (Section 5).
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In previous user studies of HAR applications, perceptual and ergonomic issues

are described to be interrelated in some user issues mainly because the manner of

handling the device affects the quality of visualization. Moreover, instability in

tracking makes the tasks longer. As such, participants report fatigue specifically

in the arms and hands.

In my experiments, I observed manipulability and comprehensibility to be

interrelated but moderate enough to be used as different scales. Table 3.7 sum-

marizes the correlations of these two factors of HAR usability. I only observed a

strong positive relationship in the positioning arrows task. For both annotating

text and status-reporting tasks, the correlations were moderate and not signif-

icant. As such, my guess is that manipulability and comprehensibility in HAR

depend on the target users and on the tasks. Therefore, these two factors must

be observed independently from each other. The HARUS is suitable for this

observation.

Table 3.7. Correlations (r) of Manipulability and

Comprehensibility in Three Experiments

Experiment Pearson’s r Interpretation

Annotating Text 0.40 moderate

Status Reporting 0.34 moderate

Positioning Arrows 0.61** strong

** significant at 0.01 level

Scoring the manipulability and comprehensibility factors of the HARUS re-

veals additional insights from the three experiments. In all three experiments,

comprehensibility has a stronger positive relationship with SUS compared to ma-

nipulability. The difference was small for the authoring scenario (Table 3.8).

However, the difference was pronounced for viewing text (Table 3.9) most prob-

ably because of the nature of the task. In the tasks for authoring text and

positioning arrows, manipulability was very important to the whole usability of

the interface because it required the users to do difficult hand movements such as

59



Chapter 3. Evaluation Framework and Usability Scale

moving the device, positioning information in 3D, and typing some text. On the

other hand, these input interactions are not considered in the status reporting

tasks. The focus of these tasks was to understand the information presented to

the user.

Table 3.8. Correlations (r) of HARUS Factors, SUS,

and Time on Task in Annotating Text Scenario

1 2 3 4

1. Manipulability 1.00

2. Comprehensibility 0.40 1.00

3. SUS 0.72*** 0.75*** 1.00

4. Time on Task -0.41* -0.45* -0.59** 1.00

* significant at 0.05 level
** significant at 0.01 level
*** significant at 0.001 level

In the status-reporting task, I did not find strong positive relationship be-

tween the HARUS score and the verbosity of the reports. However, a strong

positive relationship exists between the manipulability score and verbosity. In

other words, people who found the HAR easy to handle tend to write more words

on their report. I find this to be logical and I think that there are trade-offs in

user performance for activities that use the hands (e.g. handling the HAR and

hand-writing a report). I plan to investigate this more in my next experiments.

Although consistent with the results of HARUS, I observed differences in the

strength of correlations in the two factors for positioning arrows. Manipulability

has a strong negative relationship with positioning error compared to comprehen-

sibility. In other words, those who found the HAR device easy to handle tend to

make less error. Intuitively, one would guess that the usability of a device-centric

positioning interface would be affected more by the manipulability of the device

rather than comprehensibility.

Given that the manipulability and comprehensibility statements can be used
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Table 3.9. Correlations (r) of HARUS Factors, SUS, AAMP,

and Verbosity in Status Reporting Scenario

1 2 3 4 5

1. Manipulability 1.00

2. Comprehensibility 0.34 1.00

3. SUS 0.58** 0.70*** 1.00

4. AAMP 0.54* 0.68*** 0.82*** 1.00

5. Verbosity 0.41* -0.19 0.23 0.43* 1.00

* significant at 0.05 level
** significant at 0.01 level
*** significant at 0.001 level

Table 3.10. Correlations (r) of Comprehensibility, Manipulabi-

lity, SUS, Time on Task, and Total Positioning Error in Posi-

tioning Arrows Scenario

1 2 3 4 5

1. Manipulability 1.00

2. Comprehensibility 0.61** 1.00

3. SUS 0.83* 0.84* 1.00

4. Time on Task -0.07 -0.03 -0.10 1.00

5. Positioning Error -0.62** -0.49* -0.35 -0.21 1.00

* significant at 0.05 level
** significant at 0.01 level

as separate scales, I evaluated the internal consistency of the responses in three

experiments. Although the Cronbach’s alphas are slightly lower than those of

HARUS, both manipulability and comprehensibility have good internal consis-
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tency, as shown in Table 3.11. Thus, these two HARUS factors can be used as

separate scales in cases wherein researchers are only interested to measure these

factors.

Table 3.11. Cronbach’s Alpha of Manipulability and Comprehensibility in Three

Experiments

Experiment α Interpretation

Annotating Text Manipulability 0.71 Good

Comprehensibility 0.74 Good

Status Reporting Manipulability 0.81 Good

Comprehensibility 0.80 Good

Positioning Arrows Manipulability 0.81 Good

Comprehensibility 0.82 Good

3.7. Chapter Summary

HAR is novel interface that has a high potential for becoming a mainstream

technology. It is useful for delivering various content in many fields of application,

such as education. The development of new interaction metaphors and HAR

systems must also be accompanied with the development of new evaluation tools

and frameworks. Valid and reliable questionnaires are important for conducting

user studies to iteratively improve HAR systems.

I designed HARUS with sub-questionnaires, comprehensibility scale and mani-

pulability scale, based on ergonomic and perceptual issues of HAR. This approach

is advantageous because there are cases wherein standard questionnaires like the

SUS do not capture the unique issues in HAR. Moreover, distinguishing between

perceptual and ergonomic issues reveals that comprehensibility and manipula-

bility are separate constructs. The usability of a system can suffer more from

one of these two separate constructs, therefore, efforts in improving on one could

significantly improve the whole system.
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I showed the validity and reliability of HARUS in three experiments. My

experimental scenarios arise from my own interest in using HAR for real world

annotation in the near-field. As such, my experiments are not exhaustive of

various HAR scenarios. In particular, I do not have experiments of HAR systems

for the far-field. As such, it would be interesting to see if HARUS is also valid

and reliable for other specific cases wherein HAR is commonly applied.

HARUS is a tool for evaluating HAR applications with users as they perform

specific tasks. HARUS aggregates usability, comprehensibility and manipulabi-

lity into a single score. This score can be used by researchers and professionals

to compare between iterations of the same system, to prioritize among several

features of the same system, and to benchmark against previously evaluated im-

plementations of a HAR system. In Chapter 4, I used HARUS to evaluate my

own HAR system.
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CHAPTER 4

Evaluations of Situated Multimedia

Augmented reality (AR) is useful for presenting information situated in real en-

vironments. However, there are few research works exploring the design and

evaluation of AR for learning support. In this chapter, I treat AR as a type of

multimedia that is situated in real environments; i. e., I use multimedia learning

theory as a framework. I discuss my experiences in developing a HAR learning

support system for one specific use case – situated vocabulary learning. As part

of my summative evaluation, I use the HARUS discussed in Chapter 3 as well

as other measures of usability, memorization, and motivation. Results suggest

that AR may possibly be better for the retention of words and it may possibly

improve student attention and satisfaction.

4.1. Background

AR is the seamless integration of virtual objects and real environments [10]. In

AR, computer-generated information is placed in the world as if they co-exist

with real objects. It is an emerging technology that is finding applications in

education because of its possible benefits to teaching and learning [190]. However,

AR’s practical uses are relatively not well-undertood compared to those of virtual
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reality and other technologies [81] because few research work has been conducted

to substantiate its benefits to learning [72].

AR is useful for presenting the explicit relationship of virtual contents to

objects found in the real world. Researchers have shown some evidence that pre-

senting digital information together with the context of a real environment helps

memorization [57], [56]. They argue that AR has the potential to ease cognitive

load and that using AR allows users to form memory retrieval cues based on the

real environment. Although, these findings have not been tested on learning sce-

narios, it points to the possible advantage of using AR as the presentation method

for situated learning. Currently, handheld devices like smartphones are already

equipped with cameras and other sensors, enough processing power, and large

screens for delivering AR learning experiences [16]. For example, Kamarainen, et

al. [88] used a HAR system to support a fieldtrip in a local pond.

As of the time of this writing, though, there has been little empirical evidence

collected to substantiate or refute AR’s potential as a usable carrier of educa-

tional content. In my review in Chapter 2, I found only seven research articles

reporting evidence of AR’s effectiveness in improving learning outcomes. I ob-

served that AR’s impact on learning outcomes vary from a small negative effect

to a large postive effect. There are many factors attributed to this variation, such

as the comparison being made and the appropriate matching of the technology

to pedagogical needs. However, even with the current state of AR, researchers

already report that AR has positive effects on motivational factors of attention

and confidence [165].

AR is a good match for teaching culture and languages because it can be

used for presenting information relevant to places [116], [115]. In this research, I

limit language learning to vocabulary learning as the target of my HAR system.

I based the requirements of my system on multimedia learning theory, previous

vocabulary learning systems, and teacher’s feedback on AR. Because AR is a

kind of multimedia that is situated in an authentic environment, multimedia

learning theory [127], [126] can be applied for designing and evaluating AR’s

benefits to learning. After implementing the system, I conducted system usability

evaluations using the System Usability Scale (SUS) and my HAR Usability Scale

(HARUS). In my investigation, I reiterated some guidelines for applying AR to
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education, as well as added my own design goals. Finally, I evaluated student

learning outcomes and student motivation with my application.

The goal of this chapter is three-fold: I would like to develop an AR applica-

tion, test its usability, and test its effects on learning. To these ends, I demon-

strate my development and evaluation framework for prototyping AR learning

experiences. I apply AR to the task of memorizing vocabulary words. I then test

ARs effectiveness as a platform for a memorization task and examine its impact

on student motivation.

4.2. Related Work

The general public is becoming more familiar with AR mainly because of AR

browsers used for conveying a variety of location-based information [64]. Cur-

rently, people use AR browsers to see virtual annotations integrated with a live

video feed of the real environment. This integration promotes easier under-

standing of location-related information, such as names of buildings, distances

of restaurants, and arrows for navigation [56]. In the case of situated vocabulary

learning, instead of displaying names and direction, I designed a system that dis-

plays words and animations to teach new vocabulary words that are relevant to

the objects inside the environment.

4.2.1 Vocabulary Learning Systems

Mastering a foreign language relies heavily on building vocabulary necessary for

listening, reading, speaking, and writing [193]. Several creative approaches have

been developed to support such vocabulary learning, including hypertext annota-

tions in e-learning [29], collaborative multimedia [80], word games [114], virtual

environments [144], and interactions with robots [189]. The instructional designs

for these prototypes leverage three main strategies, namely, repetition, engage-

ment, and context. Acquiring new words requires repeated exposure to those

words [185]. This includes both memory rehearsal (e.g. pronouncing the words

several times) and spaced exposures (e. g. encountering the words several times

in conversations) [42].
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Several sophisticated systems have been developed in order to support context-

awareness in learning [139], [30], [145]. Context is important to vocabulary learn-

ing because students can use it to form stronger associations between the new

word and objects in the real world [138]. In vocabulary learning, context can take

many forms. Researchers have used personalized learning systems that tailor-fit

the vocabulary content to students’ internal context, i.e. their current level of

competence [192]. Researchers have also built vocabulary applications that lever-

age external contexts, such as studying in a library or eating in the cafeteria

[164].

Situated cognition argues that knowledge cannot be abstracted from the sit-

uation from which it was learned. Learning is always embedded in the activity,

context, and culture from which the knowledge was developed [20]. Learning vo-

cabulary words from dictionary definitions and a few sample sentences is inferior

to conversations and meaningful bodies of text. Words that students find useful

and words they actually use have better chances of getting acquired. Systems

for situated vocabulary learning take advantage of situated cognition by select-

ing words that are associated with the environment and teaching only the words

that are useful. Researchers are taking advantage of near-transfer or applying

the knowledge learned in a specific situation to an almost similar context [48].

In situated vocabulary learning, the words are learned in the context of its use

thus facilitating knowledge transfer. Moreover, it encourages the students by

illustrating the relevance of the vocabulary words.

Language is always situated in activities that are bound to an environment

with its accompanying physical, social, and cultural aspects. In two case stud-

ies, Wong and Looi [188] asked students to take pictures that illustrate English

prepositions and Chinese idioms. For nine weeks, students used mobile phones

to take pictures in school and at home. They then annotated the pictures with

sentences. These sentences were shared and revised with classmates making the

activity collaborative. In their study with 40 students, they have gathered 481

photo-sentence pairs, 124 revisions, and 134 comments. Although the students

enjoyed the activity, they observed that there is a wide variability in student

participation. Students contributed an average of 12.0 (SD=25.9) pictures, and

each offered the revision of 3.1 (SD=7.3) sentences.
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Researchers explain that ubiquitous, context-aware systems are useful for pro-

viding the necessary situated cognition [20] to language learning. To provide

location-aware systems, researchers have described wireless positioning techniques

and content distribution using the WLAN within their campus [69], [4], [53]. Us-

ing the campus WLAN and WCDMA, Liu [116] provided the content for HELLO,

an English language learning system. The system detects the location of the user

using QR codes spread around the school. At each location, students practiced

conversations with a virtual learning tutor. In their user testing with 64 students,

they report that the students who used the situated language learning approach

scored higher (M=89.4, SD=7.5) compared to those that used printed materials

and audio recordings (M=81.3, SD=9.6). This large effect size (d=1.0) is at-

tributed to practicing English in real-life situations, as well as, encouraging the

creative abilities of the students in handling conversations.

Instead of using WLAN positioning techniques and QR codes, Edge et al.

[51] took advantage of the sub-categories of Foursquare as the classification of

the establishment the user is currently in. They then generated the vocabu-

lary words that are frequently associated with that establishment. Users study

these vocabulary words via a mobile application called MicroMandarin. For four

weeks, 23 participants used their system to learn Chinese vocabulary words in

establishments in Shanghai and Beijing. Of all the participants, 68% felt that the

detection of their location was okay to great, and 91% found that the vocabulary

content was okay to great.

Similar to MicroMandarin, Vocabulary Wallpaper [39] is a microlearning mo-

bile application that takes advantage of idle times that people spend waiting in

different locations. Dearman and Truong [39] prototyped the Vocabulary Wall-

paper for casual learning of Italian in three types of establishments within the

vicinity of their university. Using GPS or network positioning, Vocabulary Wall-

paper determines which of the predefined establishment the user is in. The re-

searchers tested the application with 16 participants using it in four sessions.

The results show that the participants can recall an average of 23.3 (SD=17.1)

words, and recognize an average of 39.5 (SD=19.3) words out of all the 75 words.

Interestingly, the participants significantly (p¡0.05) gained more situated words

(M=9.27, SD=6.44; M=7.33, SD=5.68) than words that were designed to appear
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more frequently (M=6.73, SD=6.17).

Aside from presenting information related to the user’s current environment,

TANGO used RFID to tag the objects in the environment to present vocabulary

words relevant some objects found in that environment. They equipped a PDA

with an RFID readerto scan the environment. Users are presented with a question

through the PDA and they answer by tapping their PDAs to the correct object.

They evaluated the usability of TANGO in two user studies. In the first user study

with six students [140], TANGO has a perceived ease of use of 3.3/5 (SD=1.0)

and a perceived usefulness of 4.2/5 (SD=0.4). In the second user study with 16

students [141], TANGO improved its perceived ease of use at 4.3/5 and perceived

usefulness to 4.7/5.

Beaudin et al. [15] took TANGO to the next level by detecting more user

interactions with objects inside a house. Aside from tagging objects with RFID,

they use three more sensors – switches for opening and closing cabinets, water

flow detectors for the plumbing system, and piezo-triggered accelerometers to

detect movements of objects. Overall, they tagged over 100 objects inside the

house with 400 Spanish phrases. The system identifies the users through their

mobile phones. When they use a particular object (e.g. open a door, sit on a

sofa), the system plays the relevant English word and its Spanish translation. If

they want to browse previously encountered content, they can access the phrases

through their mobile phones. They asked a couple to use the system for 10

weeks. On the average, the phrases where presented 57 times per hour. However,

even at this intense interaction, the couple found it acceptable even for extended

use. The male participant recalled 158 of the 274 phrases he encountered, and

he correctly guessed 65 out of 126 phrases that were not presented to him. The

female participant recalled 79 of the 178 phrases presented to her, and she guessed

correctly 26 of the 92 phrases that were not presented to her.

My idea is to use AR for situated vocabulary learning. The most important

feature of situated vocabulary learning is the presentation of useful vocabulary

words relevant to the current environment. Based on the ARCS model [94],

relevance is one of the four factors to consider in creating motivating instruc-

tional materials. ARCS stands for attention, relevance, confidence, and satisfac-

tion which are the factors contributing to motivation in using learning materials.
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Among Keller’s suggestions is relating new information to something the student

is familiar with. In my case, I relate words with a familiar environment.

Existing applications can already deliver the relevant and useful information.

However, the visualization of information remains on the mobile phone screen.

The users are expected to find the relationship of the vocabulary to their sur-

roundings (e.g. by looking around). This relationship is not always obvious.

Using AR, I improved the presentation method by annotating real objects with

sound, text, images, and animations that are three-dimensionally registered onto

the environment. This kind of visualization is beneficial to situated vocabulary

learning because it explicitly illustrates the relationship of the vocabulary with

the objects found in the current environment.

4.2.2 Multimedia Learning on AR Annotation

In multimedia learning theory, multimedia refers to pictures and words (both

written and spoken). It has three assumptions, namely, dual-channels, limited

capacity, and active processing. First, humans have two separate channels for

perceiving visual and auditory information. Second, individuals can only attend

to a limited amount of information at any given time. Lastly, learning only takes

place if the learner actively processes incoming information by connecting it to

prior knowledge. Multimedia learning identifies five cognitive processes [127],

[126] in learning:

1 Selecting words

2 Selecting images

3 Organizing selected words

4 Organizing selected images

5 Integrating incoming information with prior knowledge

Situated vocabulary learning leverages the prior knowledge of places, thereby

promoting better learning experiences. Visualizing the information in context-

rich environments using AR annotation can aid students in creating meaningful
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associations between the content and the real environment. This promotes having

a more elaborated knowledge and having more memory retrieval cues. Situated

multimedia aids in the cognitive process of integrating incoming information with

prior knowledge. This argument is consistent with the findings of Fujimoto et al.

[56], [57]. However, AR annotation is also prone to presenting too much infor-

mation and too much context from the environment leading to cluttered displays

[145], [63]. This problem arises because the environment cannot be controlled

by the author of the content. Whereas, all other types of multimedia (books,

computer applications, virtual environments, etc.) give authors full control of

the content. For example, they can make an illustration as abstract or as con-

textualized as they like by removing or adding details. In the case of AR, the

environment is a given and authors of AR learning contents must make use of

the environment creatively.

Cluttered displays hamper the cognitive processes of selecting and organizing.

As such, in order to benefit from AR visualization, we need to make sure that

we design against visual clutter for the HAR application. I can confirm if I

am successful or not with the design by conducting usability evaluations [61]. To

conduct usability evaluations, I use a general system usability questionnaire called

the System Usability Scale or SUS [107]. Another useful tool is my Handheld

Augmented Reality Usability Scale (HARUS) discussed in Chapter 3. HARUS

has a comprehensibility component which measures the ease of understanding of

an AR visualization.

Given that individuals have a limited capacity of information to which they

can attend to, Lin and Yu [113] investigated the cognitive load induced by differ-

ent types of media presentations on a mobile phone. In their study with 32 eight

graders, they investigated the use of four multimedia modes, namely, text, text

with audio, text with picture, and text with audio and picture. They discovered

that the multimedia mode does not have a significant effect on vocabulary gain

and retention. However, the learners rated the combined text-audio-picture as

the mode that induced the least cognitive load.

Lin and Wu [112] investigated the use of these four multimedia modes in a

succeeding study with 423 junior high school students. They did not find any

significant differences in vocabulary recognition nor in any interaction between
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multimedia modes and learning style preferences of the student. However, the

group who used text with audio and picture performed best in listening tests,

followed by the group who used text with sound. This result confirms the intuition

that audio annotations contribute to the construction of phonological knowledge

of words and to the application of this knowledge in listening to sentences. More

importantly, results show that the learning effects of the audio were maintained

for two weeks with minimal attrition. Based on these works, I implemented

features in my AR system that allow users to access text, audio, and pictures.

In a separate study with 121 senior high school students, Lin and Hsiao [111]

studied the effects of the use of still images against simple animations in vo-

cabulary learning. Their results showed that the animation group performed

significantly better in learning Chinese and English vocabulary words compared

with the image group. Thus, recommend the use of animations to illustrate verbs

and processes. To facilitate better understanding of vocabulary in my HAR sys-

tem, I include a renderer for sprite sheet animations. I found this feature to be a

simple solution to illustrate verbs.

4.2.3 Practical Considerations in Applying AR

Aside from providing evidence of benefits in the learning process, AR must also

adhere to some practical considerations in order to adopt them in schools. Cuen-

det et al. [35] shares five design principles for adopting AR for classroom use.

The five design principles are integrating AR to other class activities, empowering

the teacher, providing the teacher awareness of the state of students, flexibility to

adapt the activities to evolving scenarios, and minimizing functionalities to what

is required at a given time.

Based on a survey with teachers and student in Malaysia, Sumadio and Ram-

bli [173] observed that although most of them experienced AR for the first time,

they perceived that the demonstrations presented to them are useful for educa-

tional practice. The prototype they showed was an AR learning experience for

physics experimentation on heat absorption. Teachers and students expressed

that bringing in AR to educational use would make the learning process more

enjoyable. The other perceived benefits are better visualization and being able

to simulate an experiment before the actual one. From this example, the partic-
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ipants suggest that it is better to improve the realism of the virtual objects and

expand the prototype to cover other experiments that are within the Malaysian

physics curriculum.

Based on my interviews with teachers in the Philippines, AR is perceived to

be useful because it offers learning by experiencing some activity that cannot be

done now in the classroom. (I discuss this further in Chapter 5.) Although more

conventional mediums of instruction will always remain relevant, the teachers

would like to take advantage of various technological interventions to connect

with their students. Currently, the teachers are interested in using AR to motivate

class participation and to hold the attention of students. This sentiment echos

the “empowerment” design principle of Cuendet et al. [35] which states that the

teacher should remain the central point of class interaction.

However, the teachers also expressed their concern about the use of AR tech-

nology. In order to adopt AR technology for the classroom in the next few years,

engineers should consider the cost of the technology, usability, and time con-

straints, including the time to set up and cover the required materials for class.

This feedback is related to the minimalism principle of Cuendet et al. [35]. En-

gineers must limit the functionalities of the system to what is required. Adding

more functionalities than required would make AR more difficult to use.

4.3. System Design and Implementation

I created a HAR system that can display any combination of multimedia including

image, animation, sound, and text on a real environment. The AR annotations

are either labels or sprite sheet animations. I then created two AR applications

for learning Filipino and German words in a real environment. I accomplished

this by simply filling the HAR system with content for the situated vocabulary

learning of Filipino and German words.

4.3.1 Design Goals

To summarize what I discussed so far, I list the following design goals based

on multimedia learning, past works on situated vocabulary learning, and some

practical considerations for future adoption to educational settings:
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1. Minimize visual clutter

2. Support cognitive processes of selecting, organizing, and integrating infor-

mation

3. Allow interactions with the environment and objects in the environment

4. Present multimodal information, namely, texts, images, and sounds

5. Use animations when appropriate

6. Apply cheap and accessible technology

7. Make the contents easy to create

8. Limit the interactions

4.3.2 The FlipPin HAR System

Figure 4.1 illustrates the package diagram of my system and Figure 4.2 shows

the sample interface enabled by my system. The main part of the system is

the Controller, which has access to learning contents, sensor (camera), and user

inputs. The Controller receives the marker ID and camera view matrix from

the Tracker and uses these information to specify the behavior of the on-screen

display. The Tracker was built using ARToolKit, and the Renderer was built on

OpenGL ES 2.04.

I use ARToolKit [89] to measure the camera pose with respect to the target

object. Fiducial markers in the video feed is located using the ARToolKit, which

also outputs the marker’s ID and the matrix representing the current view of the

camera. The image is transformed to the correct view using the matrix, and then

it is rendered accordingly using OpenGL ES 2.04.

My AR system runs entirely on iPad tablets. For my experiments, I used the

iPad 2 (dual-core A5, 512MB DDR2 RAM, 32GB, 601 g, 9.7 in display, 1024-

by-768 at 132 ppi), and the iPad mini (64-bit A7, 512MB DDR2 RAM, 16GB,

331 g, 7.9 in display, 1024-by-768 at 163 ppi). The system works with fiducial

markers (Figure 4.2) to determine the target object and the viewing angle of the

tablet’s back camera. I used the back camera set to 640x480 pixels at 30 fps to
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Figure 4.1. Package Diagram of the HAR System

sense the marker and to provide a video feed. After identifying the marker, the

system loads the corresponding audio, text, and image. Audio and text can be

accessed using buttons (listen, translate, and describe). The images can either

be still images or sprite sheet animations (Figure 4.3; Figure 4.1). The images

are transformed depending on the camera view and are inserted in the video feed

to suggest three-dimensional registration, that is, to give an impression that the

graphics co-exist with the real objects.

4.3.3 Situated Vocabulary Content

I used the platform describe in Figure 4.1 to create two situated vocabulary

learning systems – one for 30 Filipino words and the other for 10 German words.

I based the design of the content from previous works [111], [113], [112]. I used

a combination of text, audio, images, and animations as content. The text data

are the vocabulary, its translation in English, and the description of the scene

(only for the Filipino version). The audio data is the proper pronunciation of

the vocabulary as spoken by a native speaker. The image data are text labels,
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Figure 4.2. Sample Interface for Situated Vocabulary Learning

images, or animations, as shown in Figure 4.3.

4.4. User Studies on FlipPin

I explored the strengths of AR annotations for situated vocabulary learning over

a non-AR counterpart (Figure 4.4) in two experiments. In particular, I am in-

terested in the effects of AR on memorization and student motivation. Through

these experiments, I evaluate the use of AR annotation for presenting vocabulary

content that is situated in the real environment. I compared the AR systems to a

non-AR version which is a tablet application that mimics flash card interaction.

My comparison does not employ any kind of special instructional design, such

as game mechanics and collaboration. As summarized in Table 4.1, users simply

point the tablet PC to objects found in their environment when using my AR
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Figure 4.3. Label for Nouns, Sprite Sheet Animation for Verbs

application. On the other hand, the flash cards application allows the user to flip

through contents by pressing either next or previous.

I considered inherent features of the interaction as part of the treatment.

Thus, I made no attempts to control them. For example, one advantage of an

AR learning system is that the students see the real objects in their surroundings

even when they are not studying. I imagine this feature to trigger unintended

rehearsal of the vocabulary, thereby improving memorization. This unintended

rehearsal is part of AR learning. Thus, I did not control this aspect. I did not

forbid the students in the AR treatment from visiting the study place when they

are not studying.

Another inherent feature is that students tend to cover all the vocabulary

words several times in one study session when flash cards are used. The flash

cards are sequentially arranged, and students try to go through all the content

two to four times in one sitting. Even if this is the case, interventions were not

made because it is an inherent feature of the use of flash cards. Moreover, advising

the students who use the AR system to view all the content several times will

interrupt their natural learning style.

For my experiments, I controlled both location and time constraints. All

of my students were only allowed to use the applications inside their respective

laboratories. However, the applications are available to them at any time they

want to study on that day. Given these features, I had seven hypotheses which

I tested for significance in the 0.05 level via student’s t-test. The hypotheses are

as follows:
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Figure 4.4. Non-AR version of the AR Applications

1. Students will perform worse on a delayed post-test with non-AR compared

with the immediate post-test.

2. Students will perform worse on a delayed post-test with AR compared with

the immediate post-test.

3. Students will perform better in an immediate post-test with non-AR.

4. Students will perform better in a delayed post-test with AR.

5. Students will rate AR as a more motivating instructional material.

6. Students will maintain their attention better with AR.

7. Students will find the contents presented through AR to be more relevant

to them.

8. Students will feel more confident with non-AR.

9. Students will feel more satisfied with AR.
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Table 4.1. Summary of Comparison of Two Interfaces for Vocabulary Learning

AR Application Non-AR Application

Interaction Users find an object with a

marker. They then point the

tablet PC to the marker to re-

veal the content.

Users press “next” or “previ-

ous” to switch between con-

tents.

Inherent

Feature

Users can see the markers in

their environment even when

they are not studying.

Users can quickly go through

all the material because they

are arranged in a series.

Visual Dis-

play

Texts, images, sounds, and

animations are displayed in

on the real environment.

Illustrations are shown on a

white background.

Place and

Time

Users can only use it inside

their laboratory at any given

time.

Users can only use it inside

their laboratory at any given

time.

4.4.1 User Study 1: Filipino Vocabularies

I adopted a between-groups approach with 31 participants (26 male, 5 female,

aged 23 to 42, information science graduate students) to test my application for

studying Filipino words. The first languages of the participants are Japanese (13),

Chinese (5), Portuguese (3), German, English, Turkish, Bosnian, Indonesian,

Finnish, Arabic, Spanish, Nepali, and Wolof. In my experiments, I divided the

people into the treatment groups with consideration to the distribution balance

of their first languages.

Eighteen participants were recruited from one laboratory. I set up my system

inside their laboratory (Figure 4.5) so that they can learn words related to their

refreshment area. All of them have experienced using an AR application before,

thus AR is not a novel technology for them. Thirteen participants from three

laboratories were asked to use the non-AR version. Similar to the AR group,

the non-AR group had used AR before and they are familiar with other novel

interfaces. I distributed tablet computers to them with the flash cards application

installed.
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Figure 4.5. Refreshment area with markers (left), Learner using situated vocab-

ulary learning (middle), Learner using non-AR vocabulary learning (right)

The participants used the assigned application for a recommended duration

of 10 to 15 minutes per day for five days. The AR version was used inside a

refreshment area with a maximum of four people using the application at the

same time (Figure 4.5). On the other hand, the learners used the non-AR version

wherever they went inside their laboratory office.

For my comparative analysis, I evaluated the usability of the application and

the participants’ learning outcomes. On the fifth day, the participants answered

the questionnaires to measure the perceived usability of the applications. They

then immediately took a post-test. After 12 to 14 days, they took a delayed post-

test. The immediate post-test (27 items) and delayed post-test (24 items) consists

of questions on recognizing the word in a multiple choice question, recalling the

translation of the word, and guessing which word fits in different contexts.

Lastly, both AR and non-AR applications logged time-stamped button pushes,

words studied, as well as tablet acceleration and orientation based on the built in

sensors. I did not notice any burden on the application due to the system logging

even after extended use.

4.4.2 User Study 2: German Vocabularies

I adopted a within-subjects design with 14 participants (8 male, 6 female, aged

17 to 20, Filipino undergraduate students) to test the application for learning

20 German words (10 for AR and 10 for non-AR). Each participant used the

AR and non-AR versions for a maximum of eight minutes. Seven used the AR
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version first, whereas the other seven used the non-AR version first to balance

ordering effects. For the AR version, the learners viewed the content on a small

area around a laboratory technician’s desk. The markers were placed near each

other in a small area to minimize the time spent on transferring from one object

to another. This was important because I wanted to observe the study time of

the students. For the non-AR version, they used the application while sitting

inside the same room.

The students are then asked to answer 10 multiple choice questions that test

their skill to recognize a word using a recognition game (Figure 4.6). Aside

from logging the answer, I also logged the time it took for the learner to answer

the question. After taking the quiz, the participants also answered a subset

of the Instructional Materials Motivation Questionnaire or IMMS. I picked 30

questions that are applicable to my system out of the 36 questions listed in the

work of Huang et al. [71]. IMMS models the extent of motivation one gets

from an instructional material by using the ARCS model (Attention, Relevance,

Confidence, and Satisfaction). This model had been previously applied to AR

instructional materials by Di Serio et al. [47].

4.5. Results and Discussion

My experiments involved a small sample size, thus the results should be inter-

preted with caution. These experiments should be replicated with a bigger sample

size. Nevertheless, these results can guide future design of AR systems and exper-

iments in situated vocabulary learning with AR. In my experiments, I observed

significant decrease in immediate to delayed post-test scores with non-AR, but not

for AR suggesting that students who learned via AR retained more vocabulary.

No significant differences were observed in learning outcomes between using AR

and non-AR applications for vocabulary learning. However, students report bet-

ter attention and satisfaction in using my system. In summary, I found evidence

that supports hypotheses 1, 3, 6, and 9 but not 2, 4-5 and 7-8.
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Figure 4.6. Screenshot of the Recognition Game

4.5.1 Comparison of Usability of Applications

I computed the SUS score and its factors from the participant responses in Ex-

periment 1. The results in Table 4.2 show that the AR application has an SUS

score of 74, which is close to the score of the non-AR application (80). Accord-

ing to Sauro [160], both interfaces were above average (SUS score>68). Thus,

they were both good interfaces. Moreover, the results in Table 4.3 show that my

participants did not have difficulty in learning these new interfaces.

I found a marginally significant difference between the two interfaces with

a moderate effect size (d=0.63). Despite the differences in usability, using these

applications for comparison was reasonable because both represent my best effort

and both had above average usability. I achieved a good usability score because

I applied previous research in multimedia learning. Furthermore, my current

interface features were minimal and the task was simple.
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Table 4.2. Summary of SUS Scores

Application N Mean SD T value p value

SUS Score AR 18 74 12 1.64 0.055

Non-AR 13 80 6

Table 4.3. Summary of SUS Factor Scores

Application N Mean SD T value p value

Usability AR 18 70 14 1.50 0.073

Non-AR 13 76 7

Learnability AR 18 90 13 1.53 0.068

Non-AR 13 96 5

4.5.2 Manipulability and Comprehensibility of FlipPin

Aside from the SUS, I used HARUS (Chapter 3) to evaluate the usability of my

system. HARUS is specifically design for HAR. It has two factors relevant to

HAR, namely, manipulability and comprehensibility. Manipulability corresponds

to the ease of handling the device when doing certain tasks. Usability ques-

tionnaires for software and mobile phones do not usually cover manipulability

because software tends to be stationary and mobile phones tend to be held with

a fixed posture. AR, on the other hand, requires the user to move around while

pointing their handheld devices at various angles. This can be difficult sometimes

due to unstable tracking of the natural environment, among other reasons. The

second factor of HARUS is comprehensibility which is the ease of understanding

the presented information. Although comprehensibility is common to all types

of software, HARUS is designed for users to respond to AR-specific issues, such

as the alignment of virtual contents and real environments, visual clutter, depth

perception, etc.

Table 4.4 summarizes the HARUS score and its factors. My current prototype

scored 61 (out of 100) in terms of overall usability, with a score of 63 on mani-

pulability and 59 on comprehensibility. Compared to the usability score of 74, I

think that I got a lower usability score from HARUS because it is more sensitive

to AR applications. This current score can be used as a reference for the next
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Table 4.4. Summary of HARUS Scores and its Factors

HARUS Manipulability Comprehensibility

AR 61 63 59

iteration of my application. It could also be used as a benchmark for other AR

applications for situated vocabulary learning. Through the use of HARUS, I may

be able to compare HAR systems more accurately. However, its results should be

interpreted with caution because HARUS is a relatively new questionnaire with

some evidence of validity and reliability.

One of the straight-forward ways to improve the system is to use lighter de-

vices. Some students reported that the iPad 2 is too heavy and it requires the

use of two hands. Another way to improve the manipulability of my system is to

use some ergonomically-designed handle for tablets, such as the work of Veas &

Kruijff [181].

I think that applying markerless tracking, such as point cloud-based tracking

using the PointCloud SDK, would decrease comprehensibility if I cannot detect

good enough features to track the environment. Moreover, such feature registra-

tion process would be difficult to create if the content authors are teachers. For

my current application, simply printing markers and placing them in the envi-

ronment is an easier and more stable way of tracking the environment. However,

I expect both markerless tracking technology and tablet computing power to im-

prove significantly in the next few years. At that time, switching to markerless

tracking would be practical.

4.5.3 Comparison of Information Retention

Table 4.5 is a summary of the results comparing the immediate and delayed post-

test scores in Experiment 1. For the AR group, six people were not able to take

the delayed post-test because they were inaccessible. (They were at their home

towns at the time and did not check their emails 12 to 14 days after the study

phase.) Both AR and non-AR groups decreased from immediate to delayed post-

test scores. The difference for the non-AR group is significant with a large effect

(d=0.84). Whereas, the differences for AR is marginally significant, with a small
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Table 4.5. Comparing Immediate and Delayed Post-Tests

Application Post-Test N Mean SD T value p value

AR Immediate 18 71% 20% 1.46 0.058

Delayed 12 68% 23%

Non-AR Immediate 13 86% 20% 3.42 0.001

Delayed 13 70% 18%

Table 4.6. Comparing Immediate and Delayed Post-Tests for Nouns

Application Post-Test N Mean SD T value p value

AR Immediate 18 79% 19% 1.30 0.100

Delayed 12 69% 25%

Non-AR Immediate 13 90% 14% 2.78 0.005

Delayed 13 71% 21%

effect size (d=0.14). Thus, I found evidence supporting hypothesis 1 but not

hypothesis 2.

These results are consistent with the work of Fujimoto et al. [57], [56] which

reports that information associated with a place is better remembered. In my

case, vocabulary that’s associated with a place is better remembered than those

that were abstracted (non-AR). However, I believe that an experiment with high

sample sizes is necessary in order to better support this claim, and to better un-

derstand how familiar places contribute to the integration process of multimedia

learning.

In this experiment, labels were used as annotations for nouns, whereas sprite

animations were used as annotations for verbs. I separated the scores related to

nouns and verbs. Based on the results shown in Tables 4.6 and 4.7, I observed

that AR led to better retention. Using the non-AR application led to a significant

difference for nouns with a large effect size (d=1.06). For verbs, I did not observe

a significant difference. However, there is a 9% difference between the immediate

and delayed post-tests.
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Table 4.7. Comparing Immediate and Delayed Post-Tests for Verbs

Application Post-Test N Mean SD T value p value

AR Immediate 18 64% 23% 0.75 0.230

Delayed 12 71% 27%

Non-AR Immediate 13 82% 24% 1.03 0.157

Delayed 13 70% 18%

Table 4.8. Comparing AR and Non-AR

Post-Test Application N Mean SD T value p value

Immediate AR 18 71% 20% 2.14 0.020

Non-AR 13 86% 20%

Delayed AR 12 68% 23% 0.31 0.380

Non-AR 13 70% 18%

4.5.4 Comparison of Post-Tests

Table 4.8 compares the immediate and delayed post-tests in Experiment 1 for AR

and non-AR. In the immediate post-test, the non-AR group scored significantly

higher with a moderate effect (d = 0.75) compared with the AR group thus

supporting hypothesis 3. I observed the same results for both nouns (d=0.66)

and verbs (d=0.77), as shown in Tables 4.9 and 4.10, respectively. The breakdown

in Table 4.11 shows that the AR group scored lower than the non-AR group in

all types of questions. This result is indicative of an overall inferior mastery of

content rather than a weakness in a particular question type.

In most practical cases, people do not usually apply their learning immediately

Table 4.9. Comparing AR and Non-AR for Nouns

Post-Test Application N Mean SD T value p value

Immediate AR 18 79% 19% 1.86 0.037

Non-AR 13 90% 14%

Delayed AR 12 69% 25% 0.27 0.400

Non-AR 13 71% 21%
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Table 4.10. Comparing AR and Non-AR for Verbs

Post-Test Application N Mean SD T value p value

Immediate AR 18 64% 23% 2.13 0.020

Non-AR 13 82% 24%

Delayed AR 12 71% 27% 0.24 0.410

Non-AR 13 70% 18%

Table 4.11. Immediate Post-Test Scores for Each Question Type

Question Type Application N Mean SD T value p value

With illustrations AR 18 87% 12% 0.99 0.163

Non-AR 13 92% 20%

Recognizing Filipino AR 18 80% 15% 2.54 0.008

with Choices Non-AR 13 94% 15%

Recognizing Filipino AR 18 64% 30% 1.95 0.031

without Choices Non-AR 13 83% 24%

Translating from AR 18 55% 31% 2.54 0.008

English to Filipino Non-AR 13 81% 23%

Transfer word usage AR 18 75% 19% 2.40 0.012

with choices Non-AR 13 91% 16%
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Table 4.12. Delayed Post-Test Scores for Each Question Type

Question Type Application N Mean SD T value p value

With illustrations AR 12 71% 27% 0.26 0.400

Non-AR 13 73% 16%

Recognizing Filipino AR 12 67% 23% 0.70 0.247

with Choices Non-AR 13 72% 13%

Recognizing Filipino AR 12 69% 30% 0.09 0.463

without Choices Non-AR 13 71% 27%

Translating from AR 12 65% 28% 0.10 0.462

English to Filipino Non-AR 13 64% 33%

Transfer word usage AR 12 64% 25% 0.87 0.196

with choices Non-AR 13 71% 19%

after studying. Rather, they would use their knowledge after a few days, either

for a test or to apply it to a new lesson. As such, the delayed post-test is a more

important point of comparison for learning than the immediate post-test. After

12 to 14 days, the significant difference in learning disappeared (Table 4.12).

This is consistent with results of Lin and Yu [113] who reported that various

multimedia modes did not have significant differences. However, the students did

report differences in cognitive load. In experiment 1, the participants are graduate

students who may not be sensitive to differences in cognitive load induced by

an interface. For experiment 2, I asked a younger group of students to test

my interface because they may be more affected by differences in cognitive load

induced by interfaces.

4.5.5 Comparison of Post-Tests with SUS as Covariant

Assuming that implementation quality was a factor affecting the learning of the

students, I could do fairer comparisons of post-test scores if both AR and non-AR

applications have almost the same SUS score. However, I observed a small dif-

ference of six SUS points between the AR and non-AR applications. I conducted

ANCOVA to take into account this difference in usability.

I can conduct ANCOVA because the difference in SUS score was not sig-
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Table 4.13. ANCOVA of Post-Test Scores with SUS Score as Covariant

Post-Test Application N Mean SD Adj. Mean F value p value

Immediate AR 18 71% 20% 72% 2.14 0.090

Non-AR 13 86% 20% 85%

Delayed AR 12 68% 23% 69% 0.00 1.000

Non-AR 13 70% 18% 69%

Table 4.14. Duration of Application Use (in minutes)

Application N Mean SD T value p value

Usage AR 18 29.7 10.7 2.88 0.004

Non-AR 13 55.8 36.5

nificant. I also checked the homogeneity of variances using the Levene’s test.

The results of the Levene’s test showed that there are no significant differences

(p>0.05) in variances. The ANCOVA results in Table 4.13 are almost similar

to the ANOVA results in Table 4.8. Marginally significant differences were ob-

served in the test scores of AR and non-AR groups for the immediate post-tests.

However, there is almost no difference in the delayed post-tests.

4.5.6 Comparison of Usage of Applications

To gain insight to the differences between studying with AR and non-AR applica-

tions, I calculated the total amount of time the application is open, and the total

number of button pushes for listen, translate, and describe buttons. I found that

the non-AR application was used significantly longer compared to the AR appli-

cation (Table 4.14) – a finding I already expected after observing the participants

study on the first day and on the fifth day.

In order to study with the non-AR application, the students had to keep the

application open for the entire study period. However, when studying with AR,

the students could put the application down and rehearse the words by going

through each object in the room and calling out the vocabulary. In this case,

using the application becomes unnecessary because the room itself represents the

learning material. I think this connection with the digital content and the place
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Table 4.15. Frequency of Button Pushing

Button Application N Mean SD T value p value

Listen AR 18 408 364 1.01 0.160

Non-AR 13 262 168

Translate AR 18 40 23 2.32 0.015

Non-AR 13 16 23

Describe AR 18 69 70 0.35 0.365

Non-AR 13 58 88

is one important feature of AR that could be exploited for situated learning.

I also found some differences in the amount of buttons pushed in the AR

application compared with the non-AR counterpart. All three buttons (listen,

translate, and describe) where used more in general, with the translate button

being pushed significantly more. This could mean that AR may be more moti-

vating for students, specifically for maintaining attention as Di Serio et al. [47]

reported. In another study, Ibanez et al. [72] reported AR’s influence on learners’

flow state, specifically on concentration, distorted sense of time, sense of control,

clearer direct feedback, and autotelic experience. As such, for experiment 2, I

applied the IMMS similar to Di Serio et al. [47] to observe motivation. For

Experiment 2, I removed the describe button because students did not use it as

much, and I did not see any significant differences in its use.

4.5.7 Comparison of Recognition Test

There was no significant difference between the recognition test between using

AR (M=94%, SD=8%) and using non-AR (M=95%, SD=8%) for vocabulary

learning. On the average, the non-AR group answered my multiple questions

faster (M=2.28 s, SD=0.92 s) than the AR group (M=2.60 s, SD=1.03 s) for

each question. However, this difference was not significant.
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Table 4.16. Summary of the IMMS Score

Application N Mean SD T value p value

Motivation AR 14 76 12 1.34 0.096

Non-AR 14 71 11

4.5.8 Comparison of Student Motivation Factors

Experiment 2 focuses on evaluating motivation by using the ARCS model. Al-

though two interfaces can arrive at the same learning result, performance in tests

should not be the only measure of success in creating interfaces. User experience

is another important consideration. As such, I also evaluated the interfaces in

terms of its ability to motivate students to learn.

Overall, the difference between the IMMS ratings of AR and non-AR are only

marginally significant (Table 4.16). However, looking at the factors of the IMMS

(Table 4.17) significant differences were observed in the attention and satisfaction

factors. The students report that the AR application catches and holds their

attention more than the flash cards application. This is consistent with the

observations of Di Serio et al. [47]. Moreover, they report higher satisfaction with

their learning experience. The learners were slightly more confident to use flash

cards probably because it is a more familiar interface. This finding is opposite

of that of Di Serio et al. [47]. The learners rated AR to be higher in relevance

by five points, which is attributed to the implicit connection between learning

contents and real environment. However, no statistical significance was observed

for the relevance and confidence factors.

4.6. Chapter Summary

AR is useful for presenting situated multimedia. In this chapter, I discussed my

experience in developing and evaluating an AR system for learning experiences

based on real environments. As part of my development process, I drew design

goals from multimedia learning theory, past systems for vocabulary learning, and

needs of teachers. I then created a HAR system for displaying situated multimedia

(text, image, sound, and animation). As a use case of the AR system, I filled the
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Table 4.17. Factors of the IMMS Score

Factors Application N Mean SD T value p value

Attention AR 14 75 14 1.84 0.038

Non-AR 14 65 14

Relevance AR 14 74 14 0.97 0.172

Non-AR 14 69 13

Confidence AR 14 80 12 0.74 0.232

Non-AR 14 83 8

Satisfaction AR 14 77 16 1.71 0.049

Non-AR 14 66 18

system with Filipino and German vocabulary contents, thereby creating two AR

applications for situated vocabulary learning.

I evaluated the AR applications by combining methods in human-computer in-

teraction, usability engineering, and education technology. I observed differences

in immediate post-tests results, with students who used the non-AR application

scoring better than those who used AR. This effect is only temporary as both AR

and non-AR users have almost equal scores in the delayed post-tests. Moreover,

I observed a larger difference between immediate post-test to delayed post-test

with the non-AR application. This suggests that using AR resulted to better

retention.

Aside from differences in post-tests, the potential of AR lies in the difference

in the learning experience, more specifically, reducing cognitive load, improving

attention, and increasing satisfaction. My experiments suggest that using AR

annotation may lead to better retention, attention, and satisfaction.

92



CHAPTER 5

Evaluations of AR X-Ray

Augmented reality (AR) annotations usually refer to virtual overlay on top of

or beside real objects and scenes. However, advances in AR techniques allows

the creation of illusions wherein virtual objects appear to be inside a real object

or behind a scene. In this case, we refer to this AR annotation to be internal.

Internal annotation is achieved using AR X-ray. Unlike other AR techniques,

there are few studies investigating how AR X-ray affects human perception. Aside

from human perception, there are few studies exploring the appropriateness of

AR X-ray to educational settings.

In Part 1 of this Chapter, I conducted preliminary evaluations of the AR X-

ray with teachers and students. I identify legibility as one of the possible usability

issues affecting AR X-ray. Legibility contributes to the comprehensibility issues

described in Chapter 3; i. e., users cannot understand the information presented

to them when they cannot read symbols or distinguish objects presented through

the AR X-ray. In standard AR, annotations are overlaid on top of the real

world. To position a virtual annotation inside an object, AR X-ray requires

partially occluding the virtual annotation with visually important regions of the

real object. In effect, the virtual annotation becomes less legible compared to

when it is completely unoccluded.
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In Part 2 of this chapter, I compare the legibility of two methods for AR

X-ray, namely, edge-based and saliency-based. In my first experiment, I explored

the tolerable amounts of occlusion to comfortably distinguish small virtual ob-

jects. In my second experiment, I compared edge-based and saliency-based AR

X-ray methods when visualizing virtual objects inside various real objects. I also

benchmarked the legibility of these two methods against alpha blending.

5.1. Part 1: AR X-Ray in Learning Support

Several AR systems depend on “X-ray vision” as the primary use of AR. Sample

applications include seeing through a pilot’s cockpit floor and walls [58], visualiz-

ing ultrasound information within a patient’s body [12], looking through buildings

in local navigation [158], and studying underground pipes in construction [195].

Despite many advances in prototypes, the realization of AR X-ray remains chal-

lenging for general application due to lack of user studies. Currently, researchers

are studying various depth cues based on the current understanding of the human

visual system, and ways of measuring perceived depth to evaluate usability [120].

Similarly, in educational settings, one important affordance of AR is to “vi-

sualize the invisible” such as unobservable scientific concepts [190]. For example,

unseen forces acting on an object and magnetism have been illustrated using

AR. To teach the concept of force, Sotiriou et al. [170] used AR to integrate

virtual arrows onto real carts found in a science museum display. Matsutomo

et al. [125] used AR to draw virtual magnetic field lines onto real magnets. In

their prototype, the shape of the magnetic field lines are computed in real-time to

demonstrate how two magnets affect each other’s magnetic field. Aside from nat-

urally invisible concepts, an object may be practically invisible due to occlusion

such as internal organs and engines of machines. This can be addressed using AR

X-ray or providing the illusion of being able to peer inside a target object.

Recently, researchers [37] have described methods for porting AR X-ray to

handheld devices making it practical for mobile AR learning. Applications like

Environmental Detectives [97] and EcoMOBILE [88] have recommended a new

instructional method that uses mobile AR games to investigate a real environ-

ment. According to these researchers, mobile AR supports ubiquitous learning
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by facilitating the interaction of students with the real environment. AR X-ray

is another interaction with the environment that instructional designers can take

advantage of in a location-based game and other educational applications. Us-

ing AR, real objects found in an environment becomes a trigger for presenting

information.

AR X-ray is a novel interaction for education. Thus, it is necessary to inves-

tigate how it affects the students’ perception and the suitability of the state-of-

the-art to the teacher’s practice. State-of-the-art implementations of handheld

AR (HAR) X-ray have not yet been tested extensively. Currently, the target is

pedestrian applications such as navigation [37], thus the user studies focus on

depth perception on the medium-field (beyond arm’s reach to 30 meters) and the

far-field (beyond 30 meters) distances. Implementations in these distances may

not be suitable for the near-field (within arm’s reach) distances, which is the case

when students approach a real object and try to observe its interior. Moreover,

current AR X-ray methods uses occlusion cues which sacrifices the legibility of

the virtual object to convey depth. In educational settings, legibility is more

important than conveying depth so that students can clearly observe the interior

of a real object. For my research, I am interested in studying AR X-ray in the

near-field wherein a student approaches a real object and views internal annota-

tions on the object. We want to support this basic interaction which is useful in

mobile AR games, and other instructional designs.

In this chapter, I describe the implementation of an edge-based AR X-ray

using a tablet computer and evaluate it in the near-field distance with students

and teachers for the first time. This AR X-ray interaction can be directly inte-

grated into ubiquitous learning such as location-based games, etc. Furthermore,

I describe my participatory approach for using user studies with students and

teachers to iteratively refine our application.

5.1.1 Related Work

AR was first implemented with the use of head-mounted displays connected to

computers. However, advances in handheld devices and network technologies

enabled the use of HAR in the mobile design space. HAR has become a practical

technology for ubiquitous learning. Using HAR, students can explore the real
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world annotated with virtual information and observe some phenomena which

would have not been apparent if not for HAR.

Supporting situated learning is often cited as one of the key advantages of AR

to learning [48], [171], and [190]. Situated learning theory explains that learning

takes place through the process called legitimate peripheral participation. Legiti-

mate peripheral participation happens when a student increases his participation

in a community of experts by interacting with their peers, experts, environments,

and artefacts. One example is language acquisition wherein we start as infants

uttering our first words, and become sophisticated speakers with thousands of vo-

cabulary and intuitive grasp of grammar. This learning takes place as we interact

with our parents, teachers, and friends in various situations and environments.

As a context-aware technology, HAR supports situated learning because it

enables students to collaborate with other people and interact with the envi-

ronment. For example, Klopfer and Squire [97] developed a HAR game called

“Environmental Detectives” wherein students pretend to be environmental sci-

entists investigating the spread of a toxin in their campus groundwater. In this

research, the game supported collaboration by requiring the students to work

in groups in gathering and processing information. Moreover, the game sup-

ported the interaction with the environment by guiding the students and virtu-

ally drilling wells to get sample groundwater. Another example of supporting

situated learning is the “EcoMOBILE” project [88]. EcoMOBILE uses HAR to

navigate students around a pond, and annotate relevant virtual information onto

the real pond environment. In this study, teachers report that the HAR system

promoted student interaction with each other, and with the pond ecosystem. In

both Environmental Detectives and EcoMOBILE, students are learning how to

solve problems situated in a real enviroment. Compared to traditional classroom

instruction, learning with HAR systems enable students to apply their knowledge

in real-world contexts more easily [48].

Developing AR X-ray directly contributes to situated learning with HAR.

Using AR X-ray, students have a new way of interacting with their environment;

i. e., using internal annotations, students can virtually explore the interiors of

real artefacts found in the real environment.
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5.1.1.1 AR X-Ray

Livingston, et al. [120] defines AR X-ray vision as “the ability to virtually ‘see

through’ one surface to what in reality is hidden from view.” AR X-ray is render-

ing virtual objects onto to the real world such that the virtual object is perceived

to be behind or inside the real world object that is occluding it. Several techniques

have been offered to provide an illusion of looking through objects with special

care into the depth perception of users [120]. Current research studies occlusion

cues to suggest depth to users when using AR X-ray in handheld devices.

Sandor, Dey et al. [43] introduced a “melting metaphor” to HAR to reveal

occluded points of interest in an outdoor environment. Their application gives

the user an illusion of melting buildings to reveal what is hidden behind it. In

another study, Sandor et al. [159] compared legibility when using edge-overlay

X-ray to when using saliency-based X-ray. Edge-overlay X-ray uses edges found

in the real world scene as occlusion cues. In this research, we used edge-overlay

AR X-ray and we discussed our implementation in Section 4. Instead of edges,

three salient features including hue, luminosity, and motion can be used to create

“saliency maps” as described by the visual saliency model of Itti et al. [73]. This

saliency map is used to decide which occluding objects in the real world scene

should be kept in the scene. Overall, there is no statistically significant difference

in legibility between edge-overlay and saliency-based X-rays. Edge-overlay is

better for scenes with high brightness and high edge surfaces. Saliency-based is

better for scenes with medium to low brightness [159]. Aside from edges and

salient features, Zollmann, et al. [195] demonstrated the use of textures found

in the environment as occlusion cues. In cases wherein edges, salient features

and textures cannot be found in the scene, they recommend the use of synthetic

details for compensation. Zollmann, et al. did not compare their X-ray technique

with other AR X-ray implementations.

There are very few works on user-based research investigating perceptual is-

sues such as depth perception in HAR. Dey, et al. [37] was first to investigate

depth perception in AR X-ray with mobile devices, such as iPhones and iPads.

They report that when using the current state-of-the-art techniques for HAR,

users underestimate distance for medium-field (beyond arms-reach to 30 meters)

and far-field (beyond 30 meters) distances. They did not conduct a study for near-
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field (within arm’s reach) distances because the target of their work is pedestrian

applications such us AR browsers for navigation [45]. Based on empirical research

[37], there was no significant difference in depth perception at varying screen res-

olutions. Users understimated distances of virtual objects from theselves more on

the the bigger device (iPad) compared to the smaller device (iPhone). However,

using the iPad allowed for better estimation of distances between two virtual ob-

jects. One of their most interesting finding is that both the tracking method and

edge-based X-ray do not influence depth perception in outdoor locations.

5.1.1.2 Development Models

For developing AR systems, Livingston [119] recommends a two-step approach

in solving human factors issues such as depth perception in AR X-ray. First, he

recommends to conduct limited perceptual tests that use only the well-designed

parts of the user interface. This is to ensure that there are no perceptual issues

that will hinder the users to perform higher level tasks with the interface. Second,

researchers may proceed with comparing user performance on higher level tasks.

This compares the interface against traditional methods for solving particular

tasks. If researchers attempt to skip the first step, they risk testing an interface

that may have usability issues. Gabbard and Swan [61] supports this by recom-

mending a usability engineering model for AR. They proposed the iterative use

of user studies to gain insights for the design. Their model adapts a user-centered

design by iteratively refining the interface using feedback from:

1. User task analysis – Requirements of the user tasks are gathered and un-

derstood.

2. Expert evaluation – Experts examine paper mock-ups and prototypes based

on design guidelines.

3. User study – Users are observed as they perform tasks with the interface.

In the field of educational technology, researchers need to design both the

AR interface and the educational experience. To develop a HAR educational

game, Klopfer and Squire [97] adapted a development process that integrates
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principles from rapid prototyping, learner-centered software, and game design

methodologies. Their development had six phases, namely,

1. Brainstorming – They conceptualized a novel educational software platform

using HAR.

2. Design of first instantiation – They designed an exemplifying HAR game

by envisioning user scenarios.

3. Development of first instantiation – They built a “quick and dirty” rapid

prototype of the exemplifying HAR game.

4. Field trials of first instantiation elements – They tested novel elements of

the application (e.g. GPS navigation software, concept of AR, basic game

functions, etc.) with students and teachers.

5. Classroom implementation of first instantiation – They tested the perfor-

mance of the whole first instantiation by asking the teachers to use it in

class.

6. Platform design for creating next instantiations – Based on the knowledge

from 1-5, they created a software toolkit to create similar educational HAR

games for different learning scenarios.

Consistent with the work of Klopfer and Squire [97], Dunleavy and Dede [48]

recommended the use of design-based research approach to study the feasibility of

applying HAR in K-12. Design-based research is a combination of methods that

refines educational applications by testing them based on principles from earlier

research. Aside from insights obtained from learning theories and video game

design principles, design-based research uses results of field testing individual

elements and the entirety of the application with the actual target users. This

type of formative research iteratively improves a HAR application similar to user

studies explained by Gabbard and Swan [61].

5.1.2 Approach

My evaluation involves three main activities, namely, focused group discussions

(FGDs) and interviews, first prototype development, and user studies. The FGD

99



Chapter 5. Evaluations of AR X-Ray

is used to brainstorm about the use of HAR in general, and generate general user

requirements for a first prototype. Then, I developed a demonstration of edge-

based AR X-ray as the first prototype. Lastly, I used this prototype for studying

the student’s perception when using AR X-ray.

Figure 5.1 summarizes our activities in a compact model that illustrates the

feedback that informs the design of my HAR system. This participatory de-

sign involves stakeholders such as teachers and students early in the design to

ensure that the application suits their needs. In this model, the AR experts

and/or educational technology experts implement a state-of-the-art AR interac-

tion. Teachers and curriculum designers can be the experts that evaluate whether

or not it is usable for their context. User studies with students can also be used

to gain insights about the current design.

Figure 5.1. Participatory Design of Augmented Reality Learning Object
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5.1.2.1 Focused Group Discussions

Two FGDs were conducted in two schools in the Philippines. The first FGD

was conducted with the school principal and a school administrator from Spring

Christian School in Muntinlupa City, Philippines. The second FGD was con-

ducted with four teachers and two parents from Spurgeon School in Makati City,

Philippines. The goal of the FGDs were to identify gaps in learning that could

be addressed by AR. Moreover, we discussed foreseen difficulties in classroom

implementation, and their willingness to adapt AR in the classroom.

As a starting point of discussion, I selected state-of-the-art prototypes de-

signed for classroom use and sketched the application to the teachers. The ap-

plications I chose cover several topics, namely, butterfly life cycle [177], collision

in physics citeLC11, human internal anatomy [18], playing the guitar [132] and

magnetism [125]. Then, I asked the teachers open-ended questions. (E.g. What

concerns come to mind when these applications are presented to you? Why

do you think these are useful/not useful? Why is this suitable/not suitable for

this particular topic? If you were to use this application, what would you like

to remove/add?) The FGDs were conducted using colloquial language, Taglish,

which refers to a combination of Filipino and English. This is the more natural

conversation style in the Philippines. Each FGD lasted around one hour.

5.1.2.2 Implementation of Prototype

AR X-ray was implemented entirely on iPad 2 tablets with dual core Apple A5,

512MB RAM, and 32GB memory. I used vision-based tracking using the AR-

Toolkit [89] which requires fiducial markers. The target real object is a cube

(side = 60 cm) with print on the faces as shown in Figure 5.2 “Target Object.”

The virtual 3D models displayed in the interior are cultural artifacts as shown in

Figure 5.2 “Virtual Object.”

I use the edge-based AR X-ray as proposed in [158]. I obtain the image of

the target object using the back camera of the iPad with a resolution of 480x640

pixel. Then, I use the Canny edge detector to extract edges from the target object

and the scene. This edges are multipled to a radial mask to create an alpha mask.

Based on the alpha mask, I blend the target object and the virtual object. The

output of this blending is overlaid onto the target object.
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Figure 5.2. Implementation of Edge-based AR X-Ray

5.1.2.3 Constructs in User Studies

I chose three important constructs to AR X-ray, namely, depth perception, leg-

ibility, and realism. I then conducted user studies to evaluate my AR X-ray

prototype based on these constructs.

Based on the literature [120], one of the important aspects of AR is depth

perception. Although Dey, et al. [37] have shown that AR X-ray on an iPad

device does not influence depth perception, their work is limited to medium-field

and far-field distances. They did not test for the case of near-field or distances

that are within arm’s reach.

The second construct is legibility of the virtual object. Edge-based AR X-ray

overlays edge-like textures on the target object to provide occlusion cues to the

user. As such, the technique itself makes the virtual object less legible than in

standard AR. Sandor, Cunningham, et al. [158] have confirmed in a test that too
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many edges have a negative effect on legibility.

The last construct investigated is the feeling of realism in students. The

teachers have noted that aside from the issue of legibility, another aspect that

may be confusing for students is the concept of AR itself. They are interested to

know how realistic the virtual information is perceived by the students.

5.1.3 User Studies

We employed three simple evaluations of depth perception, legibility, and realism

by comparing edge-based X-ray (Figure 5.5.a) and simple virtual overlay (Figure

5.5.b). The goal of the user studies is to compare if the current implementation

of edge-based X-ray influences simple virtual overlay which is the standard AR

technique. Finally, I interviewed teachers to gather feedback on AR and AR

X-ray.

For the three evaluations with students, I test the following hypotheses:

H1. AR X-ray conveys depth more.

H2. AR X-ray is less legible.

H3. AR X-ray is more realistic.

5.1.3.1 Set Up

Figure 5.3 shows a user study participant using the AR X-ray prototype. I

implemented the system entirely on the iPad. It uses fiducial markers placed

on the target object for tracking. In the user-based evaluations, I asked the users

to explore what is inside the box using the application.

The prototype implements edge-based AR X-ray as described in Section 5.1.2.2.

Figure 5.4.a shows the real world scene. Figure 5.4.b shows the edges detected

from Figure 5.4.a using the canny edge detector. The edge detection is suppressed

on the sides as shown in Figure 5.4.c before applying to the final edge-based X-ray

in Figure 5.4.d.

Figure 5.5 shows the simple virtual overlay versus the AR X-ray. Figure 5.a

shows the simple virtual overlay which does not include occlusion cues to provide

an illusion of X-ray vision. This is used as the control scenario for the user studies.
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Figure 5.3. Overview of the System

5.1.3.2 Participants, Procedures, Instruments

I conducted empirical user studies with two groups of students and an interview

with teachers to gather feedback.

5.1.3.2.1 Study with Students

The first evaluation was conducted with 23 Filipino students (9 male, 14 female,

5-15 years old). The study was conducted either at the participant’s home, or

the home of a relative or family friend. I obtained permission from the parents

to conduct this study, with the parent waiting outside the testing room. Similar

to the pilot test, the participants were divided into control-first (8 participants)

and experiment-first (15 participants). The students were asked to respond to 6

statements in an interview format:

1. The object is inside the box.

2. The object is easy to see.

3. The object seems real.
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Figure 5.4. Edge-based X-Ray

4. The object seems flat.

5. I can see different parts off the object clearly.

6. My classmates will say the object is real.

The questions were read to the students and then translated in Filipino. Stu-

dents respond by picking one of five possible answers arranged in a 5-point Likert

scale:

1. No! No!

2. No!

3. I don’t know.
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Figure 5.5. (a) Simple Virtual Overlay and (b) AR X-Ray

4. Yes!

5. Yes! Yes!

I included a short 5-10 minute break between evaluating the control scenario

and the experiment scenario. Aside from question 4, higher scores would corre-

spond to higher perception of the construct. I inverted the response to question

4 by subtracting it from 6, thereby getting a score that is parallel with the other

questions.

Lastly, I conducted a debriefing interview with the participants primarily for

them to make sense of the experience. This is particularly necessary because

testing AR systems with younger children can be a confusing experience for them.

Moreover, I conducted the debriefing interview to gather the students’ impression
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of AR X-ray.

5.1.3.2.2 Study with High School Students

The second evaluation was conducted with 47 Filipino high school students (21

male, 26 female, 11-16 years old) of Spring Christian School in Muntinlupa City,

Philippines. I divided the participants into two groups. The control-only group (n

= 21) viewed only the simple virtual overlay. Whereas, the experiment-only group

(n = 26) viewed only the edge-based AR X-ray. Both groups were asked to answer

the same statements in Section 5.1.3.2.1 translated to Filipino. Participants can

respond to these items in a 5-point Likert scale with 1 corresponding to Strongly

Disagree and 5 corresponding to Strongly Agree.

5.1.3.2.3 Interview with Teachers

I evaluated the edge-based AR X-ray with teachers in an interview. I demon-

strated the edge-based AR X-ray to twelve teachers from Spring Christian School

and Spurgeon School in Makati City, Philippines. The interview flow revolved

around whether or not the current implementation is appropriate and useful for

their practice. I also explained two sketches of possible applications of AR X-ray.

The first one is for looking inside the body to see the skeletal system as envi-

sioned by Blum, Kleeberger, et al. [18]. The second one is looking inside plants

to see how water is transported. Based on these two examples, teachers were

asked to identify advantages, disadvantages and suggestions on these proposed

applications.

5.1.4 Results and Discussion

Table 5.1 and Table 5.2 summarizes the responses of the participants in the two

empirical studies. All the differences I observed were not significant, except for

one legibility question in Table 5.1. This particular finding supports hypothesis

2. AR X-ray is significantly less legible compared to simple virtual overlay with

a moderate effect size (d = 0.63). However, I did not observe this result in the

other questions corresponding to legibility.

All twelve teachers expressed their interest in learning materials using AR

107



Chapter 5. Evaluations of AR X-Ray

Table 5.1. Results of Evaluation with Grade School and High School Students

Construct Treatment N Mean SD T value p value

Depth Experiment 23 3.6 1.3 n. s. n. s.

(Question 1) Control 23 3.7 1.2

Depth Experiment 23 4.0 1.2 n. s. n. s.

(Question 4) Control 23 4.1 0.9

Legibility Experiment 23 3.3 1.2 2.1 <0.05

(Question 2) Control 23 4.0 1.0

Legibility Experiment 23 3.6 1.3 n. s. n. s.

(Question 5) Control 23 4.0 0.9

Realism Experiment 23 2.7 1.3 n. s. n. s.

(Question 3) Control 23 3.4 1.4

Realism Experiment 23 3.1 1.3 n. s. n. s.

(Question 6) Control 23 3.3 1.2

Table 5.2. Results of Evaluation with High School Students

Construct Treatment N Mean SD T value p value

Depth Experiment 26 3.4 1.2 n. s. n. s.

(Question 1) Control 21 3.4 1.2

Depth Experiment 26 3.3 1.0 n. s. n. s.

(Question 4) Control 21 3.3 1.0

Legibility Experiment 26 4.0 1.1 n. s. n. s.

(Question 2) Control 21 3.8 1.1

Legibility Experiment 26 3.7 1.0 n. s. n. s.

(Question 5) Control 21 4.0 0.6

Realism Experiment 26 3.0 1.3 n. s. n. s.

(Question 3) Control 21 3.1 1.2

Realism Experiment 26 3.7 1.0 n. s. n. s.

(Question 6) Control 21 3.4 1.0
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X-ray, and they are willing to undergo some training for using such “high-tech”

materials. They believe that some topics can be illustrated more clearly to stu-

dents when using AR X-ray. According to the teachers, they regularly improve

their skills by attending seminars or workshops. This could be a venue for learn-

ing about using AR X-ray materials. They identified three key advantages of AR

X-ray for teaching:

1. Experiential learning – Eight of the teachers identified “learning by experi-

ence” as an advantage of AR X-ray. Aside from learning from illustrations

in books, students can be given another kind of experience that catches

their attention and motivates them to learn some more.

2. Improved attention – The teachers said that AR X-ray will generate interest

in students because many of their students are visual learners. Moreover,

AR X-ray runs on handheld devices that their students use for entertain-

ment. As such, they associate handheld devices to enjoyment.

3. Increased motivation – Teachers speculate that AR X-ray will motivate

students by first catching their attention, and then generate interest to

know more. Using this novel visualization, students may be encouraged

to ask more questions, or find answer by themselves in textbooks. In this

scenario, AR X-ray complements their practice, and it does not replace the

need for teachers or books.

The teachers commented three issues that need to be addressed to successfully

integrate AR X-ray to their practice. The first issue is the overhead cost of

adapting new technology. New technology entails expenses for the school for

the hardware, software, and training requirements. In the case of HAR systems,

it would require one device per child. In the Philippines, some private schools

have already adapted tablet computers as replacement for some textbooks, and

as part of a general computer laboratory class. The second issue is the perception

and accuracy of the virtual information. Teachers noted that AR X-ray is highly

subject to misinformation. The virtual abstraction provided by AR X-ray may be

inaccurate because of poor tracking. For example, in displaying body organs onto

a student, the size of the organs and their relative positions will vary depending
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on the body type of the students. Inaccurate integration of the virtual objects can

misinform students about their bodies. Lastly, AR X-ray can be too interactive

for students and thereby consume more time. Learning modules using AR must

be carefully planned to work with the time constraint allotted for the lesson.

5.1.5 Summary of Part 1

AR X-ray is a technique for making annotation inside real objects. Internal

annotations are useful in HAR educational games and other designs for ubiquitous

learning. Furthermore, HAR supports situated learning because it facilitates

interaction among students and with the real environment. Using AR X-ray,

students can virtually look inside a target real object. Recently, methods for

achieving AR X-ray on handheld devices have been proposed making it ideal

for ubiquitous learning. However, there is a lack of user studies evaluating the

state-of-the-art techniques.

I described an edge-based approach to achieving the effect of “X-ray vision”

and evaluated it with students and teachers. Edges from the target object are

extracted and used as a mask to select which parts of the target object should be

displayed as occlusion cues. I used the ARToolkit for tracking, and I implemented

AR X-ray entirely on a tablet computer. As a novel interaction for education, I

investigated the student’s perception of depth, legibility, and realism in a series

of user studies. Results of the evaluation with students show that except for

legibility in one study, there are no significant difference between AR X-ray and

simple virtual overlay, which is the standard AR technique. I investigate the

legibility AR xray more deeply in the next chapter.

The teachers were interested in using AR X-ray because they think that it

will give chance for students to learn by experience. They believe that it will

arouse interest in students and may lead them to ask more questions in class.

However, key issues in expenses, accuracy of virtual information, and teaching

time constraints must be addressed to adapt this technology in practice.
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5.2. Part 2: AR X-Ray Legibility

AR and its related technologies, systems and applications enable many novel

visualizations that can be applied to various fields [23]. Among these novel vi-

sualizations, X-ray vision or seeing through an occluding surface [120] leverages

the inherent capability of AR to display a combination of real environments and

virtual objects simultaneously.

Despite the many advances in prototypes, the realization of AR X-ray remains

challenging for consumer applications because of the need for practical hardware

for computing and displaying X-ray visualizations properly. Moreover, we need

more user studies to explore this rather super human sense that this interaction

technique offers. An important point of evaluation for AR X-ray is the legibility

of the visualization. Although significant effort has been made to improve the

legibility of AR X-ray in [85], [86], and [87], there is little empirical research aimed

at exploring legibility in various methods for creating X-ray visualizations. AR

X-ray relies on partially occluding virtual objects to convey depth to the user.

However, there is a trade-off between depth cues and legibility because occluding

the virtual object reduces its legibility. Thus, the task is to find the sweet spot

wherein adequate occlusion cues are provided while keeping the virtual object

legible.

Both legibility and depth cues are subject to the users’ intention. For ex-

ample, different users may be interested to see some specific parts of a virtual

object, but not the rest. Current AR X-ray systems use an image-based approach

which performs calculations on images such that the all parts of the images have

equal importance. In cases wherein the user is only interested in a specific part,

some user input mechanism must be available to favor what the user is interested

in. In my thesis, I am interested in using AR X-ray in the near-field (approxi-

mately within arm’s reach) to support ubiquitous learning. Using AR X-ray, I

can make annotations inside real objects. These “internal annotations” are useful

for studying human anatomy, situated educational games, etc. as discussed in

Chapter 5.

In this chapter, I offer a first exploration of legibility in AR X-ray. In particu-

lar, I study legibility in my implementation of edge-based and saliency-based AR

X-ray systems. Moreover, I explore using user inputs for improving legibility.
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5.2.1 Related Work

AR X-ray employs image-based techniques to preserve parts of an occluding ob-

ject that are important to understanding it, while removing the rest to reveal oc-

cluded objects. Several methods have been applied, among which are edge-based

and saliency-based methods. Although some empirical evaluations of perception

exists, the focus is on depth perception; whereas the legibility of the visualization

remains unexplored.

5.2.1.1 Partial Occlusion

Livingston et al. [120] defines occlusion to be when a closer opaque object (the

occluder) prevents light rays bouncing off a farther object (the occluded) from

reaching an observer, thereby making the occluded invisible to the observer. Par-

tial occlusion occurs when the occluder blocks only a fraction of the light rays

bouncing from the occluded.

Occlusion and partial occlusion are important for perceiving depth in our

natural environment. For example, when examining a skyline, people can identify

which building is nearer to his position by identifying which building partially

occludes another. Similarly, people can understand an object to be inside a

translucent container, say a wine bottle, through partial occlusion.

5.2.1.2 Image-based Techniques

Current methods for achieving AR X-ray relies on image-based techniques to

determine important regions of an occluding real object. These regions are then

preserved by rendering them on top of the virtual object, after the virtual object

has been overlaid onto a real environment. AR X-ray requires an importance map

which is an image representing the important regions of a real object. Figure 5.6

shows examples of real objects and their corresponding importance maps. For

the edge-based AR X-ray, the importance map is based on the edges detected on

the object. For the saliency-based AR X-ray, the importance map is based on

the visual saliency map [73] of the object.

In [85] and [86], Kalkofen et al. developed a visualization technique that par-

tially occludes virtual objects with edges found on the occluding real object. In
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Figure 5.6. Left column shows the possible occluding objects. Middle and right

columns are the importance map generated by detecting edges and salient regions,

respectively. Darker areas are less important, whereas lighter areas are more

important. 113
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their visualization, the virtual objects are being viewed inside real objects which

serves as the context of visualization. By maintaining the edges of the occlud-

ing object, Kalkofen et al. achieves a context-preserving AR X-ray visualization.

They explained that preserving edges solves two important requirements of AR

X-ray visualization. First, the edges are able to provide enough depth cues to

convey the spatial relationship of the occluder and the occluded. Second, they

provide important information about the occluder, such as its shape and promi-

nent features.

Avery et al. [9] applied the edge-based approach of Kalkofen et al. [85]

to their AR X-ray system. They used an edge detection filter on live video

images to detect sharp changes in the luminance of the occluder. Edges are

represented by thin white lines and are then overlaid on live video images of the

occluded. They explained that drawing these lines maintains the major shape

of the occluder. Moreover, the occluded remains visible because the AR x-ray

method uses minimal occlusion cues.

Sandor et al. [158] introduced another method for generating the importance

map. Instead of detecting edges, they detect visually important regions based on

the saliency computational model of Walther [183]. In their computation of the

saliency map, Sandor et al. considered luminosity, color opponency, and motion

as observed in the changes in the luminosity channel. This implementation follows

the intuition that bright areas, highly-contrasted colors, and moving objects tend

to capture people’s attention and are thus important to understanding the scene.

Around the same time with [158], Zollman et al. [195] offered a more complex

method for creating the importance maps for their AR X-ray. In their work,

the importance map is a combination of edges, saliency maps, textures, and

synthetic details. Aside from considering edges and salient regions of an image

to be important, they also considered highly-textured regions to be important to

understanding the scene. In cases wherein few edges, salient regions, and textures

are found, their method adds synthetic details to provide occlusion cues.

Kalkofen et al. [87] improved on the work of Zollman et al. [195] by making

the method adaptive. After maintaining important parts of the occluder and

deleting its unimportant parts, an additional module automatically adjusts the

contrast to more clearly separate the occluder from the occluded virtual object.
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5.2.1.3 Past Empirical Evaluations

Several studies have conducted empirical evaluations of various methods of achiev-

ing AR X-ray. Most of the past research revolves around understanding depth

perception in AR X-ray. However, some hints have also been mentioned regarding

the legibility issues of AR X-ray as reported by users.

In [9], Avery et al. argues that their edge-based method provides a good sense

of depth. However, they note that some visualization design is necessary when

displaying the occluded. In some cases, it is possible to confuse the edges found

on the occluded to be part of the occluder. This hampers depth perception.

They noted that their method is limited because the sensitivity to edges is fixed.

As such, if the background is too cluttered, many edges will be drawn, thereby

making the occluded difficult to see. However, they did not conduct a formal

evaluation of legibility.

In [158], Sandor et al. compared their edge-based and saliency-based AR X-

ray systems for the far-field (beyond 30 meters) distance. In their experiment,

users are asked to find a target on a 640 x 480 pixel screen. The targets are

either big (16 pixels) or small (9 pixels) red circles. Overall, they did not find

significant differences on the time taken to find the target. However, participants

were significantly faster with the edge-based X-ray than with the saliency-based

X-ray when finding the small red circles. This suggests that legibility becomes an

issue when the targets become smaller. The participants preferred the edge-based

AR X-ray over the saliency-based AR X-ray. However, this difference was not

significant. In a follow up experiment, Sandor et al. confirmed that high levels of

edges causes problems for edge-based AR X-ray and that high levels of brightness

causes problems in saliency-based AR X-ray. In this paper, I explore more on

these problems in my experiments.

The work of Kalkofen et al. [85] allows some user inputs to modify the X-ray

visualization. This is their pre-emptive solution to address possible problems in

depth perception and legibility. Kalkofen et al. allows users to select parts of

the real object wherein the X-ray visualization will be applied. This allows the

user to specifically input the part of the image wherein they need some help to

understand the visualization. Similarly, Zollman et al. [195] foresaw possible

problems in depth perception and legibility so they recommended a parameter
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that could be modified by the user to adjust the importance map. However, their

system did not apply such user inputs.

Instead of user inputs, Kalkofen et al. [87] improved AR X-ray by adding

another step that automatically adjusts the contrast of the occluder and the

occluded. By adding this step, users performed significantly better in finding

targets in their AR X-ray visualization. This approach is straight-forward because

it applies the rule that previously important regions of the occluder must remain

an important region by adjusting its contrast. Although this automatic method is

good for the target acquisition task, it does not consider the intention of the user,

such as in the system of Kalkofen et al. [85]. I believe that it is still important to

understand the cases wherein AR X-ray visualization methods result in illegible

compositions, so that we can provide user inputs to adjust the X-ray visualization.

Dey et al. [44] were first to compare depth perception in AR X-ray when

using handheld devices, such as iPhones and iPads. They found that when using

the current techniques for handheld AR, people underestimate distances in the

medium-field (beyond arms-reach to 30 meters) and in the far-field distances.

Overall, they did not observe any effects of AR X-ray on depth perception [46].

Users underestimated distances of virtual objects from themselves more on the

iPad compared to the iPhone. However, using the iPad allowed for better estima-

tion of distances between two virtual objects. Participants also expressed their

preferences for the iPad over the iPhone for AR X-ray. Lastly, the varying screen

resolutions of the iPad and the iPhone did not result in significant differences

[44]. I agree with Dey et al. that handheld devices, such as smartphones and

tablet computers, are appropriate platforms for AR X-ray. As such, I use tablet

computers for my exploration of legibility of X-ray visualization.

5.2.2 Approach

For developing AR systems, user studies are useful for gaining insights to address

human factors issues found in novel interaction techniques [61]. In the case of

X-ray visualization, comprehensibility or the ease of understanding the presented

information will contribute significantly to the overall usability of an AR system,

as discussed in Chapter 3. Given the limitation of AR to currently available

hardware, Livingston recommends confining human factors experiments to testing
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only with the well-designed components of the whole AR system [119].

In exploring legibility, I apply methods that have been used for studying

legibility in other AR systems. Not surprisingly, legibility is an issue in annotating

real environments with virtual texts. Various methods, such as label separation

methods [146] and active text drawing styles [62], have been employed for this

purpose. In both these studies, the researchers are proposing an improvement in

the legibility of virtual texts drawn in the natural environment. To accomplish

this, they followed this pattern:

1. Conduct a literature review to inform the design of the AR system.

2. Create a high-quality prototype that represents the idea. However, imple-

ment only the necessary parts of the system for testing [119].

3. Execute an experiment to validate hypotheses or gain insights as to how

the idea affects human perception.

I also followed this pattern in this chapter. I conducted a literature review

in Section 5.2.1 to discover the proper implementation and find out the current

problems reported by users. Then, I implemented two X-ray visualizations based

on the edge-based method and the saliency-based method. In my prototype

systems, I did not implement the tracking part of AR because I am only interested

in how well the composed image of AR X-ray visualization is understood by the

users. As such, I assumed that the AR system can be consistently held properly

while doing the visual tasks. By doing this, I can separately study legibility issues

due to X-ray visualization, and legibility issues due to unstable tracking [119]. In

other words, I prevented tracking instability [44] from interfering with performing

the visual tasks.

In two experiments, I explored how edge-based and saliency-based AR X-ray

techniques affect the performance of users in some visual tasks. Similar to [146]

and [62], my data set is composed of multiple perception judgements from the

users. I then treat the users as random variables during the analysis. Note that

I conducted usability evaluations such that, the object of the experiment is the

AR X-ray system and not the human person [135]. The goal of this exploration

is not to understand human perception, but to generate ideas on how to improve

legibility in AR X-ray systems.
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Figure 5.7. AR X-ray performs a series of calculations. Occluder, importance

map, and mask (inverted) are multiplied per pixel. Occluded, importance map

(inverted), and mask are multiplied per pixel. The resulting images are then

added per pixel.

5.2.3 Implementation

I implemented both the edge-based and saliency-based AR X-ray visualizations

by following the diagram in Figure 5.7. The calculation requires the images

of the occluder and its importance map, and the occluded and its mask. The

occluder, importance map, and mask (inverted) are multiplied per pixel. Then,

the occluded, importance map (inverted) and mask are multiplied per pixel. The

resulting images from these two operations are then added per pixel.

To generate the importance map of the edge-based AR X-ray, I used OpenCV
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Figure 5.8. Edge-based importance map as threshold is increased using my slider.

Figure 5.9. Saliency-based importance map as threshold is increased using my

slider.

2.4.31 to detect Canny edges. To generate that of the saliency-based AR X-ray,

I used the visual saliency tracker of Nick’s Machine Perception Toolbox.2

MY AR X-ray applications run entirely on iPad mini tablets (A7 processor,

512MB DDR2 RAM, 16GB, 308 grams). I used the back camera (357x288 pixels,

10 fps) for sensing, and a 7.9 inch LED-display for the display. I used the standard

user interface elements of iOS 7.

5.2.3.1 Thresholding Using Sliders

As a simple mechanism for controlling the amount of partial occlusions, I modify

the thresholds for the edge-based and saliency-based AR X-ray techniques using

an iOS slider. By increasing or decreasing a threshold, I can decrease or increase

the amount of important regions, thereby decreasing or increasing the amount

of occlusion. Figures 5.8 and 5.9 show the importance maps generated as the

thresholds are increased.

1http://docs.opencv.org/
2http://mplab.ucsd.edu/~nick/NMPT/
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The Canny edge detector already requires two threshold values for detecting

the edges in order to generate the edge-based importance map: a low threshold

and a high threshold such that 1) when the pixel gradient is higher than the high

threshold, the pixel is treated as an edge; 2) when the pixel gradient is lower than

the low threshold, the pixel is not an edge; 3) when the pixel gradient is between

the thresholds, then it is treated as an edge only if it is adjacent to a pixel that

passed condition 1. In my implementation, I fixed the high threshold to be twice

the low threshold as recommended in the OpenCV documentation. Thus, I had

only one value to control with the slider.

For thresholding the saliency-based importance map, I first normalized the

importance map to have a range of values from 0 to 255. I then suppress to zero

the values that are below the threshold.

5.2.4 Experiment

In my experiments, I asked participants to use my system for accomplishing visual

tasks that involve a combination of common AR tasks, namely, distinguishing a

virtual object and identifying it [119]. I designed two tasks that would gener-

ate insights on the appropriate levels of occlusion which does not hamper the

understanding of AR X-ray visualization.

5.2.4.1 Participants

I envision that in the near future, AR X-ray will be integrated with handheld

devices, such as smartphones and tablets. As such, I chose my participants to be

regular smartphone and tablet users. I had a maximum sample size of 14 subjects

(10 male, 4 female) with a mean age of 26 (SD = 2). All of them are daily

smartphone users. Aside from smartphones, the subjects use tablet computers

regularly. Four uses a tablet daily, three uses a tablet a few times a week, and

two uses a tablet a few times a month. According to the demographics survey, 12

of the participants have used some form of AR technology before, however only

two had previously experienced AR X-ray.
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Table 5.3. Summary of Variables

Independent Variable Dependent Variable

Task 1 Edge-based AR X-Ray (E) amount of partial occlusion (APO)

Saliency-based AR X-Ray (S)

Task 2 Edge-based AR X-Ray (E) alpha value (α)

Saliency-based AR X-Ray (S) object identification time (OIT)

Alpha Blending (A)

5.2.4.2 Variables

The dependent variables in this study were amount of partial occlusion (APO),

alpha value (α), and object identification time (OIT). The independent variables

were the type of occlusion presented, namely, edge-based AR X-ray (E), saliency-

based AR X-ray (S), and alpha blending (A). Alpha blending serves as a bench-

mark for the two AR X-ray methods. Table 5.3 summarizes the independent and

dependent variables for Tasks 1 and 2.

5.2.4.3 Instruments

Each independent variable in Table 5.3 corresponds to an iOS application. In

total, five different iOS applications were developed for an iPad mini for this study.

Two applications correspond to E and S for measuring the level of tolerance in

Task 1 and three applications (corresponding to E, S, and A) for measuring alpha

value and identification time in Task 2. Each application consisted of one of the

selected AR X-ray visualization methods to see through a real object. Although

the real object was captured live using the device’s camera, a predefined set of

images representing the content of the boxes were used.

For Task 2, I fixed the APO to 60/100 for the two X-ray methods. I chose

this threshold by asking two participants (not part of the 14) to perform a task

similar to task 1. However, instead of using Landolt C’s, I used the objects in

Figure 5.13.

I prepared a table with a tablet computer on it. The device was positioned

close to the edge with its camera facing the table and its display facing a user
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Figure 5.10. User Study Set Up

sitting on a chair (Figure 5.10). I prepared a set of six boxes of the same size (10.6

in x 4.7 in x 7.7 in) with different textures to simulate occlusion conditions that

challenge the AR X-ray methods. The boxes were selected to feature different

kinds of lighting (Figure 5.11 e-h), edges (Figure 5.11 c-d) and colors (Figure 5.11

a-b). Light sources were also fixed on the table next to the marked position for

the boxes. Two of the boxes (sil and crum) were used twice (with and without the

lights on), totaling the number of box set ups to eight. Box set ups Red, Brown,

Green, and Crum were chosen to challenge edge-based AR X-ray; whereas Pink,

Sil, Sil-light, and Crum-light were chosen to challenge saliency-based AR X-ray.
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Figure 5.11. Box Set Ups: (a) Red, (b) Pink, (c) Brown, (d) Green, (e) Sil, (f)

Sil-Light, (g) Crum, and (h) Crum-Light.
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Figure 5.12. Landolt Cs

5.2.4.4 Procedures

Prior to the experiment, I informally screened the subjects based on their vision

health. I excluded subjects whose vision was impaired for any reason. I informed

the subjects about the content of the research, and I asked them if they are willing

to participate. Participants were then presented with two tasks.

Task 1 measured the level of tolerance to occlusions when using the two X-ray

methods E and S. I asked the participants to slowly lower the threshold value

using a slider. Half of the participants used E first, whereas the other half used

S first, with a 5 minute break in between. I instructed them to decrease the

threshold until they can finally see clearly all four Landolt C’s (Figure 5.12).

The participants performed this task twice for each of the eight box set ups. For

each time, the Landolt C’s were in two sizes, big (21x21 pixels) and small (7x7

pixels). I asked the participants to first adjust the scale, and then say the value

corresponding to the threshold level. The values ranged from 0 to 100; 0 has the

minimum occlusion whereas 100 has the maximum occlusion.

Task 2 aimed to measure the alpha value and the time taken to identify objects

through the two X-ray methods (E and S) and a benchmark (A). For Task 2,

subjects had to identify two objects per box set up (one at a time) randomly

picked from a predefined set of 23 (Figure 5.13) which were displayed in different

positions within the box. I varied the order of A, E, and S for each participant

with a 5 minute break in between.

In this task, a start button was presented at the beginning before every object
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Figure 5.13. Objects for the Object Identification Task

could be identified. Once the start button had been pressed, the parts of the

box that did not constitute the occlusion had their alpha decreased over time

(decrease of 0.02 per second), thus slowly revealing the object. Participants were

asked to press the stop button and say what the object was, once they identified

it. I then took note of the alpha value. Note that in this experiment, object

identification time (OIT) in seconds, and alpha value (α) are related such that

α = 100− OIT ∗ 0.02.

5.2.4.5 Data Analysis

I conduct a within-subjects design for both Task 1 and Task 2. I try to minimize

order effects (practice effect, fatigue effect, etc.) by varying the order of E, S,

and A, and by having a 5 minute break in between treatments.
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I gathered mean scores from 14 subjects in Task 1 and 11 subjects in Task

2. Two means scores were compared for Task 1 using a Paired-Samples t-Test

to observe differences between the two X-ray methods E and S. Furthermore, I

conducted in depth comparisons between means scores for different box set ups

within the same method.

Three mean scores were analyzed for Task 2 using Repeated Measures ANOVA

to observe differences among the three methods used (Alpha, Edges, and Saliency).

For cases where ANOVA found a significant difference, post hoc tests using the

Bonferroni correction were used to discover which specific means differed. All the

statistical analyses were run using SPSSTM statistical software at a 0.05 level of

significance.

5.2.4.6 Hypotheses

H1. To be legible, smaller objects require less occlusion cues than bigger objects

when using both X-ray methods.

H2. The edge-based AR X-ray will be less legible when there are many edges.

This corresponds to box set ups Red, Brown, Green, and Crum.

H3. The saliency-based AR X-ray will be less legible for when there are high

contrast colors and lighting. This corresponds to box set ups Pink, Sil,

Sil-Light, and Crum-light.

H4. Objects will be identified faster when viewing through alpha blending than

when viewing with the edge-based AR X-ray.

H5. Objects will be identified faster when viewing through alpha blending than

when viewing with the saliency-based AR X-ray.

H6. Objects will be identified faster when viewing through the saliency-based

AR X-ray than when viewing with the edge-based AR X-ray.

5.2.5 Results and Discussion

The first task is to recognize small targets. This task is aimed to represent

judging small parts or details in the visualization. On the other hand, the second
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Table 5.4. Overall APO for Big and Small Landolt Cs

Size N Mean Std. Dev. p Effect Size (d)

Overall - APO Big 224 51 29 <0.001 0.62

Small 224 33 27

Note: APO ranges from 0 to 100. Higher APO means that more occlusion can

be tolerated.

task is a higher-level task. From the abstract Landolt Cs, I moved to identifying

meaningful virtual objects. The purpose of task 2 is to observe if partial occlusion

prevents users from identifying the object inside the box.

In task 1, I have gathered a total of 448 responses from 14 participants. Each

participant viewed two sizes of Landolt Cs for each of the two AR X-ray methods

on each of the eight box set ups. In this experiment, I found evidence that

support my hypotheses 1 and 2, but not 3. In task 2, I have gathered a total

of 528 responses from 11 participants. Each participant viewed two objects in

each of the eight box set ups using either the AR X-ray methods, or the alpha

blending method. Results support my hypotheses 4 and 6, but not 5.

5.2.5.1 Comparison Based on Object Size

I separated the APO specified by the participants according to the size of the

Landolt Cs. Overall, they indicated a significantly lower APO for the small

Landolt Cs with a moderate effect size, as shown in Table 5.4. This supports my

hypothesis 1 that smaller target objects would require less occlusion cues to be

legible.

Although this result is not surprising, this result has an important implication

for AR X-ray. Current AR X-ray methods extract occlusion cues regardless of

the virtual object being viewed and the intention of the user. To improve the

legibility of AR X-ray, future methods must consider either or both knowledge of

the virtual object or the user’s intention. For example, virtual objects can have

an accompanying metadata that indicates which areas of the virtual object are

small and important. With this information, the AR X-ray method can avoid
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Table 5.5. APO for Big and Small Landolt Cs per Box Set Up

Size N Mean Std. Dev. p Effect Size (d)

Red - APO Big 28 30 22 0.01 0.64

Small 28 16 22

Pink - APO Big 28 70 26 <0.001 1.00

Small 28 48 17

Brown - APO Big 28 39 18 0.03 0.63

Small 28 27 20

Green - APO Big 28 66 22 0.61 0.11

Small 28 64 14

Sil - APO Big 28 63 29 <0.001 1.05

Small 28 33 28

Sil-light - APO Big 28 62 29 <0.001 0.97

Small 28 33 31

Crum - APO Big 28 44 24 0.08 0.50

Small 28 32 24

Crum-light - APO Big 28 36 22 <0.001 0.95

Small 28 17 18
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Table 5.6. Overall APO for AR X-Ray Methods

AR X-Ray N Mean Std. Dev. p Effect Size (d)

Overall - APO E 224 41 31 0.55 -0.06

S 224 43 37

occluding these parts. Another example would be to detect the area of interest

by tracking the user’s gaze. Similarly, the AR X-ray method could adapt by

prioritizing the legibility of the area of interest.

Aside from incorporating knowledge of the virtual object and the user’s in-

tention in controlling partial occlusions, a straight-forward way to improve the

legibility of AR X-ray is to control occlusion cues with user input. In my present

work, I discussed in Section 5.2.3.1 how I implemented a simple slider for de-

creasing occlusion cues. Using such user input methods is not only easier to

implement, this approach also considers that different users can tolerate different

levels of occlusions. In my experiments, I did observe high variability based on

the standard deviations listed in Table 5.4.

I can also see the same pattern for each box set up listed in Table 5.5. Except

for Green and Crum set ups, users have indicated a significantly lower APO for

the small Landolt Cs with a moderate to large effect size. Moreover, users have

indicated different APO values for the different box set ups with high standard

deviations.

5.2.5.2 Variation in Tolerable Occlusions

In this exploration, I selected various patterns on my box set ups to challenge

the AR X-ray method. My results in Table 5.6 shows that participants indicated

almost equal APOs for the two methods. In other words, given my thresholding

method discussed in Section 5.2.3.1, the participants indicated around the same

threshold value for the two AR X-ray methods. However, the users did not

indicate the same APO for each box set up listed in Table 5.7.

Based on past empirical evaluations discussed in Section 5.2.1.3, researchers

observed that edge-based AR X-ray becomes difficult to understand when there
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Table 5.7. APO for AR X-Ray Methods per Box Set Up

AR X-Ray N Mean Std. Dev. p Effect Size (d)

Red - APO E 28 19 24 0.25 -0.31

S 28 26 21

Pink - APO E 28 61 20 0.43 0.21

S 28 56 28

Brown - APO E 28 28 20 0.04 -0.51

S 28 38 19

Green - APO E 28 63 20 0.52 -0.22

S 28 67 17

Sil - APO E 28 53 35 0.27 0.31

S 28 43 30

Sil-light - APO E 28 48 37 0.55 0.17

S 28 42 34

Crum - APO E 28 33 27 0.15 -0.41

S 28 43 22

Crum-light - APO E 28 25 23 0.57 -0.14

S 28 28 21
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are many edges detected in the background. In my present work, I also observed

that my edge-based AR X-ray was less legible than my saliency-based X-ray for

box set ups with many edges. As shown in Table 5.7, participants indicated a

lower APO for all boxes with many edges, namely, Red, Brown, Green, and Crum.

However, it is only with the Brown box set up wherein the edge-based AR X-ray

scored significantly lower with a moderate effect size. As such, only this result

supports my hypothesis 2. I observed marginal significance in the Crum box set

up. I believe this particular set up is challenging for both AR X-ray methods.

Aside from the many edges, the crumpled foil has sufficiently bright regions which

hampers the saliency-based AR X-ray.

Past empirical research indicates that saliency-based AR X-ray may suffer

when high contrast color or bright lighting are concentrated in one area of the

occluding object. For example, the pink box has thick pink and yellow rings on

white background. Intuitively, the salient regions would be the entire pink and

yellow areas. Another example would be the reflected light in sil-light and crum-

light. The LED light caused an entire area to be bright. Intuitively, the salient

regions would be these areas with high luminosity.

In my present work, I observed that my saliency-based AR X-ray was less

legible than my edge-based X-ray for some of the box set ups with high contrast

color or bright lighting. As shown in Table 5.7, participants indicated a lower

APO for boxes Pink, Sil, and Sil-light, but not Crum-light. However, all the dif-

ferences I found are not significant, thus I do not have support for my hypothesis

3. I only observed a small effect size for box set ups Pink, Sil, and Sil-light.

One improvement in the experimental design is to make an even more chal-

lenging lighting condition for saliency-based AR X-ray. However, this would also

be unnecessary because such intense lighting conditions may not occur frequently

in actual settings. In particular, I am interested in indoor applications, such as

museums and classrooms where lighting is not as dynamic compared to outdoors.

5.2.5.3 Comparison of AR X-Ray Methods

I computed the mean α for each participant, for each method. As discussed in

Section 5.2.4.2, α and OIT have an indirect relationship. Higher α means faster

identification time, and vice versa. I summarized the means and standard de-
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Table 5.8. Overall Descriptive Statistics for Task 2

Method N Mean (α) Std. Dev.

A 11 74 7

E 11 59 10

S 11 72 4

Note: The α ranges from 0-100.

Table 5.9. Summary of One-way Repeated Measures ANOVA for Alpha Values

df df (Error) F p Effect Size (η2)

Overall 2 20 12.1 <0.001 0.55

Table 5.10. Overall Pairwise Comparisons for Alpha Values

I and J Mean Diff. (I - J) Std. Error p

A and E 14 4 0.009

A and S 2 3 1.000

E and S -13 3 0.006
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viation of α in Table 5.8. Participants were faster in A, followed by S. I then

conducted a repeated measures ANOVA to test these means scores. Mauchly’s

Test of Sphericity indicated that the assumption of sphericity had not been vio-

lated, x2(2) = 1.073, p = 0.585.

There was a statistically significant difference in overall α among methods A,

E, and S, F(2, 20) = 12.1, p<0.05 as shown in Table 5.9. Post hoc tests using the

Bonferroni correction revealed that the mean difference between A and S was not

significant. However, there was a significant difference between A and E, and E

and S, as shown in Table 5.10. This supports my hypotheses 4 and 6, but not 5.

For the task of identifying an occluded object, participants using the saliency-

based AR X-ray performed almost the same as when there are no preserved

occlusion cues (alpha blending). However, I observed that edge-based AR X-ray

significantly hampers object identification with a large effect size.

5.2.5.4 Object Identification for Different Box Set Ups

I explored deeper into the results of Task 2 by conducting analysis on each box

set up. Mauchly’s Test of Sphericity indicated that the assumption of sphericity

had not been violated, except for the Green box set up x2(2) = 8.499, p = 0.014.

As such, I excluded the Green box set up in this discussion.

Table 5.11 shows the descriptive statistics per box set up. The results for each

individual box set up is similar to the overall results. It follows the pattern of

almost equal α for A and S, with E lower than both. Results for Red, Brown,

Crum, and Crum-light are significant with a large effect size (0.22 ≤ η2 ≤ 0.46)

as shown in Table 5.12.

Post hoc tests using the Bonferroni correction identified significant differences

between A and E, and between E and S. Looking at the pairwise comparisons

in Table 5.13, E had a significantly lower α compared to A for Brown, Crum

and Crum-light. E had a significantly lower α compared to S for the Brown box

set up. Moreover, there is partially significant differences between E and A, and

between E and S for the Red box set up.

Red, Brown, and Crum were among the four designs chosen particularly to

challenge edge-based AR X-ray. These box set ups have plenty of edges that

are kept as occlusion cues. Because of these edges, the occluded object becomes
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Table 5.11. Descriptive Statistics for Each Box Set Up

Box Set Up Method N Mean (α) Std. Dev.

Red A 11 55 11

E 11 35 23

S 11 53 12

Pink A 11 81 16

E 11 77 19

S 11 80 11

Brown A 11 70 15

E 11 52 15

S 11 72 10

Sil A 11 84 5

E 11 78 14

S 11 82 6

Sil-light A 11 80 9

E 11 71 14

S 11 76 10

Crum A 11 72 8

E 11 57 18

S 11 73 12

Crum-light A 11 67 10

E 11 40 25

S 11 57 16
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Table 5.12. One-way Repeated Measures ANOVA for Alpha Values (α) for Each

Box Set Up

df df (Error) F p Effect Size (η2)

Red 2 20 5.2 0.015 0.34

Pink 2 20 0.2 0.803 0.22

Brown 2 20 8.5 0.002 0.46

Sil 2 20 1.5 0.250 0.13

Sil-light 2 20 1.5 0.241 0.13

Crum 2 20 6.2 0.008 0.38

Crum-light 2 20 5.8 0.010 0.37

less legible. Thus, the participants needed significantly more time to identify the

object. On the other hand, the saliency-based AR X-ray did not occlude as much

for these four box set-ups.

The box set ups Pink, Sil, Sil-light, and Crum-light were designs chosen to

challenge saliency-based AR X-ray. Among these four, the saliency-based AR

X-ray had the biggest difference with the Crum-light box set up. However, this

difference was not significant.

5.2.6 Summary of Part 2

Currently, many researchers are working on improving AR and its enabling tech-

nologies. AR X-ray is a useful visualization technique for many fields of ap-

plication, including ubiquitous learning. To make successful applications, more

user studies must be conducted to further understand how X-ray visualization

methods affect depth perception and legibility of the virtual object.

In this chapter, I implemented two AR X-ray methods, namely, edge-based

AR X-ray and saliency-based AR X-ray. To create an X-ray illusion, I select

important regions of the occluding real object and render it over the occluded

virtual object. Logically, the more occlusion cues are placed over the virtual

annotation, the more difficult it will be to see the virtual object. As such, it is

important to control a parameter to adjust the amount of occlusion cues.
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Table 5.13. Summary of Pairwise Comparisons for Alpha Values (α) for Each

Box Set Up

Box Set Up I and J Mean Diff. (I - J) Std. Error p

Red A and E 20 8 0.113

A and S 1 4 1.000

E and S -18 7 0.090

Pink A and E 5 8 1.000

A and S 1 8 1.000

E and S -3 7 1.000

Brown A and E 18 6 0.033

A and S -2 5 1.000

E and S -20 5 0.011

Sil A and E 7 4 0.396

A and S 2 3 1.000

E and S -5 5 1.000

Sil-light A and E 9 5 0.312

A and S 4 5 1.000

E and S -5 6 1.000

Crum A and E 15 5 0.037

A and S -1 5 1.000

E and S -16 6 0.056

Crum-light A and E 27 9 0.042

A and S 10 5 0.293

E and S -17 9 0.249
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I implemented these two AR X-ray methods on an iPad mini, using OpenCV

and NMPT computer vision libraries. Using these computer libraries, I compute

an importance map which represents the parts of the occluder that will be ren-

dered on top of the occluded. For my application, I added a function to adjust

the sensitivity for generating the importance map. I allowed the user to control

this sensitivity using a slider.

I used the prototypes to explore on the legibility of the two AR X-ray methods.

My results confirmed that smaller objects should have less occlusion cues to be

legible. I observed that my edge-based AR X-ray was less legible when there are

too many edges on the occluding real object. On the other hand, the saliency-

based AR X-ray was less legible when there are high contrasts in color or bright

lighting. For identifying larger objects, saliency-based AR X-ray allowed the

users to perform better than with the edge-based AR X-ray approach. Aside

from automated adjustments, I recommend that future AR X-ray systems should

have user inputs to adjust the amount of occlusion. This allows the user to fit

the visualization according to his intentions and preferences.
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Conclusion and Recommendation

Handheld augmented reality (HAR) is an emerging technology in many applica-

tion areas. To create effective HAR systems, different types of evaluations need

to be conducted by researchers, developers, and designers. Currently, there are

limited experiences and standards in conducting these evaluations. Conducting

evaluations on AR systems is difficult because it relies on the expert knowledge

of AR researchers.

In response to this problem, I developed a usability evaluation framework

that helps non-AR experts analyze the possible problems in their HAR systems.

I based this framework on my own analysis of previous HAR systems. From my

analysis, I defined two usability constructs, namely, manipulability – the ease

of handling the device, and comprehensibility – the ease of understanding the

presented information. I then explain the unique manipulability and comprehen-

sibility issues that arise from using handheld devices as AR platforms.

In Chapter 3, I explained my usability evaluation framework which explains

ideas that can be applied to formative evaluations of HAR. Moreover, I developed

the usability scale called the HARUS from my framework. HARUS is a question-

naire for summative evaluation of HAR systems. Using HARUS, non-AR experts

can measure the usability, manipulability, and comprehensibility of their HAR
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systems with their target users while performing specific tasks. Based on my

evaluations, HARUS is valid and reliable.

I proceeded to apply my evaluation framework and usability scale to user

studies around learning support. In Chapter 4, I conducted a summative eval-

uation of a HAR system for situated vocabulary learning called FlipPin. Aside

from finding insights in usability, my evaluations showed some possible benefits

of using HAR to the memorization and motivation of students. In Chapter 5,

I investigated the use of AR X-ray running on handheld devices for near-field

distances. This is an interesting use case because it can be applied to HAR sys-

tems for educational gaming, museum learning, etc. Based on my experiments,

I found that the saliency-based X-ray may be more legible than edge-based for

the near-field distances. Moreover, I found that users have varying tolerances to

occlusion. Therefore, it is recommended to have some user input to adjust the

amount of occlusions.

6.1. Lessons Learned

I reiterate some of the main lessons learned from this thesis as follows:

1. In Chapter 3, I have demonstrated that although manipulability and com-

prehensibility are related constructs, it is possible for a HAR system to

suffer more from manipulability issues than comprehensibility issues, and

vice versa. The two constructs sometimes correlate moderately, therefore

they should be treated as separate constructs.

2. In Chapter 3, I learned that manipulability and comprehensibility may pos-

sibly be the main factors affecting usability of HAR systems; i. e., prob-

lems arise because handling the device is difficult most probably due to

the new poses required by HAR systems. Moreover, problems arise due to

the difficulties in understanding three-dimensional information on a small,

two-dimensional screen. By observing only manipulability and comprehen-

sibility, I can already approximate the usability of the HAR system.

3. From Chapter 2 and Chapter 4, I propose that all evaluations of HAR sys-

tems for learning support should report the system usability of the HAR

139



Chapter 6. Conclusion and Recommendation

system involved, aside from the benefits claimed. Currently, HAR is an

emerging technology and it is highly susceptible to manipulability and com-

prehensibility issues. We risk comparing an imperfect HAR system to more

stable medium of education. Although the HAR systems of today are not

yet perfect, we can already see possible improvements in memorization and

motivation.

4. From Chapter 5, I was able to identify the important concerns of teachers

and students when using AR X-ray. It is important to engage these user

groups early in the design phase in order to know the potential problems

that may hamper adoption of the HAR system in schools. In particular, it

was the teachers who brought up the possible misinformation and difficulties

in distinguishing the virtual objects with AR X-ray running on handheld

devices.

6.2. Limitations

My experiments evaluating the HARUS questionnaire were focused on using HAR

systems for near-field interaction. I think this is the more relevant use case for

learning support systems. As such, I do not have experiments in the middle-field

and far-field distances. Many HAR applications work in middle-field and far-

field distances, such as navigation and tourism. My evaluation framework and

usability scale should also be verified in the middle-field and far-field distances.

I proposed ideas and concepts for formative and summative evaluations, but

not for guidelines-based evaluation. Guidelines-based evaluation requires design

guidelines that take longer time to form. This is because forming such guidelines

requires synthesizing accumulated experiences of AR experts. In Chapter 7, I

share my efforts towards synthesizing design guidelines for HAR.

6.3. Ongoing Work

In this thesis, I presented my evaluation framework and usability scale which

aim to guide formative and summative evaluations of HAR systems. Currently,
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it is still difficult to conduct guidelines-based evaluations because there are still

limited established design guidelines for HAR. For future work, it’s important

to gather design guidelines for HAR and HAR systems for learning support. In

Section 6.3.1, I discuss my efforts towards establishing design guidelines for HAR.

Aside from creating questionnaires, such as the HARUS, the concepts intro-

duced in my evaluation framework are useful for analyzing sensor logs. As an

example, in Section 6.3.2, I explored the use of acceleration data logs in esti-

mating the usability ratings of a HAR system. Acceleration logs may contain

information on how easily users can manipulate a HAR system to accomplish a

task. The way the device accelerates in different directions may be telling of a

HAR system’s manipulability.

6.3.1 Toward Design Guidelines for HAR

Developing systems using emerging technology, such as augmented reality, is dif-

ficult because there are limited guidelines to inform developers during the design

process. In particular, there are no established guidelines for learning support

systems based on HAR. To gather such design guidelines, I first summarize exist-

ing guidelines for HAR in other fields of application. I then provide my synthesis

of these guidelines into five design guidelines. I share my own experience of how

I observed these guidelines in developing FlipPin, which is discussed further in

Chapter 4. I then propose an additional guideline based on my experience.

6.3.1.1 Background

Designing effective user interfaces using emerging technologies is challenging be-

cause there are no existing design guidelines or interaction metaphors [61]. Ex-

perienced developers rely on best guesses and intuition which novice developers

have yet to develop. In some cases, developers propose completely new ways for

users to perceive and interact with information. Thus, there is limited prior ex-

perience to inform the developer during the development process. To address this

challenge, it is important to gather and synthesize prior experiences into design

guidelines.

Augmented reality (AR) is an emerging technology that may be useful for ed-
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ucation [11]. In AR, virtual information is presented on the real environment as

if it coexists with real objects. It enables many compelling experiences in science

education, language learning, history, and culture, etc. Among the many forms

of AR, HAR may be the easiest to deploy because of the increasing availability of

handheld devices in schools. Although some design guidelines for HAR applica-

tion exists, these guidelines were formed around more mature application areas

of AR, such as navigation and tourism. There are limited design guidelines for

developing HAR for learning support.

To gather design guidelines that may be applicable to learning support, I

summarize existing guidelines for HAR applications. I then provide my synthesis

of these guidelines and explain how I applied these to the design of FlipPin a HAR

system for learning new vocabulary. Based on my observations, I suggest that

these guidelines are also applicable for learning support. Moreover, I recommend

one more guideline for further investigation.

6.3.1.2 Related Work

Gabbard and Swan [61] explain that design guidelines are important to inform

the development process. When design guidelines are not available, develop-

ers need to conduct user studies to help guide their design. These user studies

must be made as general as possible so that the findings could also be applied

in other scenarios. Eventually, these individual findings are accumulated into

design guidelines and standards. Figure 6.1 shows how user studies help both the

formation of design guidelines and development of a particular interface. Similar

to Gabbard and Swan, I try to design my user studies with FlipPin in Chapter 4

to have wider generalization.

Gabbard [59] lists a comprehensive collection of design guidelines found in the

virtual reality and AR literature from 1987 to 1999. Most of the guidelines focus

on AR using head-mounted displays as the presentation device. The guidelines

include insights on many aspects of AR systems, such as visual feedbacks, tracking

user location and orientation, data gloves and gesture recognition, users and user

tasks, object selection and manipulation, etc.

Improvements in handheld devices (camera, processing power, large screen,

etc.) and tracking and rendering algorithms have enabled developers to create AR
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Figure 6.1. Gabbard and Swan’s Diagram for the Development of Design Guide-

lines and Standards for User Interfaces (UI)

applications running on smartphones and tablet computers. Some of the design

guidelines from HMD-based AR may apply to HAR. However, HAR also has

different usability issues that arise from the use of handheld devices, as discussed

in Chapter 3. Some design guidelines for HAR application exist. However, these

guidelines were formed around more mature application areas of AR, such as

tourism [99], navigation [98] and games [186].

6.3.1.3 Summary of Design Guidelines

Tables 6.1, 6.2 and 6.3 list the design guidelines proposed by Kourouthanassis

et al. [99], Ko et al. [98] and Wetzel et al. [186] based on their experiences

in making HAR applications for tourism, navigation and gaming, respectively.

I found a total of 23 guidelines including 5 for tourism, 6 for navigation, and

12 for games. Although these guidelines are developed around specific types of

commercial application, there are several overlaps that may be true for many

HAR applications. For example, finding a specific place with the help of HAR
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Table 6.1. Design Guidelines for HAR in Tourism

Application Design Guidelines

Tourism T1. Provide context-aware content by understanding the users’

context using sensing and marker technologies.

T2. Provide relevant content by allowing the user to personalize,

expand, or limit the presented information.

T3. Protect the user’s privacy.

T4. Provide user feedback on the status of the application.

T5. Use familiar icons and interaction metaphors.

Table 6.2. Design Guidelines for HAR in Navigation

Application Design Guidelines

Navigation N1. Allow users to navigate hidden virtual information by oper-

ating the camera.

N2. Limit the amount of information using the user’s context,

search result ranking, and/or user input.

N3. Use familiar icons consistently and provide quick support to

clarify icon meanings.

N4. Allow users to modify the breadth of their search.

N5. Provide a help menu for HAR features.

N6. Support operations using only one hand.

is common for all these application areas. Another example would be the use of

intuitive icons and menu navigation, which is also applicable to non-AR handheld

applications. I summarize the 23 design guidelines into five design guidelines that

I think may be applicable to HAR in learning support.

6.3.1.3.1 Present Context-aware Content

AR is essentially a context-aware technology by its definition of presenting vir-

tual objects or digital information onto a real environment (the context). As

such, guidelines G3 and G4 in Table 1 emphasize on the purposeful use of the

real environment. Moreover, developers should manage the presentation of vir-
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Table 6.3. Design Guidelines for HAR in Games

Application Design Guidelines

Games G1. Focus on game design by designing the game experience first

before deciding the technologies required for implementa-

tion.

G2. Stick to the theme of the game by selecting technologies

that are relevant to the time period and ambience.

G3. Make the user interact with a combination of real and vir-

tual objects.

G4. Situate the game in meaningful environments, rather than

simply placing virtual objects in arbitrary space.

G5. Keep the interaction simple.

G6. Allow users to easily share their experience.

G7. Encourage interaction with other players, non-players and

virtual characters.

G8. Show the real environment by managing the virtual objects

to not block the entire view of the real environment.

G9. Use potential technical problems as game elements, thus

part of the gaming experience.

G10. Adapt, not directly convert, games from other formats to

HAR.

G11. Add meaningful virtual content that contributes to the over-

all game experience.

G12. Select the most appropriate tracking method for your target

game.
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tual elements so that they do not obstruct the view of the real environment, as

suggested in G8. Aside from the location as the context, developers can also

detect and use other contexts, such as time, user intentions, etc. By considering

the context, guidelines T1 and N2 suggests that we can deliver more relevant

content.

6.3.1.3.2 Provide Content Controls

Aside from automatically managing content based on the users’ context, HAR

applications should provide ways for the user to adjust the amount and quality

of the content. HAR applications are susceptible to presenting too much infor-

mation, leading to cluttered screens. To address this, T2, N4, and G8 suggest

that applications should allow users to hide, expand or personalize the presented

content. For content hidden from the current view, N1 recommends to have hid-

den content be accessible via camera movement, such as appearing/disappearing

depending on where the camera is pointing.

6.3.1.3.3 Preempt Technical Difficulties

As an emerging technology, HAR is susceptible to many perceptual and er-

gonomic errors. Although AR technology is mature for several applications, AR

researchers are still improving its related technologies like tracking, sensor fusion,

and graphics rendering. Developers should compensate for this error by providing

feedback to users on the current status of the application, suggested by T4 in Ta-

ble 6.1. For example, T4 recommends informing the user about the loading time

of virtual data and if there is tracking instability. In some areas, it is possible

to mask technical difficulties, such as including it in the gaming experience, as

recommended in G9. G12 recommends choosing the tracking method that would

work best for the application. Lastly, N5 suggests having a help menu to assist

users with common errors.

6.3.1.3.4 Preserve Intuitive Icons and Menus

Icons and menus still apply for HAR applications. T5 and N3 suggest the use

of familiar icons and menu structure, such as those from WIMP interfaces. In
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general, G5 suggests keeping the operations simple because we are dealing with

a smaller screen compared to desktop computers. For novel icons and menus, T4

and N5 recommend features to assist users in operating the system.

6.3.1.3.5 Promote Social Interactions

Aside from using HAR to support intuitive interaction between the users and

the real environment, AR should support interactions among users, and between

users and other people, as recommended by G7 in Table 6.3. Moreover, G6

suggests that HAR applications should provide ways for users to easily share their

experiences whether face-to-face or through digital means of communication.

6.3.1.4 The FlipPin Application

I developed a HAR application called FlipPin which aims to teach new vocabu-

laries on a real environment. To use FlipPin, users point the handheld device to

objects marked by fiducial markers. Then, three-dimensionally registered sprite

sheet animations illustrate the action of a verb. Users can hear proper pronunci-

ations by pressing the listen button and read the translation of the target word

by pressing the translate button. The application runs on iPad tablet computers

and uses the ARToolKit for tracking. For more details, I discussed my design,

implementation and user studies further in Chapter 4.

6.3.1.4.1 Designing FlipPin

I tried to observe the five design principles discussed in Section 6.3.1.3 in de-

veloping FlipPin. First, I present context-aware content by applying three-

dimensionally registered content. For example, in Figure 6.2, I illustrate the

music playing (“spielen” is German for “to play”) as virtual musical notes emerg-

ing from a real CD player.

I provide content controls by rendering the content for the closest fiducial

marker only. The content then switches to the next content when the user points

the handheld device to a different marker. Moreover, I provide controls for tog-

gling the text panels on and off. I made the text panels transparent to minimize

obstruction of the view of the real world, while keeping the texts legible.
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Figure 6.2. The FlipPin Interface (left) and the Real Environment (right)

I preempt technical difficulties by using fiducial marker-based tracking instead

of point cloud based tracking. Point cloud-based tracking may be unstable to use

for this type of scene with many movable individual objects as shown in Figure

6.2, right. Moreover, in this scenario, the fiducial markers points the user to the

real objects that are linked with virtual content.

I preserve intuitive icons and menus by using the interface elements of the

iPad, such as buttons and labels. Keeping the iPad interface elements allows

users to apply their prior knowledge of using the iPad. However, instead of

buttons with text labels, graphical icons may be more familiar for the users.

Finally, I promote social interactions by locating the content in a place where

people could study and chat with each other. In my user studies with FlipPin, the

real environments that I used were an office (Figure 6.2, right) and a refreshment

area where people eat snacks. I observed that even after using the HAR system,

users would tend to discuss the content related to the objects marked by fiducial

markers.

Based on my experience of developing FlipPin, I think that the five design

guidelines that I derived from guidelines inspired by other fields of application

are also useful for making applications for learning support. Such guidelines are
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important to inform developers of HAR applications given the developing nature

of AR technology. Aside from these five design guidelines, I propose the following

guideline for further investigation:

6.3.1.4.2 Pay Attention to Manipulability

Manipulability refers to the ease of handling the device when operating a HAR

application, as discussed in Chapter 3. One of the unique features of HAR is that

it expects the user to handle and pose the handheld device in unconventional

ways. I recommend limiting the amount of virtual information presented through

AR to prevent fatigue. The rest of the information can be presented using more

conventional display methods for handheld devices. I also recommend having

interactions that allow users to rest before proceeding to the next subtask. For

FlipPin, the users pointed the device to real objects in less than 20 seconds.

Then, they put the device down and repeat the word to themselves. In addition,

N6 in Table 6.2 recommends supporting one-handed operations.

6.3.1.5 Recommendations

Guidelines are important in designing effective HAR applications. However, in

learning support, there are limited design guidelines to inform developers. In

response, I synthesized five design guidelines based on other researchers’ experi-

ences of designing HAR applications for tourism, navigation, and gaming. I then

explain how I applied the five guidelines to my own application for learning sup-

port, and recommend an additional design guideline. Based on my experience,

I think these guidelines are helpful in designing HAR applications for learning

support.

In this paper, I offer the six design guidelines for further investigation. For

easier memorization, the six design guidelines could be referred to as the Six

Ps. The Six Ps are: Present context-aware content, Provide content controls,

Preempt technical difficulties, Preserve intuitive icons and menus, Promote so-

cial interactions, and Pay attention to manipulability. I hope that these design

guidelines would be also helpful to other developers, specifically for those who

are beginners in HAR development. Currently, my guidelines focus on usability
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and easing cognitive load which is important in learning support. To improve on

these guidelines, I plan to compare it with existing guidelines for non-AR hand-

held applications for learning support. I expect this improvement to grow our

understanding of the best practices in the field. We can then modify the Six Ps

or add some new guidelines. I also plan to continue developing FlipPin and other

learning support systems that use AR. Through user studies, we can find possible

improvements on the interface, as well as contribute to the growing knowledge

on HAR design, particularly in the field of learning support.

6.3.2 Toward Usability Evaluations from User’s Movement

Usability evaluations are important to the development of AR systems. However,

conducting large-scale longitudinal studies remains challenging because of the

lack of inexpensive but appropriate methods. In response, I propose a method

for implicitly estimating usability ratings based on readily available sensor logs.

To demonstrate my idea, I explored the use of features of accelerometer data in

estimating usability ratings in an annotation task. Results show that my implicit

method corresponds with explicit usability ratings at 79% and 84%. These results

should be investigated further in other use cases, with other sensor logs.

6.3.2.1 Background

Designing effective AR systems is challenging because there are limited estab-

lished design guidelines. Often, researchers propose completely new ways of in-

teraction between users and technology. As such, [61] explains that it is necessary

to have a usability engineering approach that iteratively applies user studies to

inform design. In practice, researchers ask a group of people to use a system. Of-

ten, they observe more explicit measures of usability such as errors, timing, etc.

through videos, data logging, and expert observers. After using the system, users

give their feedback through interviews, and questionnaires. In cross-sectional

studies, a user would need to use systems and answer questions multiple times.

In effect, conducting user studies requires significant amount of money, time, and

manpower.

Lack of resources limits the scale and duration of user studies. In particular, it
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is challenging to conduct large-scale longitudinal studies which are necessary for

some application areas. For example, in industrial work support, many workers

would use the system for weeks before we can observe improvements in collab-

oration and productivity. In learning support, multiple students need to use

the system simultaneously during class hours. Moreover, learning needs to be

observed over the duration of month-long courses.

In response, I explore whether in some situations, more implicit user studies

can be conducted – specifically when handheld devices are involved. As an ex-

ample, I estimate the usability of one specific function in AR – text annotation,

using one specific sensor – the accelerometer.

6.3.2.2 Proposed Method

Unique usability issues arise when handheld devices, such as smartphones and

tablets, are used for AR [181]. One issue that significantly influences the usability

of HAR is its manipulability – the ease of handling the HAR system (Chapter 3).

HAR requires the user to grip, move, and pose the device in unconventional ways.

As such, the device’s accelerometer data might contain implicit information on

usability [156].

HAR systems for work support, learning support and other application ar-

eas may include common functions, such as annotating text, object positioning,

etc. To estimate usability for each function, I propose the use of automatically

generated sensor data, such as accelerometer data, gyroscope data, etc. that are

logged while a user uses each function. To analyze this information, I recommend

labelling a small part of this data set with manually gathered usability ratings

thereby forming a gold standard. The usability rating from the rest of the data

set can then be estimated by comparing it with the gold standard. Using this

method, we can minimize the number of times users need to answer questionnaires

explicitly.

6.3.2.3 Experiment

I demonstrate my proposed method for the text annotation function of a HAR

system. This function introduces unconventional gestures with a tablet. In this

scenario, users create a SLAM map by swinging the device from side-to-side.
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They then create several three dimensionally-registered labels by pointing the

device to the target object, tapping on the screen, and typing the text.

6.3.2.3.1 Platform

I implemented a HAR authoring tool for text annotations on real objects as shown

in Figure 6.3. It runs on iPad tablets and it uses SLAM point clouds for tracking.

To create the point cloud map, the user needs to move the device from side-to-

side. After the system detects enough points, the user can add text annotations

onto the scene. While the system is in use, it records accelerations in X, Y and

Z directions in the background at 60 logs per second.

Figure 6.3. Screenshots of AR System for Annotating Text

6.3.2.3.2 Instruments

I use the System Usability Scale (SUS), a valid and reliable usability question-

naire. It aggregates usability ratings into a single score [107]. Based on this

score, we can judge if a system is good enough for the target user to accomplish

a specific task. In my work, usability refers to how well target users can use a

functionality of a system to accomplish a specific task [135].
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6.3.2.3.3 Procedures

I recruited 23 voluntary participants (22 to 42 years, 15 male, 8 female). All of

them use handheld devices daily. Fourteen have experienced using an AR system

at least once. I demonstrated to them how to use the system. I then asked them

to add English translations to a Japanese rice cooker and trivia on a Philippine

paper bill, as shown in Figure 6.4. I did not set a time limit and the participants

could opt out during the experiment. After the task, I asked the participants to

answer the SUS.

Figure 6.4. Scenario and Task

6.3.2.3.4 Data Analysis

For each participant’s accelerometer log (X, Y, Z), I extracted time and frequency

domain feature sets recommended in [147]. Table 6.4 lists the description of the

features and the total number of features in the set. I then labeled each feature

set as either having “good” or “bad” usability based on the interpretation of the

SUS in [107]. For each labeled set of features, I trained J48 decision trees and

random trees using WEKA 3.6.1 I chose decision tree classifiers because they

capture my intuition: If the user moves the device too quickly or too slowly,

or if they frequently move the device in the wrong direction, they will perceive

difficulty. Otherwise, they will find the system easy to use. Finally, I evaluate

the tree models using leave-one-out cross validation [36].

I used leave-one-out cross validation because I only had 23 participants. My

proposed method is for a big sample size N. For example, I can create a tree

1http://www.cs.waikato.ac.nz/ml/weka/
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model from the first 22 participants, then use the model to estimate the usability

ratings of the 23rd to the Nth participant. Using leave-one-out means that I

take 22 participants to build the model, then estimate the usability rating of the

remaining person. This is done iteratively wherein all 23 participants assume the

role of the remaining person.

Table 6.4. Summary of Time and Frequency Domain Features
Features Description N

Mean and SD Mean and standard deviation 6

Multiple Statistics Mean, standard deviation, median, 25th and 75th percentile 15

Spectral Energy Sum of squared FFT coefficients 3

FFT Magnitude Magnitude of first five components of FFT analysis 15

Combination Multiple statistics, spectral energy and FFT magnitude 33

6.3.2.4 Results and Discussion

Four of the 23 accelerometer logs were missing due to logging malfunction. As

such, I only have 19 samples. Seven rated the system “good,” whereas 12 rated

“bad.” As shown in Table 6.5, the first four feature sets were either moderately

lower or higher than 50%. However, combining these time and frequency domain

features boosted the accuracy of classification by around 20%. Based only on

accelerometer data, I can estimate the usability ratings of users in a simple au-

thoring scenario at a rate of 79–84%. To improve the accuracy, other features of

accelerometer data can be explored. Moreover, using device orientation logs and

navigation logs may also contribute to better accuracy.

Table 6.5. Correctly Classified Instances (%)
Features J4.8 Tree Random Tree

Mean and SD 53% 58%

Multiple Statistics 42% 68%

Spectral Energy 47% 58%

FFT Magnitude 58% 63%

Combination 79% 84%
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6.3. Ongoing Work

6.3.2.5 Recommendations

I demonstrated my proposed method for estimating usability ratings in one spe-

cific use case with one specific sensor that is readily available in smartphones and

tablets. With this approach, we can inexpensively conduct large-scale longitudi-

nal studies with HAR systems. Such studies are necessary for generating insights

on how we can improve AR systems and leverage them more effectively. It is

important to further investigate my results in other use cases with other sensor

logs. In addition, estimating more challenging classifications offered by the SUS,

such as letter grades A to F must be investigated.
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