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Automated Grammatical Error Correction Using
Statistical Machine Translation Techniques with
Revision Log of Language Learning SNS*

Tomoya Mizumoto

Abstract

Recently, natural language processing research has begun to pay attention to second
language learning. However, it is not easy to acquire large-scale learners’ corpora
which are important to a research for second language learner by natural language
processing. We present an attempt to extract a large-scale second language learners’
corpus from the revision log of a language learning social network service. This corpus
is easy to obtain in large-scale, covers a wide variety of topics and styles, and can be a
great source of knowledge for both language learners and instructors.

I also demonstrate that the extracted learners’ corpus of Japanese/English as a sec-
ond language can be used as training data for learners’ error correction using a sta-
tistical machine translation approach. For Japanese error correction, we proposed
character-based SMT approach to alleviate the problem of erroneous input from lan-
guage learners. We evaluate different granularities of tokenization to alleviate the prob-
lem of word segmentation errors caused by erroneous input from language learners.
Experimental results show that the character-based model outperforms the word-based
model.

For English, I conduct experiments in error correction targeting all types errors us-
ing statistical machine translation technique and I analyze the strength and weakness
of grammatical error correction using statistical machine translation. I also propose
two grammatical error correction methods. One is the method considering multi-word
expression. Another is the method using discriminative reranking with POS/syntactic
features. I show the effectiveness of multi-word expression and reranking for gram-
matical error correction.

*Doctoral Dissertation, Department of Information Science, Graduate School of Information
Science, Nara Institute of Science and Technology, NAIST-IS-DD1261016, June 18, 2015.
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Chapter 1

Introduction

The number of second language learners has incresed. The number of Japanese
language learners around the world has increased by more than 30-fold in the past three
decades (Figure 1.1). The Japan Foundation reports that more than 3.65 million people
in 133 countries and regions are studying Japanese in 2009'. However, there are only
50,000 Japanese language teachers overseas (Figure 1.2), and thus it is in high demand
for finding good instructors for learners of Japanese as a Second Language (JSL). The
learners of English as a Second Language (ESL) also has increased. Figure 1.3 shows
the number of test takers for International English Language Testing System (IELTS).
IELTS is one of the international tests of English language proficiency for non-native
English speakers. The test takers are increased by about 1.5 million people for six
years.

Publicly usable services on the Web for assisting second language learning are grow-
ing recently. For example, there are language learning social networking services such
as Lang-82 and English grammar checkers such as Ginger® and 1checker*. Research
on assistance of second language learning also has received much attention, especially
on grammatical error correction of essays written by learners of English as a second
language (ESL) . In the past, four competitions for grammatical error correction have
been held: Helping Our Own (Dale and Kilgarriff, 2011; Dale et al., 2012) and CoNLL
Shared Task (Ng et al., 2013; Ng et al., 2014).

Recently, natural language processing research has begun to pay attention to second

'Mttp://www.jpf.go.jp/e/japanese/survey/result/index.html
2http://lang-8.com

3http://www.gingersoftware.com

‘http://www.lchecker.com/
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Figure 1.1: Number of students studying Japanese overseas [Source: The Japan Foun-
dation; Present Condition of Overseas Japanese-Language Education Survey Report
on Japanese-Language Education Abroad 2009]

language learning (Rozovskaya and Roth, 2011; Park and Levy, 2011; Liu et al., 2011;
Oyama and Matsumoto, 2010; Xue and Hwa, 2010). Most previous research on lan-
guage learners’ grammatical error correction is targeted on one or few restricted types
of learners’ errors. For example, research for JSL learners’ errors mainly focuses on
Japanese case particles (Oyama and Matsumoto, 2010; Imaeda et al., 2003; Nampo et
al., 2007; Suzuki and Toutanova, 2006) and for ESL learners’ errors mainly focuses on
articles and preposition. However, real JSL learners’ writing contains not only errors
of Japanese case particles but also various other types of errors including spelling and
collocation errors. For instance, a Japanese language learner who speaks Chinese may
write:

I CHAEIZ ZARICH LY 2 D ?
(Why is Japanese so difficult?)

which has a grammatical error of inserting ‘7%’ because isolating language (such as
Chinese) speakers find it hard to learn how to use adjective conjugation forms correctly.
Park and Levy (2011) proposed an EM-based unsupervised approach to perform whole

2
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dation; Present Condition of Overseas Japanese-Language Education Survey Report
on Japanese-Language Education Abroad 2009]

sentence grammar correction, but the types of errors must be pre-determined to learn
the parameters for their noisy channel model. It requires expert knowledge of second
language (L2) teaching, which is often hard to obtain.

One promising approach for correcting unrestricted errors of second language learn-
ers is Brockett et al. ’s automated error correction method (Brockett et al., 2006) using
statistical machine translation (SMT). The advantage of their method is that it does not
require expert knowledge. Instead, it learns a correction model from sentence-aligned
corrected learners’ corpora. However, it is not easy to acquire large-scale learners’
corpora. In fact, Brockett et al. (2006) used regular expressions to automatically create
erroneous corpora from native corpora.

To alleviate the knowledge acquisition bottleneck, I propose a method of mining
revision logs from a language learning social network service (SNS) to create a large-
scale learners’ corpus. The SNS covers a wide variety of topics and styles. The main
advantage of using revision logs from SNS is three-fold: (1) it benefits from the wis-
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dom of crowds, (2) logs can be obtained on a large scale, and (3) logs are a great source
of knowledge not only for learners but also for language teachers.

In this thesis, I show that the method using phrase-based SMT technique with a
large-scale learners’ corpus can correct second language learners’ errors with reason-
able accuracy. I also show that considering multi-word expressions and reranking with
syntactic informatrion for SMT outputs is effective for grammatical error correction.

The rest of this thesis is organized as follows. Chapter 2 describes the JSL and ESL
corpus created from revision logs of a language learning SNS. Chapter 3 explains an
SMT-based approach to grammatical error correction for second language learner. In
Chapter 5, I report the experimental results of SMT-based JSL error correction using
a large-scale real corpus. In Chapter 6, I show the effect of learner corpus size on
the SMT approach. Chapter 7 shows the effects of using multi-word expressions for
grammatical error corection. In Chapter 8, I report the experimental results of rerank-
ing approach to gramamtical error correction. In Chapter 9, I concludes this work.



Chapter 2

A Large Scale Japanese Language
Learners’ Corpus from Revision Logs
of Language Learning Social Network
Service

There are already many language learners’ corpora. However, there is not a large-
scale learner corpus on freely available. In Section 2.1, I show the Japanese and En-
glish language learner corpora.

2.1 Language Learners’ Corpora

2.1.1 Japanese Language Learners’ Corpora

One of the most well-known Japanese learners’ corpus is Teramura Error Data!. The
corpus was mainly collected in 1986 from Japanese compositions written by foreign
students, mostly from Asian countries. The corpus consists of several styles including
writing exercises, cloze (gap filling) test, and pattern composition. Unlike this data,
JSL learners in Lang-8 encompass the whole world. Also, Lang-8 offers a wide variety
of free compositions of the learner’s choice, and the size of the data is 3 orders of
magnitude (448MB without all the tags) larger than Teramura’s data (420KB, 4,601
sentences written by 339 students). Also, although Teramura Error Data is annotated

"http://www.ninjal.ac. jp/teramuragoyoureishu/
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with error types, the correct words or strings are not often provided, which makes it
difficult to use it for automatic correction of learners’ errors.

Ohso? created a database of Japanese compositions by JSL learners. It is annotated
with error types with correct forms to allow error analysis. However, similar to Ter-
amura Error Data, the corpus does not cover many topics because it was collected at
only four institutions. In addition, it is limited in size (756 files, average file size is
2KB).

The corpus most related to mine is the JSL learners parallel database of Japanese
writings and their own translation into their first language® created by National Institute
for Japanese Language and Linguistics. It collects 1,500 JSL learners’ writings and
their self-translations. There are around 250 writings corrected by several Japanese
language teachers. The advantage of this corpus is that some of the texts are annotated
by professional language teachers and can be used as a source of error correction.
However, again, the size of this corpus is limited since it is hard to obtain annotations
from language teachers. My approach differs from them in that I employ the wisdom of
crowds of native speakers, not necessarily language teachers, to compile a large-scale

’https://kaken.nii.ac.jp/ja/p/08558020/1998/6/en
3http://jpforlife.jp/taiyakudb.html
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Table 2.1: Comparison of English language learner corpus.

Name of Leaner corpus Data size
CLC over 200,000 texts
CLC-FCE 1,244 texts

NICT JLE Corpus 1.2 million words

Konan-JIEM Corpus 233 texts, 3,199 sentences
NUCLE 1,397 essays, 57,151 sentences
CoNLL-ST13 Test Set 50 essays, 1,381 sentences
CoNLL-ST14 Test Set 50 essays, 1,312 sentences
Lang-8 Corpus 1,069,549 sentences

learners’ corpus.

2.1.2 English Language Learner Copora

There are many English language learner copora compared to Japanese language
corpora. I only compare the well-known English language learner corpora which errors
are annotated.

Table 2.1 shows comparison of English language learner corpus. The most well-
known and biggest English Corpus is Cambridge Learner Corpus (CLC) (Nicholls,
2003), but this is not freely available. Cambridge ESOL First Certificate in English
(CLC-FCE) is a subset of CLC, which contains only 1,244 texts. NICT JLE Corpus
(Izumi et al., 2004), Konan-JIEM Corpus (Nagata et al., 2011) and NUS Corpus of
Learner English (NUCLE) (Dahlmeier et al., 2013) are available research purpose,
however these corpora are too small. The test sets of CoONLL Shared Task 2013 (Ng et
al., 2013) and 2014 (Ng et al., 2014) are also very small.

2.2 Language Learning Social Network Service

Recent growth of the web has opened the possibility of using the Internet to break
the barriers of space and time. Specifically, social network service (SNS) has begun to
receive a lot of attention recently. There are a number of SNS sites that help language
learners across the world, including iKnow!, Livemocha and Lang-8, to name a few. |
will look briefly at each SNS below.



Table 2.2: Number of sentences for each language in Lang-8

Language English | Japanese | Mandarin | Korean | Spanish | French | German

Number of || 1,069,549 | 925,588 136,203 | 93,955 | 51,829 | 58,918 | 37,886
sentences

First, iKnow!* is an SNS-based language learning service that helps learners prac-
tice language learning. iKnow provides a tailored curriculum for each user to memo-
rize words and phrases through simple exercises.

Second, Livemocha” is also a language learning SNS that offers courses of grammar
instructions, reading comprehension exercises and practice for both writing and speak-
ing. It provides educational materials in 38 languages. Users can submit a writing
exercise on a subject and receive feedbacks from other users of the native language.

Third, Lang-8 is a “Multi-lingual language learning and language exchange So-
cial Networking Service”® , which has 214,170 (317,307) registered members as of
November, 2010 (October, 2011). Soon after the learners write a passage, mostly a
part of a diary, in a language they are learning, native speakers of the language correct
it for them. The learners in turn are encouraged to correct other members’ composi-
tion errors according to their first language (L1). Hence, the SNS is called “language
exchange”. It supports 77 languages, facilitating multilingual communication. In this
chapter, I use the data of Lang-8 crawled at November, 2010 for Japanese learner cor-
pus and September, 2011 for English learner corpus’.

2.3 Features of Lang-8 Data

I created a large-scale language learners’ corpus from error revision log of Lang-
8. Figure 2.1 shows that approximately 75,000 users are learning Japanese®. Table
2.2 shows the top seven languages in the corpus. There are 925,588 sentences of
JSL learners®. Out of 925,588 sentences, 763,971 (93.4%) sentences are corrected by

‘http://iknow. jp

Shttp://www.livemocha.com/

6http://lang—S.com/

"Recent data (after October 2011) is not free because Lang-8 changed their policy on the 6th October
2011 so that you need permission from the site maintainer to use the data

81 counted learning language in user profile. Some learners register two or more learning languages.

°T counted learning language written for each journal because learners may write in different lan-
guages.



Table 2.3: An illustrative example of multiple correction
Sentence written || = AlZZNZNHT O ATREEZER N 7,
by a JSL learner
Sentence corrected | ZAIFZNZNHT L) OEBITREGEEZE L £7,
by an annotatorl (Each of three expresses their feelings in their own expressions.)
Sentence corrected | ZAIFZNZNHIT R DICEEZE L £,

by an annotator2 | (Each of three expresses their feelings in their own way.)

human annotators. A sentence written by JSL learners might have two or more revision
sentences in Lang-8 by different voluntary reviewers'?. Therefore, the total number of
corrected sentences amounts to 1,288,934. In other words, one sentence gets corrected
approximately 1.69 times on average.

There are several distinguishing features of the data obtained from Lang-8. First,
since Lang-8 is a language learning SNS, I can obtain pairs of learner’s sentence and
corrected sentence. Using this data, it is possible to collect the learners’ errors. I will
describe how to build a learners’ corpus from revision logs later in this section.

Second, Lang-8 data may have more than one correction for the single sentence.
I could exploit this feature to acquire paraphrases in a similar way to (Barzilay and
McKeown, 2001). Table 2.3 shows an example of multiple correction. Two annotators
correct the same learner’s sentence. In this example, one can infer that “7z ) DEBLT
(in one’s own expressions)” and “7% 1) T (in one’s own way)” are paraphrases of each
other.

Third, I could obtain multi-lingual parallel sentences. Figure 2.2 shows examples
of parallel sentences in Lang-8. In this example, the JSL learner writes two Japanese
sentences and their translation for each sentence to tell what he or she wants to say. Al-
though the sentences written in the learning language may contain errors and mistakes,
I can align the English translation to the corrected Japanese sentence. The parallel
corpus created from the revision log of SNS would be a valuable source of colloquial
expressions ideal for translating consumer generated media such as blogs and SNS.

Fourth, annotators of Lang-8 sometimes add inline comments to the corrected sen-
tences. It is often written in parentheses to indicate that the string is a comment, but not
always. Depending on the first language of the language learner, annotators put com-
ments in either the learning language or the learner’s 1. This can be a great source of

10The correction of a new review might be affected by the previous corrections by others.
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Sentences
May 30th 2011 20:31 japanese

ZOEREEsDOPRT—EFEEL W,
This is the most beautiful picture at the exhibition.

FaAL—hrr—FEEREOFT—EHFVWTIT L,

Chocolate cake is the sweetest in the café.

Figure 2.2: Parallel sentence in Lang-8

extracting useful information for language learning, since the comment itself explains
pitfalls that the language learners often come across.

2.4 Extracting Corrected Sentences from HTML

All the error revisions are made through a web-based editing interface that allows
annotators to delete, insert or change any character sequence of the learner’s text by
any sequence. Table 2.4 illustrates an example of the HTML generated from Lang-
8’s revision editor. The tag <span class="sline"> shows that the characters
within the tags should be removed. The color tags <span class="red"> and
<span class="f_blue"> are used somewhat arbitrarily by annotators. In gen-
eral, they indicate correct strings. In the example, the annotator used delete line and
red color to point out and correct the first error, and blue color to indicate inserted
characters.

From this observation, I apply simple heuristics to extract corrected sentences from
Lang-8. First, I remove all the <span class="sline"> tags and characters within
them. Then, I discard other tags, retaining the characters surrounded by the tags. After
this rule, I obtain the corrected sentence shown in the bottom row in Table 2.4.

10



Table 2.4: Extracting corrected sentence from HTML
Sentence written | EFEISIML Thro7, B30T,
by a JSL learner (I was not participating last year, just watching.)
% £ 13 £ fll<span class="sline">L T 7% >
7-</span><span class="red">¥ § Il</span>. H.

Corrected sentence

with tags . N
g 572 <span class="f_blue">72>7</span>,

Seen on the browser || ZAEIE SR orktd T2, RBEITE -7,
FEFSMETIC, R0 7E -7,
(I did not participate but watched last year.)

Corrected sentence

2.5 Data Statistic and Filtering by Edit Distance

In actual correction, it is expected that annotators do not completely rewrite the
original sentence and most character strings remain the same as the original sentence.
Thus, I investigated the quantitative distribution of Lang-8 data by breaking down the
sentences according to the edit distance between the original and corrected sentences
(number of deletion / number of insertion of characters in revision log).

Figures 2.3 and 2.4 summarize the numbers of deleted and inserted characters in a
sentence. These figures show that two distributions are comparable. On the other hand,
they differ in the absolute number of deletion and insertion. For example, the number
of cases with no deletion is considerably higher than the number with no insertion.
Also, the frequency of sentences with more than nine insertions is higher than that for
deletions. This reflects the fact that there are many sentences with comments (inser-
tions) and that people tend not to remove too many characters to keep the information
of the original sentence written by the learner.

From observations of the created corpus, corrections can be divided into two types:
(1) a correction by insertion, deletion, or substitution of strings, (2) a correction with a
comment. Table 2.5 shows examples of correction from Lang-8. The first example is
a sentence written by a JSL learners containing an error, and is corrected by inserting
a character. In the second example the learner’s sentence is correct; in addition the
annotator writes a comment!!. Besides, there exist “corrected” sentences to which
only the word “GOOD” is appended at the end. In this case, original sentence is not
modified at all by the annotator. The inserted comment merely informs the learner that
there is no mistake in the learner’s writing.

'1Some annotators erase a learner’s original sentence and rewrite it to “OK”.
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200000

150000 -

frequency

100000 - [ —

50000 -

0 1 2 3 4 5 6 7 8 9 over9

number of deleted characters

Figure 2.3: Summary of number of deletion

To handle these comments, I conduct the following three pre-processing steps: (1)
if the corrected sentence contains only “GOOD” or “OK”, I do not include it in the
corpus, (2) if edit distance between the learner’s sentence and corrected sentence is
larger than 5, I simply drop the sentence for the corpus, and (3) if the corrected sentence
ends with “GOOD” or “OK”, I remove it and retain the sentence pair. As a result, I
obtained a corpus of 849,894 corrected and aligned sentence pairs by JSL learners.

Another notable issue is that annotators may not correct all the errors in a sentence.
Table 2.6 shows an example of JSL learner’s sentence for confusing case markers of
“73” (NOM) and “I%” (TOP). In this example, “I%” and “7%3” should be corrected to
“73 and “13”, respectively. However, the annotator left the second case markers “%”
unchanged. Because the number of these cases seems low, I regard it as safe to ignore
this issue for creating the corpus.

12
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number of inserted characters
Figure 2.4: Summary of number of insertion
Table 2.5: Examples of correction in Lang-8
Sentence written ETA =L ELE
by a JSL learner (Video games Yamashita.)
Sentence corrected ErAr—aze ) FL%
by an annotator (I played video games.)
Sentence corrected B T 7,
by a JSL learner (I went to a public bath.)
Sentence corrected by B To 70, 0O T2 7B 5T
an annotator (with (T went to a public bath. It is better to say when you went.)
comment)
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Table 2.6: Problem of correction in Lang-8

Sentence written
by a JSL learner

D40 PR DED T AHITHELINT

(As for me, these four were sold when I was a kid.)

Sentence corrected
by an annotator

D4 I DED I AITFETEINT

(As for these four, I was sold when I was a kid.)

Correct sentence

ZDAD FEDBVHED I HIFETEINT

(As for these four, they were sold when I was a kid.)

14
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Chapter 3

Grammatical Error Correction using
Phrased-based Statistical Machine
Translation Methods

In this thesis, I attempt to solve the problem of second language learners’ error
correction using the Statistical Machine Translation (SMT) technique. Brown et al.
(1993) first proposed word-based SMT approach. While the common SMT problem
is a task translating from source language to target language, i.e., English to Japanese
(Figure 3.1) grammatical error correction can be considered as a task of translating
from incorrect sentences to correct sentences (Figure 3.2).

Related work on grammatical error correction using phrase-based SMT includes re-
search on English and Japanese (Brockett et al., 2006; Suzuki and Toutanova, 2006).
Brockett et al. (2006) proposed to correct mass noun errors using SMT and used 45,000
sentences as training sets randomly extracted from automatically created 346,000 sen-
tences. My work differs from them in that I (1) do not restrict myself to a specific error
type such as mass noun; and (2) exploit a large-scale real world data set.

The use of SMT for spelling and grammar correction has the following three advan-

tages.
1. It does not require expert knowledge.
2. It is straightforward to apply SMT tools to this task.

3. Error correction using SMT can benefit from the improvement of SMT method.



i English — Fa X EIEA TS > Qf@ém}s B

Parallel Corpus

Japanese
sentence

Japanese Corpus

) Translation Language FET7 A)AI
o= T Model - Model It

Japanese
sentence

Figure 3.1: Example of common translation problem.

3.1 Statistical Machine Translation Formulation Using
a Log-Linear Model

The well-known statistical machine translation formulation using a log-linear model
(Och and Ney, 2002) is defined by:

M
é = argmax P(e|f) = argmax Z Amhim (e, f) 3.1)
e e m=1

where e represents target sentences (corrected sentences) and f represents source sen-
tences (sentences written by learners). &, (e, f) is a feature function and A,, is a model
parameter for each feature function. This formulation finds a target sentence e that
maximizes a weighted linear combination of feature functions for source sentence f.
A translation model and a language model can be used as feature functions.

The translation model is commonly represented as conditional probability P(f|e)
factored into the translation probability between phrases. The language model is rep-
resented as probability P(e). The translation model is learned from sentence-aligned
parallel corpus while the language model is learned from target raw corpus.

3.2 Phrase Extraction

Phrases are extracted from a parallel corpus which word alignment is annotated with
popular heuristics in SMT task (Och and Ney, 2003). As preprocessing for phrase ex-
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Qhﬁéﬁfmﬁe—miﬁ%ma) T R RES )
e \,
Japanese Corpus

Learner Corpus

Learner

Correct
sentence
b7 A)AIZ Translation Language FFT A)AI
17o1= Model Model 11o1=
Correct

sentence

Figure 3.2: Example of grammatical error correction using SMT.

traction, both direction of word alignment of learner sentence to corrected sentence and
word alignment of corrected sentence to learner sentence are conducted. Figure 3.3(a)
shows the result of word alignment of learner sentence to corrected sentence. Figure
3.3(b) shows the result of word alignment of corrected sentence to learner sentence.
On the heuristics for phrase extraction; (1) the alignments in the intersection set of the
both direction of word alignments are first added, (2) and then neighboring alignment
points in the union sets are added, (3) and then the diagonally neighboring alignment
points are also added, (4) and finally, the non-neighboring alignment points between
words, of which at least one is currently unaligned, are added.

The black points in Figure 3.3(c) are intersection of the both direction of word align-
ments. The gray points in Figure 3.3(c) are added by heuristics for phrase extraction.
The phrases pair that all words of the phrase pair have to align to each other are ex-
tracted. The areas enclosed by red line in Figure 3.3(c) are part of extracted phrase.
For example, the following phrases can be extracted; “FA#>” aligned to “FAIZL”, [ T-
1T& £ 97 aligned to “*ARITAT " and “ATE £ T2 D aligned to “47{ 2b D ™.

17



Learner sentnece

A b BEI 7F FI DY

Fh

8

FR

Iz

1<
2%y
TY

DO IO ~+~3 0 0
0000

(a) Word alignment of learner sentence to corrected sentence

A b BEI 7F FF DOHY

A

8

FR

Iz

1<
2%y
TY

DO IO ~+~3 00
0000

(b) Word alignment of corrected sentence to learner sentence

Learner sentnece

B b BEI 7E FT DY

F®

1z

1<
2%y

DO IO +3 D0
A0 0 ~=00

(c) Phrase Extraction

Figure 3.3: Phrase extraction from word alignment
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Chapter 4

Evaluation Metrics

For the evaluation metrics, I use automatic evaluation criteria. To be precise, I used
recall (R), precision (P) , F1-Score and F0.5-Score. Recall, precision, F'1;-Score and
Fo 5-Score are defined as follows:

tp
tp+fn’

Ip
tp+fp’

2 X Recall x Precision

Recall =

Precision =

F = —
Recall + Precision
(140.5%) x Recall x Precision

Fo< =
0-5 Recall +0.52 x Precision

where ¢p (true positive), fp (false positive), and fn (false negative) denote the case
that the system correctly identifies learner’s errors, the case that the system incorrectly
identifies learner’s errors, and the case that the system fails to identify learner’s errors,
respectively. F1-Score is the harmonic mean of recall and precision. Fy 5-Score weights
precision twice as much. To illustrate recall and precision, let us consider the example
in Figure 4.1. tn in Figure 4.1 counts the cases that all the learner’s input, system
output and gold standard are the same. The numbers of ¢p, fp and fn in Figure 4.1 are
1, 1 and 2, respectively. Thus, recall = 1/3 and precision =1/2.

In Chapter 6, I calculate the scores for each error types. Recall and precision for
each type of errors are calculated from true positive, false positive and false negative
based on error tags in evaluation corpus. The word which does not have any tag in



LEARNER: ##. H & & o
(I ring student. )

CORRECT:# & # & T ¥ .
([ am a student. )

SYSTEM: # & % &£ 1z
(I am a student )

th tp th tn fn fn fp

Figure 4.1: Example of evaluation

F & & He talked to me __ his life of Kyoto, and he took me __ Kyoto.
1E fiZ: He talked to me about his life in Kyoto, and he took me to Kyoto.

AT L :He talked __ me __ his life on Kyoto, and he took me to Kyoto.
fo fn fp tp

Figure 4.2: Example of evaluation for each error types

evaluation corpus does not affect precision for each type of errors!. For example, let
us consider the following: In this example, the system deletes preposition “to”, which

does not have any tag. Thus, precision = 1/2, recall = 1/2 for preposition errors and
precision = 1/3, recall = 1/2 for Total scores.

I'The total score is calculated using all the correction output with and without any tag.
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Chapter 5

Japanese Error Correction Using
Character-wise Word Alignment

5.1 Statistical Error Correction with Different Granu-
larity of Tokenization

When translating a sentence from Japanese to another language with SMT, one usu-
ally performs word segmentation as a pre-processing step. However, JSL learners’
sentences contain a lot of errors and hiragana (phonetic characters), which are hard to
tokenize by traditional morphological analyzer trained on standard Japanese writings.
Suppose I want to tokenize the following real sentence written by a JSL learner:

THLEFL®DEEA

where the correct counterpart would be:

THLE) TUH D EEA

(But I am not good at it.)
The corrected sentence has “9” and “d” inserted'. These sentences written by a
learner and corrected by a native speaker are tokenized as follows by MeCab?, which
is one of the most popular Japanese Morphological Analyzer:

T U FTU®hEHEA

( but (fragment) (garbled word) )

TH Lx97 L HH F¥ A

( but good at be not )

't is hard for JSL learners of certain L1 to distinguish Japanese short and long vowels.
http://mecab.sourceforge.net/



These examples illustrate the difficulty of correcting JSL learners’ sentence using
word-wise SMT.

To alleviate this problem, I propose to build a character-wise segmented corpus with
phrase-based SMT. The Character-wise model is not affected by word segmentation
errors, and thus it is expected to be more robust for the task of correcting JSL errors.
For the two example sentences mentioned above, I split sentences into characters rather
than words:

THL T L»Dh A
THL )T ULedbh xEA

This enables the phrase-based SMT to learn the alignment between “U & 9 and “
U & 9 9 (Figure. 5.1), resulting in a more robust model to correct JSL errors than
word-wise model.

Moreover, I propose a combined method in which the source language is tokenized
character-wise while the target language is tokenized word-wise (Figure. 5.2). The
intuition behind this is that the source language (sentence written by learners) is hard
to tokenize into words, whereas the target language (corrected sentences) may be easy
to tokenize.

TH L& 7 Lo UFHEA
'%l,tl:!:\-\ I@ l\\\\\

Figure 5.1: Example of character alignment

Lt L&dF Lo VY F &

A
\/\l/\/l\/llb

T3 k37 Lv HY FH

Figure 5.2: Example of character - word alignment

A
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5.2 Experiments on JSL Learner’s Error Correction
with SMT

I carried out experiments to see (1) the effect of granularity of tokenization as de-
scribed in Section 5.1; (2) the effect of corpus size; (3) the difference of L1 model.
I also carried out experiments using NAIST Goyo corpus’ to see (a) effectiveness of
Lang-8 corpus, (b) effectiveness for each error type.

I used Moses 2010-08-13* as an SMT tool and GIZA++ 1.0.5° as an alignment tool.
I used Japanese morphological analyzer MeCab 0.97 with UniDic 1.3.12% for word
segmentation.

I created a word-wise model as baseline. Hereafter, I refer to this as W-W and
also constructed a model with entries from UniDic for better alignment, denoted as
W-W+D. I used word 3-gram as language model for W-W and W-W+D. I built two
character-wise models: Character 3-gram and 5-gram represented as C-C3 and C-CS5,
respectively. Also, I created a combined model of word and character. In particular, |
apply character-wise segmentation on the source side and word-wise segmentation on
the target side. Hereafter, I refer to this as C-W. As before, I prepared a model with
entries from UniDic, denoted as C-W+D. I conducted minimum error rate training
(MERT) (Och, 2003) in all experiments. I performed minimum error rate training to
maximize BLEU (Papineni et al., 2002) (5-gram).

5.2.1 Experimental Data

All the data was created from 849,894 Japanese sentences extracted from revision
logs of Lang-8 crawled in December 2010. I retained pairs of sentences whose num-
ber of characters of corrected sentence is less than or equal to 50. This results in
796,956 sentences out of 849,894 sentences. To see the difference of errors stemming
from learners’ L1, I carried out an experiment with two L1s: English and Mandarin.
ALL extracts training data from the entire corpus for the translation model. There are
298,359 Japanese sentences whose writers’ L1 is English and 166,688 Mandarin. For

3NAIST Goyo corpus is annotated error types to JSL learners parallel database of Japanese.

“http://www.statmt.org/moses/

Shttp://www—-16.informatik.rwth-aachen.de/Colleagues/och/software/
GIZA++.html

Shttp://www.tokuteicorpus. jp/dist/
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each L1 JSL corpus, I split the corpus into two parts: 500 sentences for testing and
development, and the rest for training.

I shuffled the training data to prepare the corpus for learning language model and
translation model. I manually re-annotated 500 sentences to make gold-standard data
and used 200 sentences for testing, and 300 sentences for development.

NAIST Goyo corpus consists of 6,433 sentences. I split the corpus into three parts:
5,933 sentences for training, 300 sentences for testing, and 200 sentences for develop-
ment.

5.2.2 Experimental Results for Test Data from Lang-8

Comparison of granularity of tokenization Table 5.1 shows the performance with
different methods in the cases where test data were written by English and Mandarin
speakers (Training Corpus: L1 = ALL; translation model: 300K sentences; language
model: 790K sentences). The character-wise models and the combined models outper-
form the word-wise models in the case where test data was written by English speakers,
while word-wise model outperform the character-wise model and the combined mod-
els in the case where test data was written by Mandarin speakers. C-W achieved the
best recall and F-measure and C-C5 the best precision in the case where test data was
written by English speakers. W-W achieved the best recall and F-measure and W-W+D
the best precision in the case where test data was written by Mandarin speakers.

Effects of corpus size I varied the size of the corpus used to train translation models
while fixing the size of the training corpus of language models to 790M sentences in
order to see the effect of the size of training corpus on the performance. Figures 5.4,
5.3 and 5.5 show the performance with different size of training corpus of translation
model, using W-W, C-C5 and C-W (Training Corpus: L1 = ALL). In all configurations,
the best F-measure was achieved when the size of training corpus of translation model
was larger size.

Comparison of learners’ L1 of the training model Table 5.2 shows the results
trained with different learners’ L1 languages’. Performance was not better when trans-
lation model was trained with the same L1 as the test data each method, while perfor-

"Note that language model was trained from the whole training corpus. I did not change L1 for
language model.
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Table 5.1: Comparison of the performance of error correction for each system of dif-
ferent granularity of tokenization
(a) test: L1 English
| W-W | W-W+D | C-C3 | C-C5 | C-W | C-W+D
R | 0.103 0.074 | 0.099 | 0.110 | 0.142 0.118
P | 0.286 0.269 | 0.381 | 0.404 | 0.317 0.285
F | 0.150 0.115 | 0.156 | 0.172 | 0.194 0.166

(b) test: L1 Mandarin
| W-W | W-W+D | C-C3 | C-C5 | C-W | C-W+D
R[0174| 01520142 |0.168 | 0.139 | 0.142
P | 0495 | 0.537 | 0498 | 0.494 | 0419 | 0472
F|0.256 | 0.237 | 0.219 | 0.248 | 0208 |  0.217

mance was best when translation model was trained with the same L1 as the test data
each method in the whole methods. The variance of results is small for each methods
in the case that training data is ALL, while the variance of results is large for each
method in the cases that writers’ L1 of training data is English or Mandarin. W-W
achieved the best F-measure in Figure 5.2(b), because the text written by Mandarin L1
speakers is easy to tokenize.

5.2.3 Experimental Results for NAIST Goyo corpus

I evaluated the performance of error types for NAIST Goyo corpus by hand. Table
5.3 shows recall and number of correct answer using NAIST Goyo corpus as test data.
There is not much different in number of correct answer between NAIST Goyo corpus
and Lang-8 corpus. However, the system trained by NAIST Goyo coprus is higher
performance than Lang-8 about “word selection” error. Recall is low but the error
correction systems can correct various types of error. The error type which has the
highest recall in all error types is “Spelling” error.

Table 5.4 shows character-based recall, precision and F-score. F-score of W-W
model is not different between training corpora. In F-scores of C-C and C-W, using
Lang-8 corpus is better than NAIST Goyo corpus.
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Figure 5.3: Comparison of the performance of error correction for different size of
translation model (W-W).
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Figure 5.4: Comparison of the performance of error correction for different size of
translation model (C-C5).
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Table 5.2: Comparison of the performance of error correction trained on different first

language

(a) test: English

method

W-W

| cC5 | C-W

Learners’
L1 of
training
data

English

Recall
Precision
F-measure

0.010
0.326
0.151

0.128
0.383
0.190

0.136
0.271
0.181

Mandarin

Recall
Precision
F-measure

0.051
0.248
0.084

0.089
0.266
0.132

0.097
0.189
0.126

ALL

Recall
Precision
F-measure

0.105
0.324
0.158

0.107
0.378
0.167

0.146
0.246
0.181

(b) test: Mandarin

method

W-W

| c-C5 | cwW

Learners’
L1 of
training
data

English

Recall
Precision
F-measure

0.170
0.457
0.245

0.151
0.494
0.229

0.171
0.354
0.231

Mandarin

Recall
Precision
F-measure

0.183
0.457
0.260

0.116
0.474
0.185

0.124
0.389
0.187

ALL

Recall
Precision
F-measure

0.155
0.478
0.232

0.132
0.476
0.205

0.119
0.373
0.180

29




(0€) S80°0 | (92) £L0°0 | (92) €L0°0 | (£€) €60°0 | (£2) $90°0 | (0€) S80°0 HE

(®) €r1'0 | (9)L01°0 | (9 L0100 |(6)TI9T°0 | (9 LOT0 | (8) EFIO (9S) ANON

(0) 0000 | (00000 | (00000 | (00000 |(0)0000 | (T)LIT°0 (9) 91h18

(€)8ST°0 | (€)8ST'0 | (©)8ST'0 | (D S010 | (@S010 | (2)SO10 (61) qIoA

@ +L00 | (DLg00 | @ ¥LO0 | (000000 | (0)0000 | (I)LEODO (L) Suissiy

(0) 0000 | (00000 | (00000 | (@ L90°0 | (00000 | (I)€LO0 (0¢) Aressodouup)

(01) 0LZ'0 | (IT) L6T0 | (L) 6810 |(8)91C0 | (6)€vT0 | (8)91T0 (L¢) Surpedg

(1) L1000 | (DL100 | @+€00 | (9 €010 | (€)TSO0 | (#) 6900 (85) uono9[as pIop

(9)£L90°0 | 3 S¥O0 | (9)L90°0 | (S) 9S00 | (€)+€00 | (S) 9S00 (68) d[onIed
MDD SO-D M-M MDD 7 SO-D 7 M-M (Iomsue 1991109 Jo Joquinu) 2d£) 10117

Q-3ue] snd10d 00D [ STVN snd10o Sururely,

e1ep 1591 st snd10d 0A0D) [ STYN SUISn J9MSUE 1091109 JO JqUINU PUe [[BIY :¢°S [qeL

30



Table 5.4: Character-based recall, precision and F-score using NAIST Goyo corpus as
test data

Training corpus | NAIST Goyo corpus Lang-8
W-W | C-C5 | C-W | W-W | C-C5 | C-W
Recall 0.080 | 0.048 | 0.112 | 0.081 | 0.072 | 0.130

Precision 0.222 | 0.231 | 0.131 | 0.190 | 0.295 | 0.236
F-score 0.118 | 0.080 | 0.121 | 0.113 | 0.116 | 0.167

5.3 Discussion

As I discussed in Chapter 2, the extracted corpus still contains comments in the
corrected sentences. However, it does not greatly affect the performance of the JSL
learner’s error correction, demonstrating that I was able to build a large-scale JSL
learners’ corpus from revision logs. Moreover, I have checked all the output of my
SMT-based error correction system, but none of the errors of the system are derived
from the annotators’ comments.

Here are some examples illustrating the difference of the scale of the training corpus.
I compared translation models trained on 100K sentences and 300K sentences. Note
that the model trained on 100K sentences gave the worst result, wheares model trained
on 300M sentences achieved the best in Figure 5.4(a). In both cases, the language
models were trained on the same 790K sentences. Both models corrected the examples
below:

Original: ¥72&8 39 H WL
(Thanks, Matadomou (OOV))

Correct: £72& )b HH 2L
(Thank you again)

Also, both of them corrected a case marker error frequently found in JSL learners’
writing as in:

Original : TRUTH®H £ L \»TY
(TRUTH wa beautiful)

Correct : TRUTHIZ £ L\ > T
(TRUTH is beatiful)
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On the other hand, the model trained on 300K sentences corrected the following ex-
ample:

Original: 224278 % 72 S 2ABUSATIT %

(the learner made an error in conjugation form.)

Correct: 2F4E 7 - 72 & 2RI/ TIT %

(Becoming a student, I can go to school.)

100K: 2247 2728 ARRICiTT %

(I can go to school to be student)

300K: 2247 o 72 S AKISATIT B

(Becoming a student, I go to a school)

This example also illustrates the fact that there remains uncorrected errors (missing
“ni” case marker after “#*/&” student) as I discussed in Section 2.5.

Here are some examples illustrating the difference of the methods. I compared C-C5
and C-W. Note that both C-C5 and C-W achieve better F-measure than rest of methods
in Figure 5.1(a) C-C5 corrected the following example:

Original: W2 b HEFE F72 Z5E L 72 K &b
(I do not want to speak English keda)

Correct: WO HIEEE 721 256 L 72 o\
(I do not want to speak only English)

C-C5: WO B I 221 25 L7 < e
(I do not want to speak only English)

C-W: WD b HEE 72 ZFEL 72 < s
(I do not want to speak Englsh da)

On the other hand, C-W corrected the examples below:
Original: &A1 E T2 D TT

(I will going to go an accademy)

Correct: =127 { 26D TY

(I am going to go to an academy)

C-CS: Rl EET 5D T

(I will going to go an accademy)

CW: &I ¢ Db hTF

(I am going to go to an academy)

32



The word 3gram language model produces an effect. The word 3gram uses wider
information than the character Sgram.

Seeing Figures 5.3, 5.4, 5.5, and Table 5.2, the experimental result varies widely by
test data or methods. From this, there are effective sentences of training data for the
each method and each test data.

The character-based models are better than word-based models for test data whose
writers’ L1 is English while word-based models are better than character-based models
for test data whose writers’ L1 is Mandarin. This is because learners whose L1 is
Mandarin can write Chinese character (kanji) so that word segmentation is less likely
to fail for sentences whose writers” L1 is Mandarin.
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Chapter 6

Effect of Learner Corpus Size in
Grammatical Error Correction of ESL
Writings

6.1 Background

English as a Second Language (ESL) learners’ writings contain various kinds of
grammatical errors. Recent growth in corpus annotation of learner English allows
detailed analysis of grammatical errors in learners’ writings. Konan-JIEM Learner
Corpus (hereafter referred to as KJ Corpus)! is one such corpus composed of English
essays written by Japanese college students. Table 6.1 shows the distribution of errors
found in KJ Corpus®. The most frequent error type is article errors, followed by noun
number and preposition errors. It is not surprising that frequent types of errors account
for the most errors, but it should be noted that there are many different types of errors
in learner corpus.

Recently, Swanson and Yamangil (2012) presented a detailed analysis on correcting
all types of errors in the Cambridge Learner Corpus, but their task is different from the
others in that their goal is to detect errors and select error types given both the original
and corrected text, which is not often available in practice.

Some types of errors like agreement errors can be corrected by simple rules using
heuristics, while others like preposition errors are difficult to correct without statistical
models trained on native corpora and/or learner corpora. It was not until recently that

ttp://www.gsk.or.jp/catalog/GSK2012-A/catalog_e.html
2Spelling errors are excluded from target of annotation in KJ Corpus.



Types Proportion (%) ‘ Types Proportion (%)

article 19.23 | verb other 4.09
noun number 13.88 | adverb 3.59
preposition 13.56 | conjunction 2.04
tense 8.77 | word order 1.34
lexical choice of noun 7.04 | noun other 1.30
lexical choice of verb 6.90 | auxiliary verb 0.88
pronoun 6.62 | other lexical choice 0.74
agreement 5.25 | relative 0.42
adjective 4.30 | interrogative 0.04

Table 6.1: The distribution of errors on KJ Corpus.

large scale learner corpora became widely available for grammatical error correction.
However, little is known about the effect of learner corpus size in ESL. grammatical
error correction.

In this chapter, I conduct experiments in error correction targeting all types of errors
using a large scale error-annotated learner corpus to see the effect of corpus size in
grammatical error correction. I build an error correction system with phrase-based
statistical machine translation (SMT) technique. Also, I create a large scale error-
tagged corpus of learner English from the web. I then analyze the results of error
correction by breaking down the error types and discuss the strength and weakness of
the example based approach using a large scale but noisy learner corpus.

The main contribution of this work is two-fold:

e To my knowledge, it is the first attempt to use a large scale learner corpus to
correct all types of errors.

o | show the effect of learner corpus size on the phrase-based SMT approach and
show its advantages and disadvantages.

6.2 Related Work

Even though there are many works on error correction in learners’ English, only a
few target multiple various kinds of grammatical errors.

First, Brockett et al. (2006) proposed an error correction model with phrase-based
SMT. Even though their model can deal with all types of errors, they evaluated their

36



method only on noun number errors using an artificial data, partly because there was
no large scale learner corpus available at the time. I would like to emphasize that my
work is the first attempt to use a real world large learner corpus with phrase-based SMT
technique. I will show that phrase-based SMT especially suffers from data sparseness.

Second, Park and Levy (2011) attempted to correct various kinds of errors with a
noisy channel model using a large scale unannotated corpus of learner English. Mine
differs from their work in that I use a large scale error-tagged corpus annotated by the
wisdom of crowds. In addition, they targeted only spelling, article, preposition and
word form errors, while I do not restrict error types.

Third, Han et al. (2010) developed a preposition correction system using a large scale
error-tagged corpus of learner English. They built a maximum entropy-based model
for preposition errors trained on learner and native corpora. I also take advantage of a
large scale error-tagged corpus of learner English, but use phrase-based SMT to deal
with various kinds of errors and to fully exploit the learner corpus.

Recently, Dahlmeier and Ng (2012a) presented a beam-search decoder for correct-
ing spelling, article, preposition, punctuation and noun number errors. They reported
that their discriminative model achieves considerably better results than an SMT base-
line trained on a few hundreds of sentences. As I will see later, I observed a similar
tendency in preposition error correction when I trained a phrase-based SMT system on
a small learner corpus. However, in this work, I exploit a large scale error-annotated
corpus extracted from the web to overcome the data sparseness problem.

6.3 Experiment: Effect of Learner Corpus Size in Gram-
matical Error Correction

I carried out an experiment on grammatical error correction with SMT-based system
using a large scale learner corpus. To see the effect of corpus size, I compare a system
using Lang-8 Corpus (large scale learner corpus) with different sizes and a system
using KJ Corpus (small scale corpus). In order to get a closer look at the effect of error
correction methods, I also experimented on the preposition error correction task using
a maximum entropy model as a discriminative baseline and SMT-based models as my
proposal for all error correction.
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6.3.1 Tools for Statistical Machine Translation

I used Moses 2010-08-13> with default parameters as a decoder and GIZA++ 1.0.5%
as an alignment tool to implement an error correction system with phrase-based SMT. I
applied grow-diag-final-and (Och and Ney, 2003) heuristics for phrase extraction. The
number of extracted phrases are 1,050,070 (245 MB) using all data of Lang-8 Corpus.
I used 3-gram as a language model trained on the corrected text of Lang-8 Corpus.

Next, I built the maximum entropy model (Berger et al., 1996) as a multi-class clas-
sifier baseline for preposition error correction (Sakaguchi et al., 2012). I used the
implementation of Maximum Entropy Modeling Toolkit> with its default parameters.
I incorporated surface, POS, WordNet, parse and language model features described
in (Tetreault et al., 2010) and (De Felice and Pulman, 2008). POS and parse features
were extracted using the Stanford Parser 2.0.2. This system achieves recall of 18.44,
precision of 34.88 and F-measure of 24.12 trained and tested on the CLC FCE dataset
(Yannakoudakis et al., 2011), which ranked the 4th out of 13 systems at the HOO 2012
Shared Task (Dale et al., 2012).

6.3.2 Experimental Data

I use metadata of users to determine the L1 of English learners. Because my test
corpus (KJ Corpus) is written by Japanese college students, I would like to use the same
kind of data; it is out side of the scope of this paper to see the effect of learners’ L1.
There are 509,116 sentence pairs in English writings written by Japanese L1 English
learners. However, I need to filter noisy sentences because it may be hard to align them
if the sentences are drastically changed from the original learner’s sentences, resulting
in degraded performance on phrase-based SMT approach. Therefore, I calculate the
edit distance between a learner sentence and the corrected sentence using a dynamic
programming algorithm, and retain sentences whose numbers of both insertions and
deletions is equal to or less than 5 words®. As a result, I obtain 391,699 sentence pairs.

I use KJ Corpus as a test data. KJ Corpus consist of 170 essays, containing 2,411
sentences. When I experiment on a system using KJ Corpus, I perform 5-fold cross

3http://http://www.statmt.org/moses/

‘http://code.google.com/p/giza—pp/

Shttps://github.com/lzhangl0/maxent

o1 use 6 as a distortion-limit for Moses, therefore I chose the edit distance to be smaller than the
distortion-limit.
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validation.

6.3.3 Experimental Results

Table 6.2 shows error correction results for each type of errors on different corpora.
I compared SMT systems trained on KJ Corpus, Lang-8 Corpus with the same amount
of data with KJ Corpus, and full Lang-8 Corpus. With very few exceptions, the larger
the size of learner corpus, the higher the accuracy. In addition, using the larger corpus,
precision tends to increase more than recall.

Table 6.3 presents F-measures for each type of error varying the corpus sizes (2K,
10K, 20K, 100K, 200K, 300K, All (390K)). As I will see later in Section 6.3.4, there
are two types of errors in which learner corpus size matters.

Table 6.4 shows the performance of preposition error correction. Perhaps not sur-
prising, but it still deserves attention that SMT model trained on all Lang-8 Corpus
clearly outperformed other two systems. MaxEnt does slightly better than SMT when
they are trained on the same small corpus. Unfortunately, I were not able to use Lang-8
Corpus since it took too long to train.

6.3.4 Discussion

I can classify errors into two types: (1) errors which get better correction by in-
creasing corpus size and (2) errors which have little relationship with corpus size. The
first type of errors includes article, preposition, lexical choice of noun, lexical choice of
verb, adjective, and noun other. On the other hand, the second type of errors comprises
noun number, tense, agreement, adverb, conjunction, word order, auxiliary verb, rela-
tive and interrogative. 1 can expect to improve performance (both recall and precision)
for errors that require wide coverage lexical knowledge, such as lexical choice errors,
by using a much larger corpus with phrase-based SMT. In contrast, I may say that
errors which involve larger context such as tense errors are difficult to correct with
phrase-based SMT. I discuss the result while looking at examples of two of the for-
mer type of errors (article and lexical choice of noun) whose F-measures improve with
increasing corpus size, and three of the latter type of errors (noun number, tense and
agreement), whose F-measures do not change or even degrade.

Table 6.5 shows examples of article and lexical choice of noun. These are the exam-
ples that phrase-based SMT failed to correct using KJ Corpus. Because I can acquire
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a lot of pairs of an error phrase and its correction by increasing the size of the learner
corpus, the phrase-based SMT was able to correct them using Lang-8 Corpus.

Table 6.6 shows examples of noun number, tense and agreement errors. The first
example of noun number was corrected using Lang-8 Corpus with phrase-based SMT
since the error is one of the common learners’ expressions. The second was not cor-
rected using Lang-8 Corpus with phrase-based SMT because “dools™” is slightly dis-
placed from “a big”, and a proper noun “snoopy” is inserted between “dools” and “a
big”. It is hard to correct this kind of error with Phrase-based SMT, even using arti-
ficial data such as in (Brockett et al., 2006). To solve this problem, I need to conduct
generalization using POS or consider dependency relations.

The first example of a tense error was corrected using both KJ Corpus and Lang-8
Corpus with phrase-based SMT. One of the reasons why the baseline system was able
to correct the error is that it requires only local context to correct and is very frequent
even in a small leaner corpus. In the second example, the system fails to find tense
agreement in the complex sentence. Tense error is difficult to correct for phrase-based
SMT since it involves global context (Tajiri et al., 2012).

The first example of agreement error was corrected using Lang-8 Corpus with phrase-
based SMT. This is because the phrase pair correcting “Flowers is” to “Flowers are”
is frequent and the language model probability of “Flowers are” is also higher than
“Flowers is”. The second example is one that the system failed to correct since the
pattern is unseen in the learner corpus and thus the system has no way to capture the
relation between the subject “reading” and “are”. To solve this problem, it needs to get
the subject-verb relation considering a dependency structure.

As for prepostion error correction, I suspect that there are two reasons why the SM'T-
based model using full Lang-8 Corpus outperformed the MaxEnt model. First, due to
the small amount of training data in KJ Corpus (2,000 sentences), the MaxEnt model
failed to build a high performance system. Second, the high performance of the SMT
system may be attributed to the fact that both KJ Corpus and Lang-8 Corpus were
written by Japanese native speakers. Also, the reason why the MaxEnt model achieved
better result than SMT when trained on the same small corpus is possibly because
KJ Corpus is too small to learn variations in learner English by phrase-based SMT
approach, while a discriminative model can exploit a small dataset using rich features.

"The word “dools” written by a learner is also a spelling error.
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Training Corpus ‘ KJ Corpus H Lang-8 Corpus (2K) H Lang-8 Corpus (390K)

‘Recall‘ Prec ‘ F H Recall‘ Prec ‘ F H Recall‘ Prec ‘ F

article 0.187 | 0.531 [ 0.277 | 0.187 [ 0.571 | 0.282 | 0.359 | 0.761 | 0.488
noun number 0.207 | 0.603 | 0.308 || 0.136 | 0.671 | 0.226 || 0.199 | 0.710 | 0.311
preposition 0.137 | 0.375 | 0.201 | 0.092 | 0.319 | 0.143 | 0.262 | 0.585 | 0.361

tense 0.102 | 0.170 | 0.128 | 0.043 | 0.088 | 0.058 | 0.080 | 0.149 | 0.104

lexical choice of noun | 0.035 | 0.114 | 0.054 | 0.033 | 0.152 | 0.054 | 0.182 | 0.443 | 0.258

lexical choice of verb | 0.070 | 0.161 | 0.098 | 0.065 | 0.200 | 0.098 || 0.192 | 0.324 | 0.241
pronoun 0.075 | 0.220 | 0.112 || 0.040 | 0.143 | 0.063 | 0.150 | 0.367 | 0.213
agreement 0.236 | 0.604 | 0.340 | 0.125 | 0.483 | 0.199 | 0.228 | 0.469 | 0.307
adjective 0.151 | 0.326 | 0.206 | 0.056 | 0.286 | 0.094 | 0.389 | 0.522 | 0.446
verb other 0.089 | 0.139 | 0.109 | 0.147 | 0.333 | 0.204 | 0.286 | 0.419 | 0.340

adverb 0.265 | 0.450 | 0.333 | 0.214 | 0.429 | 0.286 | 0.292 | 0.432 | 0.349
conjunction 0.100 | 0.417 | 0.161 | 0.091 | 0.714 | 0.161 | 0.115 | 0.546 | 0.190
word order 0.500 | 0.025 | 0.048 | 0.667 | 0.050 | 0.093 | 0.750 | 0.075 | 0.136
noun other 0.182 | 0.222 | 0.200 | 0.143 | 0.167 | 0.154 | 0.571 | 0.429 | 0.490
auxiliary verb 0.056 | 0.167 | 0.083 | 0.100 | 0.400 | 0.160 | 0.100 | 0.400 | 0.160

other lexical choice | 0.167 | 0.200 | 0.182 | 0.000 | 0.000 | 0.000 | 0.357 | 0.455 | 0.400

relative 0.111 | 0.250 | 0.154 | 0.182 | 0.667 | 0.286 | 0.091 | 0.500 | 0.154
interrogative 0.000 | 0.000 | 0.000 | 0.000 | 0.000 | 0.000 | 0.000 | 0.000 | 0.000

Total | 0.149 | 0.147 | 0.148 | 0.113 | 0.205 | 0.146 | 0.247 | 0.275 | 0.260

Table 6.2: Result for each type of errors by statistical machine translation. Bold face
indicates that one system’s result is equal or greater by more than 0.1 points than the
other systems’ result.
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Training Corpus ‘ K] H Lang-8

| | 2k | 10K | 20K | 100K | 200K | 300K | 390K

article 0.277 || 0.282 | *0.390 | *0.420 | *0.443 | *0.459 | *0.475 | *0.488
noun number 0.308 || 0.226 | 0.214 | 0.238 | 0.270 | 0.300 | 0.319 | 0.311
preposition 0.201 || 0.143 | 0.192 | 0.226 | *0.333 | *0.336 | *0.344 | *0.362
tense 0.128 || 0.058 | 0.066 | 0.058 | 0.081 | 0.096 | 0.089 | 0.104
lexical choice of noun | 0.054 || 0.054 | 0.124 | 0.133 | *0.189 | *0.216 | *0.250 | *0.258
lexical choice of verb | 0.098 | 0.098 | 0.087 | 0.138 | *0.196 | *0.232 | *0.232 | *0.241
pronoun 0.112 || 0.063 | 0.131 | 0.150 | 0.177 | 0.195| 0.213 | 0.213
agreement 0.340 || 0.197 | 0.224 | 0.248 | 0.260 | 0.284 | 0.307 | 0.307
adjective 0.206 || 0.094 | 0.165 | 0.219 | *0.413 | *0.426 | *0.426 | *0.446
verb other 0.109 || 0.204 | 0.240 | 0311 | 0.291 | *0.340 | 0.308 | 0.340
adverb 0.333 || 0.286 | 0.286 | 0.302 | 0.333 | 0.349 | 0.349 | 0.349
conjunction 0.161 || 0.161 | 0.161 | 0.191 | 0.161 | 0.191 | 0.191 | 0.191
word order 0.048 || 0.093 | 0.093 | 0.091 | 0.091| 0.091 | 0.091 | 0.136
noun other 0.200 || 0.154 | 0.286 | 0.286 | *0.531 | *0.490 | *0.490 | *0.490
auxiliary verb 0.083 || 0.160 | 0.160 | 0.083 | 0.083 | 0.160 | 0.160 | 0.160
other lexical choice | 0.182 || 0.000 | 0.095 | 0.095| 0.400 | 0.400 | 0.400 | 0.400
relative 0.154 || 0.285 | 0.154 | 0.154 | 0.154 | 0.154 | 0.154 | 0.154
interrogative 0.000 || 0.000 | 0.000 | 0.000 | 0.000 | 0.000 | 0.000 | 0.000
Total | 0.148 || 0.146 | 0.180 | 0.200 | 0.239 | 0.247 | 0.254 | 0.260
Table 6.3: Results (F-measure) for error correction by SMT varying the learner corpus
sizes. Asterisks indicate that the difference of result using Lang-8 Corpus and result
using KJ Corpus is statistically significant (p < 0.01).
System ‘ Training corpus ‘ Recall ‘ Precision | F-measure
Maximum entropy-based model KJ Corpus 0.165 0.407 0.235
Phrase-based SMT KJ Corpus 0.137 0.375 0.201
Phrase-based SMT Lang-8 Corpus (390K) | 0.262 0.585 0.362

Table 6.4: Result for preposition error correction on KJ Corpus.
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‘ learner

correct

article

lexical choice of noun | my cycle was injured, but i wasn’t.

I like a chocolate very much.

Ilike _chocolate very much.
my bicycle was damaged, but i wasn’t.

Table 6.5: Examples of system output for article and lexical choice of noun error

learner

correct

noun number 1
noun number 2

I read various type books.
There is a big snoopy dools in my room.

I read various types of books.
There is a big snoopy doll in my room.

tense 1
tense 2

If I ’11 live in saitama, I must have ...
The weather is very sunny, so we were ...

If I live in saitama, I must have ...
The weather was very sunny, SO we were ...

agreement 1
agreement 2

Flowers is very beautiful.
I think, reading comics are not “reading”

Flowers are very beautiful.
I think, reading comics is not “reading”

Table 6.6: Examples of system results for noun number, tense and agreement errors.

Asterisks indicate that the SMT system using full Lang-8 Corpus failed to correct the

CITors.
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Chapter 7

Grammatical Error Correction
Considering Multi-word Expressions

7.1 Background

For dealing with any types of errors, grammatical error correction methods using
phrase-based statistical machine translation (SMT) are proposed until previous chapter.
Phrase-based SMT carries out translation with phrases which are a sequence of words
as translation units. However, since phrases are extracted in an unsupervised manner,
an Multi-Word Expression (MWE) like “a lot of” may not be treated as one phrase.
In machine translation fields, phrase-based SMT considering MWEs achieved higher
performance (Carpuat and Diab, 2010; Ren et al., 2009).

In this chapter, I propose a grammatical error correction method considering MWEs.
To be precise, I apply machine translation methods considering MWESs (Carpuat and
Diab, 2010) to grammatical error correction. They turn MWEs into single units in
the source side sentences (English). Unlike typical machine translation that translates
between two languages, in the grammatical error correction task, source side sentences
contain errors. Thus, I propose two methods; one is that MWEs are treated as one word
in both source and target side sentences, the other is that MWEs are treated as one word
in only the target side sentences.



7.2 Related Work

Research on grammatical error correction has recently become very popular. Gram-
matical error correction methods are roughly divided into two types; (1) targeting few
restricted types of errors (Rozovskaya and Roth, 2011; Rozovskaya and Roth, 2013;
Tajiri et al., 2012) and (2) targeting any types of errors. In the first type of error cor-
rection, classifiers like Support Vector Machines have mainly been used. In the second
type, statistical machine translation methods have been used. The only features for
grammatical error correction that have been considered in many of previous works are
token, POS and syntactic information of single words, and features considering two
(or more) words as a whole such as MWEs have never been used.

There is the work dealing with collocations, a kind of MWEs, as target of error de-
tection (Futagi et al., 2008). Our method is different in that we are aiming at correcting
not MWEs but other expressions like articles, prepositions and noun numbers as targets
considering MWEs.

A lot of research for identifying MWESs and constructing MWE resources have been
conducted (Schneider et al., 2014; Shigeto et al., 2013). In addition, there is some
research in natural language processing applications using MWEs; 1.e., statistical ma-
chine translation (Carpuat and Diab, 2010; Ren et al., 2009), information retrieval
(Newman et al., 2012) and opinion mining (Berend, 2011).

My task is very similar to the research of SMT using MWEs (Carpuat and Diab,
2010; Ren et al., 2009). However I am in different situation where incorrect words
may be included in source sentence side, thus identifying MWEs in source side may
make mistakes.

7.3 Multi-word Expressions

MWEs are defined as expressions having “idiosyncratic interpretations that cross
word boundaries (or spaces)” (Sag et al., 2002). In this chapter, I mainly deal with fixed
expressions that function either as adverbs, conjunctions, determiners, prepositions,
prepositional phrases or pronouns.
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Table 7.1: The rate of overlap of multi-word expressions from Penn Treebank section

of OntoNotes and Lang-8 Learner Corpora

top number || rate of overlap
10 30.0%
20 45.0%
30 46.7%
40 57.5%
50 54.0%
70 57.1%
120 66.7%
170 66.5%

7.3.1 Multi-word Expressions in Native Corpora and Learner Cor-
pora

ESL learners also use a lot of MWE:s in their writings just like native speakers.
For comparing MWESs usages of ESL learners and native speakers, I prepare a native
corpus and a learner corpus. I use the MWE data set from (Shigeto et al., 2013), MWE-
annotated Penn Treebank sections of OntoNotes Release 4.0! as the native corpus. 1
use Lang-8 Learner Corpora” as the learner corpus-.

Table 7.1 shows the rate of overlap of multi-word expressions from Penn Treebank
section of OntoNotes and Lang-8 Learner Corpora in taking top N. Although they are
in different domains, MWEs used by learners overlap about 60% with those used by
native speakers.

The occurrence frequency of MWESs obeys the Zipf’s law. In the learner corpus,
top 70 MWEs cover about 50%, top 120 MWEs cover about 80% and top 170 MWEs
cover 90% of all the MWEs in the corpus by token count.

https://catalog.ldc.upenn.edu/LDC2011T03
2http://cl.naist.jp/nldata/lang-8/
SMWEs are automatically tagged by tools which explained in 7.5.1.
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7.3.2 Advantage of Using Multi-word Expressions for Grammati-
cal Error Correction
There are two advantages to use MWESs in grammatical error correction. The first

advantage is that it prevents translation of correct parts of MWEs to other words. To
illustrate this, let us consider the following example:

He ate sweets, for example ice and cake.

This sentence does not have grammatical errors, thus error correction systems does not
need to correct it. However, the system might correct the word “example”, into the
following:

He ate sweets, for examples ice and cake.

This is because the system has no knowledge of MWEs.
The second advantage is that the system becomes capable of considering longer
contexts when using MWEs. To illustrate this, let us consider the following example:

I have a lot of red apple.

Without considering MWEs, the system takes “I have a”, “have a lot”, “a lot of”, “lot
of red”, “of red apple”as word 3-grams, unable to consider the relationship between “a
lot of” and “apple”.

7.4 Grammatical Error Correction Methods Using Multi-
word Expressions

In this section, I describe my error correction method with MWEs. I use statistical
machine translation approaches for grammatical error correction. I apply MWEs to the
phrase-based SMT.

I propose two methods for grammatical error correction considering MWEs. Previ-
ous research of machine translation using MWEs (Carpuat and Diab, 2010) handled
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MWE:s in source side sentences by simply turning MWE:s into single units (by conjoin-
ing the constituent words with underscores). I essentially apply their method to gram-
matical error correction; however, in my case identifying MWEs might fail because
source side sentences contain grammatical errors. Therefore, I propose and compare
the following two methods.

Using MWEs in both source side and target side In this method, MWEs are con-
sidered in both source side and target side. I show an example in the following:

Source: I have a_lot_of pen.
Target: I have a_lot_of pens.

Using MWE:s in target side In this method, MWEs are considered only in target
side. I show an example in the following:

Source: I have a lot of pen.
Target: I have a_lot_of pens.

I train both language model and translation model using texts of considering MWE:s.

7.5 Experiments of Grammatical Error Correction Us-
ing Multi-word Expressions

7.5.1 Experimental Settings

I used cicada 0.3.0% for the machine translation tool. This includes a decoder and a
word aligner. As the language modeling tool I used expgram 0.2.0°. T used ZMERT®
as the parameter tuning tool.

For automatic identifying MWEs, I use AMALGr 1.07 (Schneider et al., 2014). The
MWE identification tool is re-trained using the MWE data set tagged by Shigeto et al.

“http://www2.nict.go.jp/univ-com/multi_trans/cicada/
Shttp://www2.nict.go.jp/univ-com/multi_trans/expgram/
Shttp://cs.jhu.edu/~ozaidan/zmert/
"https://github.com/nschneid/pysupersensetagger
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Table 7.2: Results of grammatical error correction

‘ Precision ‘ Recall ‘ F-Score

Baseline (without MWEs) \ 0.301 \ 0.329 \ 0.314

70 (50%) 0.273 [ 0.378 | 0.317
Source: with MWEs, 120 (80%) 0.300 | 0.349 | 0.322
Target: with MWEs 170 (90%) 0.279 | 0.382 | 0.323
All 0.292 | 0.328 | 0.309

70 (50%) 0.301 | 0.351 | 0.324
Source: without MWEs, | 120 (80%) 0.293 | 0.369 | 0.327

Target: with MWEs 170 (90%) 0.298 | 0.367 | 0.329
All 0.313 | 0.294 | 0.304

Table 7.3: Examples of system outputs

Leaner Last month, she gave me a lot of rice and onion.
Baseline | Last month, she gave me a lot of rice and onion.
with MWE | Last month, She gave me a lot of rice and onions.

(2013) on the Penn Treebank sections of OntoNotes Release 4.0. This is because their
annotation was more convenient for my purpose.

The translation model was trained on the Lang-8 Learner Corpora v2.0. I extracted
English essays which were written by ESL learners whose native language is Japanese
from the corpora and cleaned the noise with the method proposed in Chapter 2. As the
results, I got 629,787 sentence pairs. [ used a 5-gram language model built on corrected
sentences of the learner corpora. Konan-JIEM Learner Corpus are used for evaluation
and development data. I use 2,411 sentences for evaluation, and 300 sentences for
development.

7.5.2 Experimental Results

As evaluation metrics, I use precision, recall and F-score. I compare phrase-based
SMT without using MWEs (baseline) with the two methods explained in Section 7.4.
In addition, I varied the number of MWE:s used for training the translation model and
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the language model. This is because MWEs that appear few times may introduce
noises. [ use top 70 (50%), 120 (80%) and 170 (90%) MWE:s described in 7.3.1.

Table 7.2 shows the experimental results. The methods considering MWEs achieved
higher F-score than baseline except for the case that uses all MWEs. In addition, using
more MWE:s inceases the F-score.

7.5.3 Discussion

Using all MWEs shows worse results because infrequent MWEs become noise in
training and testing. I got better results when [ use MWESs only in the target side. This
is likely because learners tend to fail to write MWESs correctly, only writing them in
partial forms. One cause of deterioration of precision is that a single word like “many”
is wrongly corrected into an MWE like “a lot of”, although it is actually not incorrect.

There are two reasons why the performance improved considering MWEs. The
first reason is that the system becomes capable of considering the relationship between
MWEs which are made up of a sequence of two or more lexemes and words lie adjacent
to MWEs. I show an example of system results in Table 7.3. Although the baseline
system did not correct the example, the system considering MWEs was able to correct
this error. This is because the system was able to consider the MWE “a lot of ™.

The second reason is that the probabilities of translation model and language model
are improved by handling MWEs as single units. Let me consider the two sentences,
“There are a lot of pens” and “There is a pen.” as examples of language model. Without
considering MWEs, the word 3-grams, “There are a” and “There is a”, have high
probability. With considering MWEs, however, the former trigram becomes to “There
a_lot_of pens” and then the probabilities of trigrams that should not be given high
probability like “There are a” come to low. The correction performance of articles and
prepositions that are likely to become a component word of MWEs is considered to
improve by this revision. The number of true positive for article as compared with
baseline and MWE (170) of only target side are 190 and 227, respectively. Likewise,
the number of true positive for preposition as compared with them are 108 and 121,
respectively.
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Chapter 8

Reranking for Grammatical Error
Correction

8.1 Introduction

SMT systems generate many candidate sentences of translation. The systems score
for all candidates and output a sentence which have the highest score as the translation
result. However, it is not always true that 1-best result of SMT system is the best
output, because the scoring is done only with local features. In other words, SMT
N-best (N > 1) results contain better outputs than 1-best result.

There are reranking approaches to solve the scoring problem. Reranking is the
method which scores for N-best candidate results of SMT and reorders the results.
The advantage of reranking is to calculate the score using global features. Figure 8.1
shows a flow of reranking. First, N-best results are obtained by a grammatical error
correction system using SMT for a learner sentence (blue broken line [A] in Figure
8.1). Next, a reranking system re-scores for the N-best results and reorders the results
Reranking approaches are proposed for common SMT task (Shen et al., 2004; Carter
and Monz, 2011; Li and Khudanpur, 2008; Och et al., 2004). Shen et al. (2004) first
use perceptron-like algorithm for reranking of common SMT task. However they used
a small number of features. Li and Khudanpur (2008) proposed a reranking approach
using large scale discriminative n-gram language model for common SMT task. They
extend the method proposed for automatic speech recognition to SMT task (Roark et
al., 2007). Carter and Monz (2011) is similar to (Li and Khudanpur, 2008), but they
used syntactic features (i.e. POS, parse tree) for reranking of common SMT task.

The reranking approach is used in grammatical error correction using phrase-based



SMT (Felice et al., 2014). Their method uses only language model score, however in
the reranking step, the system can consider not only surface but also syntactic feature
(POS and parse tree and so on.) like Carter and Monz (2011) used. The syntactic
information is not considered in the phrase-based SMT, thus considering syntactic fea-
tures in the reranking system can improves correction performance. In this chapter, I
apply a discriminative reranking methods to the task of grammatical error correction.
While reranking by discriminative n-gram language model (Shen et al., 2004) is not
effective for grammatical error correction, reranking using syntactic features improves

Fy 5 score.
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There is a big snoopy dolls Learner sentence

Error Correction System

Using SMT

1  There is big snoopy dolls.
2 There is the snoopy dolls. SMT N-best results
3 There is a snoopy doll.

************************* 1

l /—Reranking score B

1 There is a snoopy doll. 10
2 There is big snoopy dolls. 5| Reranking results
3 There is the snoopy dolls. 2

Figure 8.1: Flow of reranking

8.2 Why Needs Reranking on Grammtical Error Cor-
rection?

The grammatical error correction using SMT has the same problem as common
SMT. It is not always true that 1-best correction by the system is the best correction.
To prove this, I conducted grammatical error correction experiment using SMT and
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calculate n-best oracle score. The oracle score are calculated by selecting the correc-
tion candidates with the highest score from n-best lists for each sentence.

Table 8.1 shows oracle scores of baseline grammatical error correction system using
SMT!. While Fj s-Score of 1-best output is 37.9, Fy 5 of 10-best oracle score is 64.3.
The more n-best is increased, the higher oracle score becomes. From this results, 1-
best correction by grammatical error correction system using SMT is not always the
best correction.

Advantage of Reranking There are three advantages to use the reranking approach
for grammatical error correction. First advantage is that the raranking system can use
POS, syntactic features which phase-based SMT can not deal with. Some errors need
to consider the relation between distant words; i.e., article relation between a and dolls
in a big Snoopy dolls.

Second advantage is that POS tagger and parsers can analyze the error-corrected
candidate more properly than erroneous sentences, leading to obtain more accurate
features. Thus it is promising that taggers for N-best outputs of the system work much
better than for learners’ original sentences.

Finally, different from pipeline systems (i.e., correcting article errors after correcting
noun errors), the reranking system can avoid to correct in conflict. This is because the
reranking systems do not correct errors but calculate quality of sentence.

8.3 Proposed Method

ISee 8.4.1 for a baseline system
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Table 8.1: Oracle score of grammatical error correction using SMT

N-best H Precision ‘ Recall ‘ Fys

1 43.9 2451379

5 71.3 34.0 | 584
10 79.1 36.7 | 64.3
20 85.0 39.8 | 69.3
30 87.7 414 | 71.7
40 88.8 422 | 72.7
50 89.5 43.1 | 73.6
60 90.0 | 43.7|74.2
70 90.4 | 443|749
80 91.3 44.8 | 75.6
90 919 | 4501 76.0
100 923 453 | 76.4
200 93.6 | 474|784
300 94.6 | 483|794
400 95.0 | 49.0| 80.0
500 95.2 | 49.5 | 804
965 96.4 50.6 | 81.6
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In this section, I explain the discriminative reranking method and the features of the
reranker for grammatical error correction.

8.3.1 Discriminative Rearanking Method

In this paper, I use discriminative reranking algorithm using perceptron which suc-
cessfully exploits syntactic features for n-best reranking for common translation task (Carter
and Monz, 2011). Figure 8.2 shows the standard perceptron algorithm for reranking.
T is the number of iterations for perceptron learned. N is the number of sentences
in training corpus. GEN(x) is n-best list generated by grammatical error correction
system using SMT for the input sentence. ORACLE (x') determines the best correction
for each of the n-best lists according to the Fy 5. w is weight vector for features and
¢ 1s feature vector for candidate sentences. Selecting sentence with the highest score
from candidate sentences (line 5), if selected sentence and oracle sentence match, then
algorithm goes to next sentence. Otherwise, the weight vector is updated.

The disadvantage of perceptron is instability when training data is not linearly sep-
arable. As solutions for this problem, an averaged perceptron algorithm was proposed
(Freund and Schapire, 1999). In this algorithm, weight vector wy, is defined as:

IR Iy
wavg_?tgﬁl;w, (8.1)

To select the best correction from n-best candidates, I use the following formula;

S(z) = Bgo(z) +w-¢(z) (8.2)

@o(z) is the score by SMT system for each translation hypothesis. This score is
weighted by . It is possible to use ¢p(z) as a feature in the perceptron algorithm,
but this may lead to under-training (Sutton et al., 2006). I select value for 8 using
development data.

8.3.2 Features of Discriminative Reranker for Grammatical Error
Correction

In this paper, I use the features used in (Carter and Monz, 2011) and the features
which are used for determiner error correction in (Dahlmeier et al., 2012). In addition,
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I:W%O
2 fort=1to T do
3: fori=1toNdo

4 y' <~ ORACLE (x')

5: 7 argmaxxeGEN(xi)(P(Z) W
6: if 7/ # y' then

7 ww+ () —9(2)
8: end if

9; end for

0. end for

11: retarn w

Figure 8.2: Perceptron algorithm for reranking
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new simple features of POS and dependency are used. The features in (Carter and
Monz, 2011) and my features are extracted from the whole sentence.

I use the features extracted from POS tag sequence, shallow parse tag sequence
and shallow parse tag plus POS tag sequence (Carter and Monz, 2011). From these
sequence, the features is extracted with the following three definition:

L. (tiati—1ty), (tio1ty), (Ewi)
2. (ti—aticwi)
3. (ticowiati Wi 1tiwy), (ti—atiawi—1tiwy), (—1wi—1tiw;), (ti—15;w;)

Here w; 1s a word at position i and ¢; is a tag (POS or shallow parse tag) at position i.
The features for determiner error correction are selected from Table 1 in (Dahlmeier
et al., 2012). I use lexical features, POS features, head word features and dependency
features from (Dahlmeier et al., 2012).
Table 8.2 shows my new features. For POS-function n-gram, I use surface form
for words in stop word list, otherwise I use POS tags. I extract “nominal subject

29 <<

(nsubj)”, “determiner (det)”, “direct object (dobj)”, “auxiliary (aux)”, “passive auxil-
iary (auxpass)”, “numeric modifier (num)” and “prepositional modifier and object of
preposition (prep and pobj)” from Stanford Dependency (de Marnefte et al., 2006) for

the dependency features.

8.4 Experiments: Reranking for SMT outputs
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I conducted experiment on grammatical error correction using SMT to see the effect
of discriminative reranking.

8.4.1 Experimental Settings

I used phrase-based SMT which many previous research used for grammatical error
correction for a baseline system. I used cicada 0.3.52 for the phrase-based machine
translation tool. This includes a decoder and a word aligner. As the language mod-
eling tool I used KenLM toolkit®>. I used ZMERT* as the parameter tuning tool. I
implemented Averaged-perceptron for reranking system.

The translation model was trained on the Lang-8 Learner Corpora v2.0. I extracted
English essays which were written by ESL learners and cleaned the noise with the
method proposed in (Mizumoto et al., 2011). As the results, I got 1,069,127 sentence
pairs. I used a 5-gram language model built on the “Associated Press Worldstream
English Service” from English Gigaword corpus and NUCLE 3.2 (Dahlmeier et al.,
2013). I used these two language models as separate feature functions in the SMT
systems.

For training data of reranking, Lang-8 Learner Corpora is split into 10 parts and each
part is corrected by a grammatical error correction system trained on the other 9 parts.
I select 10 as N for N-best reranking. The reranking system is trained by including
gold data that are annotated by native speakers. This is because the system is trained
in such a way as to have higher weight on features which appear frequently in correct
sentences.

CoNLL-2013 test sets are split into 700 sentences for parameter tuning of SMT and
681 sentences for tuning reranking of parameter beta. CoNLL-2014 test sets, 1,312
sentences are used for evaluation.

I used M2 Scorer as evaluation tool (Dahlmeier and Ng, 2012b). This scorer calcu-
lates precision, recall and Fy 5. [ used Fp 5 as tuning metric.

2http://www2.nict.go. jp/univ-com/multi_trans/cicada/
3https://kheafield.com/code/kenlm/
‘http://cs.jhu.edu/~ozaidan/zmert/
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8.4.2 Experimental Result and Discussion

Table 8.3 shows the experimental result. I use 1-best result of grammatical error
correction system using SMT and reranking by probability of large n-gram language
model (Felice et al., 2014) as baseline systems. In addition, I compare the systems
which are ranked first and second (Felice et al., 2014; Rozovskaya et al., 2014) in
CoNLL2014 Shared Task. I also show the results of English grammaer checker on the
Web, Ginger and 1checker.

The discriminative reranking system with my simple features achieved the best Fj 5
score. Simply adopting large n-gram language model to reranking, recall increases a
lot but precision drops. This result is very similar to CAMB system, because CAMB
system is SMT-based error correction and reranks using large n-gram language model.
Comparing reranking system with my simple feature to CUUI, my system is better in
all metrics excluding number of TP of ArtOrDet.

Using the discriminative reranking with my simple features, both precision and re-
call increase, and number of true positive of both ArtOrDet and Prep increases. Fea-
tures of Dahlmeier (for article errors) are better Fj 5 than baseline, however number of
true positive decreases. The reranking using all features is less Fp 5 than using only my
simple features. One of this reason is that role of features overlaps.
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Chapter 9

Conclusions

I proposed to extract a large-scale learners’ corpus from the revision log of a lan-
guage learning SNS. This corpus is easy to obtain on a large-scale, covers a wide
variety of topics and styles, and can be a great source of knowledge for both language
learners and instructors. This revision logs also include native language translation by
learners own for sentences of learning language. I plan to construct the learner corpus
with native language translation from the revision log of a language learning SNS.

I adopted phrase-based SMT approaches to Japanese grammatical error correction
task. I proposed the character-wise models to alleviate the problem of erroneous input
from language learners. Basically experimental results show that the character-wise
models and the combined models of character and word segmentations outperform the
word-wise models. My Japanese error correction system still remains some problem.
To improve the performance, learning level of writers is predicted, and the grammatical
error correction system needs to consider learning level of writers.

For English, I conducted experiments in grammatical error correction targeting all
types errors using statistical machine translation technique and I analyze the strength
and weakness of grammatical error correction using statistical machine translation. I
also proposed two grammatical error correction methods. One is the method consider-
ing Multi-word expression. Another is the method using discriminative reranking with
POS/syntactic features.

I proposed a straightforward application of MWEs to grammatical error correction,
but experimental results show that MWEs have quite good effects on grammatical error
correction. Experimental results show that the methods considering MWEs achieved
higher F-score than baseline except for the case that uses all MWEs. I plan to use more
multi-word expressions which we did not handle in this paper, such as phrasal verbs.



Moreover, I plan to conduct grammatical error correction considering MWEs which
contain gaps that are dealt with (Schneider et al., 2014).

I proposed the reranking approach for grammatical error correction with phrase-
based SMT. This approach has three advantages; (1) This approach can use global
features which phrase-based SMT can not deal with, (2) POS tagger and parsers can
analyze the error-corrected candidate, (3) The reranking system can avoid to correct in
conflict. My reranking system achieved Fg 5 score of 39.5 (increasing 1.6 points from
the baseline system) on the CoNLL2014 Shared Task test set. I show that POS and
dependency features are effective for reranking of grammatical error correction with
SMT. I plan to use other features i.e., the features which are used in a classification
task, such as preposition correction and tense error correction.

There still remains several topics to explore. First, there are many statistical ma-
chine translation methods besides phrase-based SMT I used in this thesis. A factored
translation model (Koehn and Hoang, 2007) and a hierarchical phrase-based model
(Chiang, 2005) can use more rich information such as hierarchical structures and POS.
Moreover adopting a String-to-Tree model (Galley et al., 2006) to grammatical error
correction, the error correction system can consider syntactic information. Green and
Denero (2012) proposed class-based agreement model for inflected translation. Using
this method, grammatical error correction systems may correct inflected error learners
make, i.e., subject-verb agreement.

Second, it is not clear how automatic grammatical error correction has positive effect
for second language learning. To find out this, I plan to provide my grammatical error
correction system using discriminative reranking and collect learners’ sentences. I will
implement the grammatical correction system to Chantokun' which our laboratory has
released.

Mttp://cl.naist.jp/chantokun/

66



67

Bibliography

[Barzilay and McKeown, 2001] Regina Barzilay and Kathleen R. McKeown. 2001.
Extracting Paraphrases from a Parallel Corpus. In Proceedings of the 39th Annual
Meeting of the Association for Computational Linguistics, pages 50-57.

[Berend, 2011] Géabor Berend. 2011. Opinion Expression Mining by Exploiting
Keyphrase Extraction. In Proceedings of the 5th International Joint Conference
on Natural Language Processing, pages 1162—1170.

[Berger et al., 1996] Adam L. Berger, Vincent J. Della Pietra, and Stephen A. Della
Pietra. 1996. A Maximum Entropy Approach to Natural Language Processing.
Computational Linguistics, 22(1):39-71.

[Brockett et al., 2006] Chris Brockett, William B. Dolan, and Michael Gamon. 2006.
Correcting ESL Errors Using Phrasal SMT Techniques. In Proceedings of the 21st
International Conference on Computational Linguistics and 44th Annual Meeting
of the Association for Computational Linguistics, pages 249-256.

[Brown et al., 1993] Peter F. Brown, Stephen A. Della Pietra, Vincent J. Della Pietra,
and Robert L. Mercer. 1993. The Mathematics of Statistical Machine Translation:
Parameter Estimation. Computational Linguistics, 19(2):266-311.

[Carpuat and Diab, 2010] Marine Carpuat and Mona Diab. 2010. Task-based Evalu-
ation of Multiword Expressions: a Pilot Study in Statistical Machine Translation.
In Proceedings of Human Language Technologies: The 2010 Annual Conference

of the North American Chapter of the Association for Computational Linguistics,
pages 242-245.

[Carter and Monz, 2011] Simon Carter and Christof Monz. 2011. Syntactic Discrim-
inative Language Model Rerankers for Statistical Machine Translation. Machine
Translation, 25(4):317-339.



[Chiang, 2005] David Chiang. 2005. A Hierarchical Phrase-based Model for Sta-
tistical Machine Translation. In Proceedings of the 43rd Annual Meeting of the
Association for Computational Linguistics, pages 263-270.

[Dahlmeier and Ng, 2012a] Daniel Dahlmeier and Hwee Tou Ng. 2012a. A Beam-
Search Decoder for Grammatical Error Correction. In Proceedings of the 2012 Joint
Conference on Empirical Methods in Natural Language Processing and Computa-
tional Natural Language Learning, pages 568—578.

[Dahlmeier and Ng, 2012b] Daniel Dahlmeier and Hwee Tou Ng. 2012b. Better Eval-
uation for Grammatical Error Correction. In Proceedings of the 2012 Conference
of the North American Chapter of the Association for Computational Linguistics:
Human Language Technologies, pages 568—572.

[Dahlmeier et al., 2012] Daniel Dahlmeier, Hwee Tou Ng, and Eric Jun Feng Ng.
2012. NUS at the HOO 2012 Shared Task. In Proceedings of the 7th Workshop
on Building Educational Applications Using NLP, pages 216-224.

[Dahlmeier et al., 2013] Daniel Dahlmeier, Hwee Tou Ng, and Siew Mei Wu. 2013.
Building a Large Annotated Corpus of Learner English: The NUS Corpus of
Learner English. In Proceedings of the 8th Workshop on Building Educational Ap-
plications Using NLP, pages 22-31.

[Dale and Kilgarriff, 2011] Robert Dale and Adam Kilgarriff. 2011. Helping Our
Own: The HOO 2011 Pilot Shared Task. In Proceedings of the 13th European
Workshop on Natural Language Generation, pages 242—249.

[Dale et al., 2012] Robert Dale, Ilya Anisimoff, and George Narroway. 2012. HOO
2012: A Report on the Preposition and Determiner Error Correction Shared Task.

In Proceedings of the 7th Workshop on Building Educational Applications Using
NLP, pages 54-62.

[De Felice and Pulman, 2008] Rachele De Felice and Stephen G. Pulman. 2008. A
Classifier-Based Approach to Preposition and Determiner Error Correction in L2
English. In Proceedings of the 22nd International Conference on Computational
Linguistics, pages 169-176.

[de Marneffe et al., 2006] Marie-Catherine de Marneffe, Bill MacCartney, and
Christopher D. Manning. 2006. Generating Typed Dependency Parses from Phrase

68



Structure Trees. In Proceedings of the Fifth International Conference on Language
Resources and Evaluation.

[Felice et al., 2014] Mariano Felice, Zheng Yuan, @istein E. Andersen, Helen Yan-
nakoudakis, and Ekaterina Kochmar. 2014. Grammatical error correction using
hybrid systems and type filtering. In Proceedings of the Eighteenth Conference on
Computational Natural Language Learning: Shared Task, pages 15-24.

[Freund and Schapire, 1999] Yoav Freund and Robert E. Schapire. 1999. Large Mar-
gin Classification Using the Perceptron Algorithm. Machine Learning, 37(3):277—
296.

[Futagi et al., 2008] Yoko Futagi, Paul Deane, Martin Chodorow, and Joel Tetreault.
2008. A Computational Approach to Detecting Collocation Errors in the Writ-
ing of Non-Native Speakers of English. Computer Assisted Language Learning,
21(4):353-367.

[Galley et al., 2006] Michel Galley, Jonathan Graehl, Kevin Knight, Daniel Marcu,
Steve DeNeefe, Wei Wang, and Ignacio Thayer. 2006. Scalable Inference and
Training of Context-Rich Syntactic Translation Models. In Proceedings of the 21st
International Conference on Computational Linguistics and 44th Annual Meeting
of the Association for Computational Linguistics, pages 961-968.

[Green and Denero, 2012] Spence Green and John Denero. 2012. A class-based
agreement model for generating accurately inflected translations. In Proceedings

of the 50th Annual Meeting of the Association for Computational Linguistics, pages
146-155.

[Han et al., 2010] Na-Rae Han, Joel Tetreault, Soo-Hwa Lee, and Jin-Young Ha.
2010. Using an Error-Annotated Learner Corpus to Develop an ESL/EFL Error
Correction System. In Proceedings of the Seventh conference on International Lan-
guage Resources and Evaluation, pages 763-770.

[Imaeda et al., 2003] Koji Imaeda, Atsuo Kawai, Yuji Ishikawa, Ryo Nagata, and Fu-
mito Masui. 2003. Error Detection and Correction of Case particles in Japanese
Learner’s Composition (in Japanese). In Proceedings of the Information Processing
Society of Japan SIG, pages 39—-46.

69



[[zumi et al., 2004] Emi Izumi, Kiyotaka Uchimoto, and Hitoshi Isahara. 2004. The
NICT JLE Corpus Exploiting the language learners’ speech database for research

and education. International Journal of The Computer, the Internet and Manage-
ment, 12(2):119-125.

[Koehn and Hoang, 2007] Philipp Koehn and Hieu Hoang. 2007. Factored translation
models. In Proceedings of the 2007 Joint Conference on Empirical Methods in Nat-

ural Language Processing and Computational Natural Language Learning, pages
868-876.

[Li and Khudanpur, 2008] Zhifei Li and Sanjeev Khudanpur. 2008. Large-scale dis-
criminative n-gram language models for statistical machine translation. In Proceed-
ings of the The Association for Machine Translation in the Americas 2008.

[Liu et al., 2011] Xiaohua Liu, Bo Han, and Min Zhou. 2011. Correcting Verb Selec-
tion Errors for ESL with the Perceptron. In Proceedings of the 12th International

Conference on Intelligent Text Processing and Computational Linguistics, pages

411-423.

[Mizumoto et al., 2011] Tomoya Mizumoto, Mamoru Komachi, Masaaki Nagata, and
Yuji Matsumoto. 2011. Mining Revision Log of Language Learning SNS for Au-
tomated Japanese Error Correction of Second Language Learners. In Proceedings
of the 5th International Joint Conference on Natural Language Processing, pages
147-155.

[Nagata et al., 2011] Ryo Nagata, Edward Whittaker, and Vera Sheinman. 2011. Cre-
ating a Manually Error-tagged and Shallow-parsed Learner corpus. In Proceedings
of the 49th Annual Meeting of the Association for Computational Linguistics: Hu-
man Language Technologies, pages 1210-1219.

[Nampo et al., 2007] Ryota Nampo, Hokuto Ototake, and Kenji Araki. 2007. Auto-
matic Error Detection and Correction of Japanese Particles Using Features within

Bunsetsu (in Japanese). In Proceedings of the Information Processing Society of
Japan SIG, pages 107-112.

[Newman et al., 2012] David Newman, Nagendra Koilada, Jey Han Lau, and Timothy
Baldwin. 2012. Bayesian Text Segmentation for Index Term Identification and
Keyphrase Extraction. In Proceedings of the 24nd International Conference on
Computational Linguistics, pages 2077-2092.

70



[Ngetal., 2013] Hwee Tou Ng, Siew Mei Wu, Yuanbin Wu, Christian Hadiwinoto,
and Joel Tetreault. 2013. The CoNLL-2013 Shared Task on Grammatical Error
Correction. In Proceedings of the Seventeenth Conference on Computational Natu-
ral Language Learning: Shared Task, pages 1-12.

[Ngetal., 2014] Hwee Tou Ng, Siew Mei Wu, Ted Briscoe, Christian Hadiwinoto,
Raymond Hendy Susanto, and Christopher Bryant. 2014. The CoNLL-2014 Shared
Task on Grammatical Error Correction. In Proceedings of the Eighteenth Confer-
ence on Computational Natural Language Learning: Shared Task, pages 1-14.

[Nicholls, 2003] Diane Nicholls. 2003. The Cambridge Learner Corpus: Error coding
and analysis for lexicography and ELT. In Proceedings of the Corpus Linguistics
2003, pages 572-581.

[Och and Ney, 2002] Franz Josef Och and Hermann Ney. 2002. Discriminative Train-
ing and Maximum Entropy Models for Statistical Machine Translation. In Proceed-

ings of the 40th Annual Meeting of the Association for Computational Linguistics,
pages 295-302.

[Och and Ney, 2003] Franz Josef Och and Hermann Ney. 2003. A Systematic
Comparison of Various Statistical Alignment Models. Computational Linguistics,
29(1):19-51.

[Och et al., 2004] Franz Josef Och, Daniel Gildea, Sanjeev Khudanpur, Anoop Sarkar,
Kenji Yamada, Alex Fraser, Shankar Kumar, Libin Shen, David Smith, Katherine
Eng, Viren Jain, Zhen Jin, and Dragomir Radev. 2004. A Smorgasbord of Features
for Statistical Machine Translation. In Proceedings of Human Language Technolo-
gies: The 2004 Annual Conference of the North American Chapter of the Associa-
tion for Computational Linguistics, pages 161-168.

[Och, 2003] Franz Josef Och. 2003. Minimum Error Rate Training in Statistical
Machine Translation. In Proceedings of the 41th Annual Meeting of the Association
for Computational Linguistics, pages 160—167.

[Oyama and Matsumoto, 2010] Hiromi Oyama and Yuji Matsumoto. 2010. Auto-
matic Error Detection Method for Japanese Case Particles in Japanese Language
Learners. In Proceedings of the Corpus, ICT, and Language Education, pages 235—
24,

71



[Papineni et al., 2002] Kishore Papineni, Salim Roukos, Todd Ward, and Wei-Jing
Zhu. 2002. BLEU: A Method for Automatic Evaluation of Machine Translation.
In Proceedings of the 40th Annual Meeting of the Association for Computational
Linguistics, pages 311-318.

[Park and Levy, 2011] Y. Albert Park and Roger Levy. 2011. Automated Whole Sen-
tence Grammar Correction Using a Noisy Channel Model. In Proceedings of the
49th Annual Meeting of the Association for Computational Linguistics: Human
Language Technologies, pages 934-944.

[Ren et al., 2009] Zhixiang Ren, Yajuan Lii, Jie Cao, Qun Liu, and Yun Huang. 2009.
Improving Statistical Machine Translation Using Domain Bilingual Multiword Ex-
pressions. In Proceedings of the Workshop on Multiword Expressions: Identifica-
tion, Interpretation, Disambiguation and Applications, pages 47-54.

[Roark et al., 2007] Brian Roark, Murat Saraclar, and Michael Collins. 2007. Dis-
criminative n-gram language modeling. Computer Speech Language, 21(2):373—
392.

[Rozovskaya and Roth, 2011] Alla Rozovskaya and Dan Roth. 2011. Algorithm Se-
lection and Model Adaptation for ESL Correction Tasks. In Proceedings of the
49th Annual Meeting of the Association for Computational Linguistics: Human
Language Technologies, pages 924-933.

[Rozovskaya and Roth, 2013] Alla Rozovskaya and Dan Roth. 2013. Joint Learning
and Inference for Grammatical Error Correction. In Proceedings of the 2013 Con-
ference on Empirical Methods in Natural Language Processing, pages 791-802.

[Rozovskaya et al., 2014] Alla Rozovskaya, Kai-Wei Chang, Mark Sammons, Dan
Roth, and Nizar Habash. 2014. The Illinois-Columbia System in the CoNLL-
2014 Shared Task. In Proceedings of the Eighteenth Conference on Computational
Natural Language Learning: Shared Task, pages 34—42.

[Sagetal., 2002] Ivan A. Sag, Timothy Baldwin, Francis Bond, Ann A. Copestake,
and Dan Flickinger. 2002. Multiword Expressions: A Pain in the Neck for NLP. In
Proceedings of the 3rd International Conference on Intelligent Text Processing and
Computational Linguistics, pages 1-15.

72



[Sakaguchi et al., 2012] Keisuke Sakaguchi, Yuta Hayashibe, Shuhei Kondo, Lis
Kanashiro, Tomoya Mizumoto, Mamoru Komachi, and Yuji Matsumoto. 2012.
NAIST at the HOO 2012 Shared Task. In Proceedings of the 7th Workshop on
Building Educational Applications Using NLP, pages 281-288.

[Schneider et al., 2014] Nathan Schneider, Emily Danchik, Chris Dyer, and Noah A.
Smith. 2014. Discriminative Lexical Semantic Segmentation with Gaps: Running

the MWE Gamut. Transactions of the Association for Computational Linguistics,
2:193-206.

[Shen et al., 2004] Libin Shen, Anoop Sarkar, and Franz Josef Och. 2004. Discrim-
inative Reranking for Machine Translation. In Proceedings of Human Language
Technologies: The 2004 Annual Conference of the North American Chapter of the
Association for Computational Linguistics.

[Shigeto et al., 2013] Yutaro Shigeto, Ai Azuma, Sorami Hisamoto, Shuhei Kondo,
Tomoya Kouse, Keisuke Sakaguchi, Akifumi Yoshimoto, Frances Yung, and Yuji
Matsumoto. 2013. Construction of English MWE Dictionary and its Application
to POS Tagging. In Proceedings of the 9th Workshop on Multiword Expressions,
pages 139-144.

[Sutton et al., 2006] Charles Sutton, Michael Sindelar, and Andrew McCallum. 2006.
Reducing Weight Undertraining in Structured Discriminative Learning. In Proceed-
ings of Human Language Technologies: The 2006 Annual Conference of the North
American Chapter of the Association for Computational Linguistics, pages 89-95.

[Suzuki and Toutanova, 2006] Hisami Suzuki and Kristina Toutanova. 2006. Learn-
ing to Predict Case Markers in Japanese. In Proceedings of the 21st International
Conference on Computational Linguistics and 44th Annual Meeting of the Associa-
tion for Computational Linguistics, pages 1049—-1056.

[Swanson and Yamangil, 2012] Ben Swanson and Elif Yamangil. 2012. Correction
Detection and Error Type Selection as an ESL Educational Aid. In Proceedings of
the 2012 Conference of the North American Chapter of the Association for Compu-
tational Linguistics: Human Language Technologies, pages 357-361.

[Tajiri et al., 2012] Toshikazu Tajiri, Mamoru Komachi, and Yuji Matsumoto. 2012.
Tense and Aspect Error Correction for ESL Learners Using Global Context. In

73



Proceedings of the 50th Annual Meeting of the Association for Computational Lin-
guistics, pages 198-202.

[Tetreault et al., 2010] Joel Tetreault, Jennifer Foster, and Martin Chodorow. 2010.
Using Parse Features for Preposition Selection and Error Detection. In Proceedings

of the 48th Annual Meeting of the Association for Computational Linguistics, pages
353-358.

[Xue and Hwa, 2010] Huichao Xue and Rebecca Hwa. 2010. Syntax-Driven Machine
Translation as a Model of ESL Revision. In Proceedings of the 23rd International
Conference on Computational Linguistics, pages 1373-1381.

[Yannakoudakis et al., 2011] H. Yannakoudakis, T. Briscoe, and B. Medlock. 2011. A
New Dataset and Method for Automatically Grading ESOL Texts. In Proceedings of
the 49th Annual Meeting of the Association for Computational Linguistics: Human
Language Technologies, pages 180—189.

74



75

FEJYAK

R

o KA, /NITSF, KH BHH (NTT), ARG, HARGE#EE OESCHERERD
STIED 72 & D EEA22EE SNS DFHIa 79 & O HERES. N AR
2%, Vol.28, No.5, pp.420-432, July 2013.

Eff== (EZdD)

e Tomoya Mizumoto, Masato Mita, Yuji Matsumoto. Grammatical Error Cor-
rection Considering Multi-word Expressions. In Proceedings of the 2nd Work-
shop on Natural Language Processing Techniques for Educational Applications
(NLP-TEA-2), Beijing, China, August 2015.

e Keisuke Sakaguchi, Tomoya Mizumoto, Mamoru Komachi and Yuji Matsumoto.
Joint English Spelling Error Correction and POS Tagging for Language Learners
Writing. In Proceedings of the 24th International Conference on Computational
Linguistics (COLING-2012), pp.2357-2374, Mumbai, India, December 2012.

e Tomoya Mizumoto, Yuta Hayashibe, Mamoru Komachi, Masaaki Nagata (NTT)
and Yuji Matsumoto. The Effect of Learner Corpus Size in Grammatical Er-
ror Correction of ESL Writings. In Proceedings of the 24th International Con-
ference on Computational Linguistics (COLING-2012), pp.863-872, Mumbai,
India, December 2012.

e Tomoya Mizumoto, Mamoru Komachi, Masaaki Nagata (NTT), Yuji Matsumoto.
Mining Revision Log of Language Learning SNS for Automated Japanese Error
Correction of Second Language Learners. In Proceedings the Sth International
Joint Conference on Natural Language Processing (IJCNLP2011), pp.147-155,
Chiang Mai, Thailand, November 2011.



Ryo Nagata (Konan Univ.), Tomoya Mizumoto, Kotaro Funakoshi (HRI-JP),
Mikio Nakano (HRI-JP). Toward a Chanting Robot for Interactively Teaching
English to Children. In Proceedings of the INTERSPEECH 2010 Satellite Work-
shop on Second Language Studies:Acquisition, Learning, Education and Tech-
nology (L2WS2010), Tokyo, Japan, September 2010.

EfR=E (Z0fth)

Ippei Yoshimoto, Tomoya Kose, Kensuke Mitsuzawa, Keisuke Sakaguchi, To-
moya Mizumoto, Yuta Hayashibe, Mamoru Komachi, Yuji Matsumoto. NAIST
at 2013 CoNLL Shared Task Grammatical Error Correction. In Proceedings
of the Seventeenth Conference on Computational Natural Language Learning:
Shared Task, pp.26-33, August 2013.

Tomoya Mizumoto, Yuta Hayashibe, Keisuke Sakaguchi, Mamoru Komachi,
Yuji Matsumoto. NAIST at the NLI 2013 Shared Task. In Proceedings of the
8th Workshop on Innovative Use of NLP for Building Educational Applications,
pp-134-139, Atlanta, America, June 2013.

Keisuke Sakaguchi, Yuta Hayashibe, Shuhei Kondo, Lis Kanashiro, Tomoya
Mizumoto, Mamoru Komachi, Yuji Matsumoto. NAIST at the HOO 2012 Shared
Task. In Proceedings of the 7th Workshop on Innovative Use of NLP for Build-
ing Educational Applications. pp.281-288, Montreal, Canada, June 2012.

Kotaro Funakoshi (HRI-JP), Tomoya Mizumoto, Ryo Nagata (Konan Univ.),
Mikio Nakano (HRI-JP). The Chanty Bear: A New Application for HRI Re-
search. In Proceedings of the International Conference on HUMAN-ROBOT
INTERACTION 2011, pp.141-142, Lausanne, Switzerland, March 2011.

Kotaro Funakoshi (HRI-JP), Tomoya Mizumoto, Ryo Nagata (Konan Univ.),
Mikio Nakano (HRI-JP). The Chanty Bear: Toward a Robot Teaching English to
Children. In Proceedings of the International Conference on HUMAN-ROBOT
INTERACTION 2011 Workshop: Robots with Children: Practices for Human-
Robot Symbiosis, Lausanne, Switzerland, March, 2011.

76



S

o KAE, INTSF. TR ATHAREZZARICH L WD ?2-) 7Lz HAE
2EEE 2 — XA DN E SEENBLOFE- ) | EERILEE, Vol.53, No.3, pp.217-
223, March 2012.

ENSEE
o KARR, =H HEA. Project Next S XXfRIES A 7 FiEGARR D Z R E L7z
D AT, SRR A 21 [MAER KA Y — 7 > av 7, March 2015.

o KAE, INAKIA. FEHIIBSMENER %2 W 72 WEESGER D ETIED Y 7 v %
Y K B RRNGE. [EEALH A2 5 77 IRl 42 E R 4x, March 2015.

o —HIHEN, /KAREH. Project Next ZEXHLIE S A 7 OHIEFRR D = 7 —47#7
W CNLP A F D2 H 9 [H[2 v R 27 L. September 2014.

o RAE ., FE¥YE SNS DIRHla 796 ORFEERN EAEFHE 23— 120D
M IS T B ol a— RAHARGESEY — 7 > ay 7P, pp.215-220,
September 2014.

o RAEM, INAMIG. HEGERI 2B L 7 1G5 3COER D AT IE. E#ROR 2
AWFTEERE HAS BB AT, Vol. 2014-NL-217, pp.1-4, July 2014.

o AR, IAARHIA. Hia FHVERIEIER 2 Fl W 72 SEE SRR D BT IE ORGSR 2 )
FvXx v 7T 5 ETHIEEROUGEIZTE 22 7. R A
H 2 S EALVEEAFFE 23, Vol. 2014-NL-216, pp.1-5, May 2014,

o KRB, INAKIA. FatrUBSMENRIC D  WEESGEH Y T IFIc BT 5 7

L — AR— R EHEBER— 2D & ohr. S E0BLEASE 20 BIER KRS ¥
Hii X, pp.258-261, March 2014.

o IELHh, WiHRGE, T, KA, IR, ERGEICHER L HA
- HARZETF RO O 2 & b GEEME ISR H L 7 BB . 56 27 9]
N LA AR ER AT, pp.1-4, June 2013.

o KHZE (FEIAK2E), KA, Edward Whittaker (Inferret Ltd.). Hiji& il 2% b 1

HETIED 720D 7 L — L DR, BEEABEAAE 19 MIERKE 7
Fi S, pp.616-619, March 2013.

77



o JRAE, MREBHHA, INHTSF, KHEW (NTT), IvARHG. KB IEEESEEH
3 — R % OO SRR D BT IE O BGEST. S EROAH AR
H R S B 23S, Vol.2012-NL-209, pp.1-8, November 2012.

IRAE W, ARERHEA, SR B, ANHTST, InARHA. J/ESGR D ETIEICE T 5
RO TEONICBT 2 E%. [HRLHESVI7EHRS H IR S AR
2, Vol.2012-NL-208, pp.1-7.

IRAGE W, /NHTSE, KE SR (NTT), IvARHA. X —HEE7 74 X v b %
o 72 HASGEAEE OIESGR D BT IE. 28 26 M A THAIRE A 2E R iR,
pp-1-4, June 2012.

1B, KA, ANHTSE, INAINTG . JEEE AR v ZETIE & i v 7T o
FEEE . AR AR RS SRR &3, Vol.2012-NL-206,
pp-1-7, May 2012.

KA, YT, NTSF, NHEEE (v 7 —), MIFEEE (v 7 —), BB
(Y7 ), R (Y 7 —). A—27 avBBIZVy 7AL—m 76D
JEMEMERE . SEEHAAAE 18 KR KRS FFRm UL, 1023-1026, March
2012.

REEF PR, AR, /NATSE, ZKEHE W] (NTT), InAfin. HAGE-EE OfF
XOFE D GRS AN 7 BEE . SRR~ 18 IR & FEFGm S,
pp-26-29, March 2012.

KRAE, SEEHAEICE T 2 HASHELHEOIEH  — 355X b L AfLEHE
E LD ETIE —. 55 5 IS EEY: - HAS BB AR Z. September 2011.

IRAE W, P B, B E 2 — SR 2 WA HARANSEGERR D TIE. NLP £
FOLFE 6T KPP L. September 2011.

KA, /NHTSE, INARRIE. KREBREI 2 — % 2 %2 b 22 e iy BE s EN
SRR X 2 HARGEIR D BT IE. SEEH AN 17 RIER KRS FeFmUE,
pp.1007-1010, March 2011.

KA. Web 2> 515 6 415 KEIEGHI T — % %2 W 7= BEEER I X 5
HEDETIE. E2MATIAY v R —27 3 3y 7. December 2010.

78



b=
=R

e Error Detection and Correction Workshop 2012 Rii&ER & 7 v 7 BfEF

e Error Detection and Correction Workshop 2012 & & 7 v 7 {8

e Error Detection and Correction Workshop 2012 & — 7>+ 7 v

79

R



