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Exploring Human Factors in Augmented

Reality-Mediated Communication Systems∗

Igor de Souza Almeida

Abstract

Augmented Reality (AR) has recently grown out of being a new way to in-

teract with virtual contents to become a way to enhance communication. This

new found niche of AR, referred in this work as Augmented Reality Mediated

Communication (ARMC), can be defined as any form of active communication

between two or more persons that benefits from the assistance of virtual imagery

displayed in their real world view. Two particularities of ARMC serve as moti-

vation for this thesis: human factors are often overlooked in the conception of

ARMC systems, and the fact that there are considerably fewer works focusing on

co-located ARMC than on the remote case.

In this thesis, the applicability and effectiveness of AR technology for improv-

ing communication were assessed by exploring human factors. Two prototypes

systems were developed for this purpose, the first is the remote ARMC called

HANDY which proposes an AR video conferencing in which a user is able to

virtually“ reach out” to another ’s real world by using a two cameras setup.

This system evaluated the effect of ARMC on the human factor Social Presence.

A comparison between the use of the traditional video chat and HANDY was

evaluated under gesture and communication oriented tasks. The second system

is a new ARMC approach to co-located meeting support for small audiences.

The system, named Meetsu, consists of virtual icons and text annotations (con-

taining meeting participants’ comments) displayed on a live video feed of the

meeting room. It was targeted as a method to promote willingness to communi-

cate (WTC) among meeting participants, arguably the first work to attempt it.
∗Doctoral Dissertation, Department of Information Science, Graduate School of Information

Science, Nara Institute of Science and Technology, NAIST-IS-DD1161014, March 06, 2014.
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The experiments with Meetsu measured the levels of WTC in two distinct groups

for a period of time, before and after using the system, and compared the use of

AR and Non-AR views as display method.
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拡張現実感を用いたコミュニケーションシステムにお

けるヒューマンファクターに関する研究 ∗

イーゴ　デ　ソウザ　アウメイダ

内容梗概

近年，拡張現実感 (Augmented Reality,以下AR)は，仮想物体との新しいイン

タラクション手法という枠組みを超え，コミュニケーション向上の手段としても

発展を遂げてきた．新しく発見されたARのこの応用分野は（以下，本研究内では

これをAugmented Reality Mediated Communication (ARMC)とする），実世界

上に重畳表示される仮想物体の支援による恩恵を受ける二人もしくはそれ以上の

人々の間の活発なコミュニケーションの種々の形態として定義される．ARMCに

関する以下の二つ点が本研究の動機として挙げられる．一点目はヒューマンファ

クターがARMCシステムの概念において，しばしば見落とされがちであるとい

うことである．二点目は使用者が同じ場所に存在するARMCに着目した研究は，

遠隔地にいる使用者のARMCのケースと比較し，驚くほど少ないという事実で

ある．

本稿において，コミュニケーション向上のための AR技術の適用可能性と有

効性について述べる．この目的のため，二つのプロトタイプシステムを構築した．

一つ目は遠隔ARMCシステムHANDYであり，二つのカメラを使用することで，

その使用者が，遠隔地に仮想的に「手を差し伸べる」ことを可能とするARビデオ

会議を提案するものである．このシステムではヒューマンファクターであるソー

シャルプレゼンスにおける ARMCの効果を評価した．従来のビデオチャットと

HANDYの比較はジェスチャーやコミュニケーション指向のタスクで評価した．

二つ目のシステムは新しいARMCのアプローチであり，同じ場所にいる少人数

の参加者での会議のサポートを対象としている．このシステムMeetsuは会議室

の実映像上に重畳表示される仮想的なアイコンやテキストの注釈（会議参加者の

∗奈良先端科学技術大学院大学情報科学研究科専攻博士論文, NAIST-IS-DD1161014, 2014年

03月 06日.
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コメントを含む）により構成される．これは会議参加者間のコミュニケーション

の意欲性 (willingness to communicate，WTC)の促進手法であることを意図して

おり，それを試みた最初の研究である．Meetsuを用いた実験では二つのグループ

に一定期間システムを使用させ，その前後におけるWTCの水準を測定し，さら

に表示方法としてAR使用時と未使用時の比較を行った．

キーワード

拡張現実感, コミュニケーション, ヒューマンファクター, handy, meetsu
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CHAPTER 1

Introduction

1.1. Background and Motivation

The premise of Augmented Reality (AR) is to generate a real world view boosted

by virtual imagery. This proposition initially led to the development of appli-

cations focused on guiding users through step by step maintenance [2][3] and

assembly operations [4]. A few years later, TV broadcasters would embrace AR

during the broadcasting of sports and news programs [5][6]. Today, AR is tran-

sitioning into people’s daily lives allowing them to play with virtual pets in their

living room [7] and try on clothes without having to go to a store [8].

Figure 1.1. (a) Assembly task assisted by a virtual agent [4] (b) Sports broadcast-

ing using virtual lines to provide [6] (c) Sony’s EyePet [7] (d) Zugara’s Webcam

Social Shopper [8].
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Chapter 1. Introduction

Figure 1.2. (a) Mobile app TwittARound showing location-based tweets in the

real world [10] (b) Zugara’s ZugStar [12] (c) Microsoft Research’s Holoflector [11].

AR has recently grown out of being a new way to interact with the virtual

to become a way to enhance communication with one another. The idea of

augmenting a chat experience by either bringing remote users to the same space

virtually [9] or displaying real-time annotations in the real world (such as Tweets

[10]) is becoming a prospective trend for the future of communication. If the

Microsoft’s Holoflector [11] is envisioning the potential future of video-based AR

communication using holographics and rendering graphics, Zugara’s ZugStar [12]

is currently achieving it through a web-based AR interactive video conferencing

system which allows users to be assisted by virtual contents while communicating.

In this work, this newfound niche of AR is referred to as AR-mediated Com-

munication (ARMC). ARMC can be defined as any form of active communication

between two or more persons that benefits from the assistance of virtual contents

being displayed in their real world. This definition is not limited by the nature

of the contents, accepting any dimension (2D, 3D and 4D) and format (image,

text and volumetric models), nor by the nature of the communication, including

any space (remote and co-located) and time (synchronous and asynchronous).

ARMC has two particularities (challenges) which came to be the motivation

of this work:

1. Human communication factors are often overlooked in the conception of

ARMC systems.

2. There are few works focusing on co-located ARMC.

The first particularity indicates that AR-mediated communication requires

2



1.1. Background and Motivation

Figure 1.3. Live images of remote users are rendered on fiducial markers for a

teleconference session [9].

more than just improved tracking and interaction techniques in order to achieve

effective communication. The interdisciplinary study of how the technology han-

dles and affects human factors such as Social Presence and Willingness to Com-

municate (WTC) must play a key role on directing the development of future

AR solutions. [13] supports this idea by noting that as one focuses on achieving

Azuma’s proposed “Interactive in real-time” component, the study of human fac-

tors may be considered a critical component altogether. Nevertheless, the study

of human factors has faced a paucity of investigations compared to the enabling

technologies.

The second particularity refers to the continuous focus of ARMC works on

the challenge of connecting two people remotely located. A quick Google Trends

search illustrates such fact as a general trend of interest. In Figure 1.4, a chart

of interest over time on the keywords face-to-face communication and remote

communication shows the unequal amount of attention paid between them in

recent years. Early ARMC works addressed primarily remote communication,

such as the AR conferencing presented by [9] in which remote users, wearing a

Head-mount display (HMD), can see their real-time virtual image rendered on

a fiducial marker (see Figure 1.3). Another approach to this issue can be seen

in [14], in which the capability to use fiducial marker to render virtual objects

is added to the usual desktop-based videoconferencing system. With the ARMC

works tackling mainly the seeming bigger challenge of remote scenarios, the co-

3



Chapter 1. Introduction

located scenarios received little attention and works on these were up to a slow

start.

Figure 1.4. Google Trends’ Interest over time chart indicating a higher interest

rate on remote communication as a general topic than face-to-face communication

over the past years (as of December 5, 2013).

One reason for the lack of works on co-located ARMC is perhaps the belief

that the nature of the communication in this case is ideal. In other words, the

challenges faced in the remote case to provide an experience as close as possi-

ble to co-located communication is not considered as a challenge in an already

co-located environment. Thus, the following question arised: How can co-located

communication benefit from AR? Pioneer works on co-located ARMC such as [15]

demonstrated that “virtual annotations enhanced understandability of the dis-

cussed topic” while the direct manipulation of virtual contents “improved insight

in complex problems”. This process of maximizing the understanding between

communicating parties is the alternative definition of Effective Communication

as discussed by [16][17].

In this thesis, the applicability and effectiveness of AR technology for improv-

ing communication were assessed by exploring human factors. Both scenarios of

communication, remote and co-located, were investigated through the develop-

4



1.1. Background and Motivation

ment of prototype systems and further analysis of related human factors. The

remote ARMC system, called HANDY, proposes AR video chat in which a user

is able to virtually coexist with a remotely located user. By using a two cam-

eras setup, one for the user’s face and another for the user’s hand, the resulting

image displays the hand image of one user into the other’s face image. The pro-

posed system aims at providing an increased sense of presence, thus the system

evaluated the effect of ARMC on the human factor Social Presence. A series of

gesture and communication oriented tasks were performed using the traditional

video chat and HANDY in order to establish a significant difference between the

approaches.

The co-located system is a new ARMC approach to meeting support for small

audiences is presented. The AR feature of the system was developed on the web

aiming at high accessibility since it could be accessed from any browser. A web-

cam provides the live video feed of the real world (the meeting room) on which

text annotations, containing meeting participants’ comments, and virtual icons

Figure 1.5. Two separate screens are used during the meeting: one contains the

presentation slides (left), another displays Meetsu’s AR view (right).

5



Chapter 1. Introduction

are rendered. The system uses a manual registration process to associate the

contents with the user’s location. Two screens are presented to the audience,

one containing the speaker’s presentation slides and another containing the AR

view (Figure 1.5). The target scenario is Presentation Meeting. This meeting

style consists of a speaker in front of a small audience presenting a topic of in-

terest aided by presentation slides, followed by a Q&A session follows as the

presentation finishes (details on types of meeting in section ??). A prototype

system called Meetsu was developed to provide means to evaluate our approach.

Furthermore, a new human factor measure for ARMC called Willingness to Com-

municate was chosen to indicate the extent to which our approach affects human

communication.

1.2. Research problem

Although remote and co-located communication have been successfully achieved

in technical terms by a variety of AR approaches, only a handful of them have

provided further investigation on their effect on human factors. The application

of human factors study to technology design (cognitive ergonomics) aims at en-

hancing human well-being and system performance altogether. In ARMC, it is

critical to allow the users to experience a comfortable and engaging blend of nat-

ural communication skills and computer interfacing. This discussion gives rise to

two important questions:

• What are the human factors which can be affected by ARMC?.

• What is a suitable ARMC design to affect human factors?.

• How can the effect of ARMC on human factors be measured?.

6



1.3. Research Goal and Adopted Approach

1.3. Research Goal and Adopted Approach

The primary goal of this thesis is:

• To develop ARMC systems which can support remote and co-located com-

munication while also positively affecting human factors.

The approach taken to achieve the research goal can be summarized as follows:

1. Literature review.

Previous works and current trends in ARMC were reviewed in order to

identify ways to employ AR in remote and co-located scenarios. Similarly,

the review on Human Factors allowed a broader view on the complexity

of the subject, which culminated in the selection of two measures (social

presence and WTC) to be further studied.

2. Remote ARMC: HANDY.

A prototype system named HANDY (details in Chapter 3) was devel-

oped targeting a new approach to AR video chat. A system focused on

hand interaction during a video chat experience was designed to increase

sense of presence. This system evaluated the effect of the ARMC on the

human factor Social Presence.

3. Co-located ARMC: Meetsu.

The co-located meeting support system Meetsu (details in Chapter 4)

was initially designed to attend the needs of our lab’s weekly research meet-

ing. The requirements elicited from our meeting participants provided early

directions for the design and development of the system. The continuous

development of the system took place along with the experience during our

meetings for over one year in order to increase the maturity of the system.

In addition, the feedback received from the participants provided support

to our assumptions which encouraged further investigation with impartial

subjects. A user study was conducted to investigate if our approach was

able to increase the levels of the human factor Willingness to Communicate

of two distinct meeting groups.

7



Chapter 1. Introduction

1.4. Original Contributions

The following is a summary of the original contributions of this research:

1. A new approach to ARMC in video chat.

The new approach is a combination of an original system design, achieved

by means of an established technique (background subtraction). The ad-

dition of hand interaction into the traditional video chat setting, by using

an extra camera and the merging of face and hand video images, allows

participants to video chat while being able to partially interact with the

contents of the remote video image. A formal study evaluated the effect of

”reaching out” to a remote environment on social presence.

2. A new approach to ARMC in co-located meeting scenario.

Different from previous approaches, participants are not restrained by

any wearable devices as no HMD or 3D glasses are used in this approach.

Meetsu uses a separate screen, which contains a shared live video feed of the

meeting room, to display the augmented image. Thus, it is guaranteed that

all participants visualize the same contents at the same time. Moreover,

this approach allows participants to maintain visual contact with all other

participants. It also includes a strategic control to minimize the effect of

occlusion among annotations.

3. A formal user study addressing the WTC measure for an ARMC

system.

Even though the use of ARMC has been demonstrated as capable of

improving communication between two or more people, it is still unknown

whether ARMC is capable of affecting a person’s motivation to initiate

communication. The user study regarding the WTC measure attempts to

answer this questioning.
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1.5. Structure of the Thesis

1.5. Structure of the Thesis

This thesis consists of seven chapters. Chapter 1 is an introductory chapter which

includes Background, Motivation, Goals and Contributions of this research. Fun-

damental references, which open the discussion on ARMC and human communi-

cation factors, were also included.

Chapter 2 provides an overview on electronic meeting support and a descrip-

tion of the existing scenarios. Also included is the literature review on the AR

approaches to co-located meeting support.

Chapter 3 introduces the remote ARMC system HANDY. A detailed descrip-

tion of the system is presented along with the results of the user study regarding

Social Presence.

Chapter 4 discusses the details of the co-located AR meeting support system,

Meetsu, including the system’s design and development along with a breakdown of

the main features. The results of two user studies (the long-term and short-term)

are also described including details on the participants, methodology, procedures,

statistical results, and discussion.

Chapter 5 summarizes this thesis, with final conclusions and possible future

works. Subsequently, the appendices detail the material used during user studies

and the relevant pieces of code that are part of the developed systems.
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CHAPTER 2

Background and Related Work

2.1. Remote Communication and Handy-related

works

Video mediated communication systems such as video chat systems continue to be

widely spread owning to accessibility and low cost. It is one of the most popular

communication channels being used between remotely located people. Traditional

video-chat systems rely heavily on the two-way video/audio feedback in order to

allow people to communicate. In this manner, however, natural communication

cues such as gaze direction, proximity behaviour and pointing in space are not

fully supported [18].

Works such as [19] have pointed out the unfulfilled expectations of this type

of systems highlighting important factors, such as social presence (details can

be found in section 2.3.1), that have not been fully realized by the available

technologies. Picturing a situation where a person wishes to give a gift to another

or do a handshake, it is easy to understand why the available technologies do not

match the real world interaction.

Researchers have explored new concepts that can offer a more complete expe-
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2.1. Remote Communication and Handy-related works

rience. The idea of Shared Space is one of them. Shared space draws similarities

with Collaborative Virtual Environments (CVE) in which participants and infor-

mation share a common display space [20][21]. Even though it has been proven

that using a dedicated shared space environment improves the results of certain

tasks [22][23], it does not assess the effect of having an additional separated en-

vironment aside from the users’ real world. The HyperMirror [24] proposed a

shared scene is created by capturing the front view of users in different rooms

and merging the images of all users in one video image (Figure 2.1). The resulting

image displays all users as if they were side-by-side in front of a mirror; users have

to keep facing forward at all times making it difficult to interact with another

user that is virtually by their side.

Figure 2.1. Morikawa’s Hypermirror: (a) Video image of a woman captured in

room A; (b) Video image of a man captured in room B; (c) Resulting video image

showing both people as if they were in the same room [25].

We aim at improving upon the traditional video-chat setup, which typically

consists of two windows being presented to both ends: one to display the user’s

own video image and another one to show the remote person. By adding one

extra camera focusing on a shared space with monochromatic background, a user

can place his/her hands inside this space and have them combined with the other

user’s face image. The simulation of coexistence stimulates different interaction

patterns as reported by [26]. We advocate that this has the potential to enhance

social presence.

Systems such as the GestureCam and SharedView [27] have used the su-

perimposition of video images to allow for remote communication and virtual

coexistence. In this approach, a person at a remote location wears a HMD with

a shared camera. The output from the camera goes to a screen at a remote lo-
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Chapter 2. Background and Related Work

cation, where a person interacts with it by pointing at the objects on the scene.

This interaction is captured by another camera, and the image is transmitted

back to the HMD. Now, the user wearing the HMD can see the combined im-

age of the real object and the remote user’s pointing gestures. Although this

approach has been successfully applied to task-space collaboration, it does not

support communication-oriented tasks which require high degree of presence. In

our proposed approach, it is possible to quickly switch the focus from task-space

(both sides can see the objects) to communication (both sides can see each other).

Moreover, the use of HMD remains a constraint to natural communication cues.

Figure 2.2. Screenshot of the augmented reality chat application used for social

presence and co-presence study in [28].

Social presence has been defined as “the salience of the partner in a mediated

communication and the consequent salience of their interpersonal interactions”

[29] (see section 2.3.1). However, [30] also distinctively points out that social

presence has been shown to relate more to the user’s perception of a medium’s

ability to provide the salience of another as opposed to measuring the actual

perceived salience of another person. In this work, social presence is targeted as

the measure to perceive how much the presence of one user’s video image into

another user’s video image can enhance sense of “being part of” each other’s

environment.

A few works have attempted to measure levels of social presence in video-

mediated communication such as [31]. In this work, it was hypothesized that
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2.2. Co-located Meeting Support and Meetsu-related works

task performance by a remote co-worker was related to the degree of social pres-

ence conveyed by the used media. Performance was evaluated in two conditions,

using a two-way video setup and using an application sharing system (users can

view and interact with the same software simultaneously). Findings from self-

reported metrics suggested that visual feedback is not necessary to create a sense

of presence.

AR has also been measured regarding its effect on social presence. [28] com-

pared an AR chat with a traditional web conferencing system (CiTrix’s Go-

ToMeeting [32]) in search of significant differences in the measurement of social

presence. Figure 2.2 shows a screenshot of their developed AR application. Ob-

ject matching and object identification tasks were used to encourage deliberation.

In the AR case, the objects were virtual and rendered on tracked fiducial markers;

the traditional system was used along with Google SketchUp[33]. Results from

self-reported surveys featuring Semantic Differential Scales (SDS) indicated no

significant difference between the system.

2.2. Co-located Meeting Support and Meetsu-

related works

The establishment of Computer Supported Collaborative Work (CSCW) field

ignited a general interest in supporting group work. According to [34], in its

most general form, CSCW “examines the possibilities and effects of technological

support for humans involved in collaborative group communication and work pro-

cesses”. CSCW is widely recognized as interdisciplinary effort, involving knowl-

edge of network and distributed systems, psychological and cognitive science, and

human factors (HCI)[35]. The technical systems resulted from CSCW research

and development are named Groupware.

Groupware is defined by [36] as “computer-based systems that support groups

of people engaged in a common goal and that provide an interface to a shared en-

vironment”. It explicitly provides awareness of the co-workers and their activities

and does not separate the users from each other as it is common in distributed

systems [35]. As a product of CSCW, groupware is also accomplished through

different approaches: technology and computer hardware and software, and group
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Chapter 2. Background and Related Work

work ans social interaction. The updated Johansen’s Matrix in Figure 2.3 shows

the CSCW quadrants in which groupwares can be classified into.

Figure 2.3. Rama’s update on Johansen’s Matrix describing the CSCW quadrants

[37].

The 1st quadrant covers groupwares that focus on conventional co-located

environments where the participants share the same space and time such as co-

located meetings and classrooms. The 2nd quadrant consists of information shar-

ing at the same place albeit at different times. In this case, the information is

formed over time thus the system does not need to provide for immediate sharing.

The 3rd quadrant describes cases in which the participants collaborate remotely

but are connected at the same time such as video conferencing. The 4th and

final quadrant covers technologies that allow for individuals to interact remotely

on their demand. Communication through email for example is subject to each

user’s time.

A further classification of groupware has been discussed by [38] based on the

main interaction modes (Figure 2.4). Since the proposed classification attempts to

place groupwares according to their supported features, it allows for systems with

the same purpose to have different placements as their focus evolves or branches

out. For example, conferencing systems becoming increasingly cooperative as

seen in [39][40] will move towards the cooperation support corner.

Among the different types of groupware, Electronic Meeting Support (EMS)

systems represent the most fundamental approach to group support. Defined by
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2.2. Co-located Meeting Support and Meetsu-related works

[41] as systems that “use information technology to support the group work that

occurs in meetings”, they aim at supporting one of the most basic needs of human

society: to meet. The following section details the effects of EMS systems and

the scenarios in which they are most commonly applied to.

Figure 2.4. Groupwares categorized in between three different interaction modes:

communication, coordination and cooperation [38].

2.2.1 Electronic Meeting Support

Organizations are influenced by its time. The changes in society or economy

create new challenges for companies to deal with. As a result, new technologies

emerge and new trends arise to support processes such as a group meeting. EMS

systems can be described as one of these trends.

As organizations become more geographically spread and dynamic, gathering

people in the same place becomes hard and normally more costly. [1] reports that

companies have turned to technology as an alternative to co-located meetings in

order to lower travel and meeting costs. According to the survey, the benefits of

using EMS include time and cost saving, flexibility in location and timing, and

increase in productivity. Further discussion on the characteristics and challenges

of remote and co-located meeting scenario can be found in section ??.
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Different from groupware, there are three distinctive dimensions that can be

integrated into the taxonomy of EMS environments: group size, participant lo-

cation and the timing of the meeting [41] (Figure 2.5). While Time Dispersion

maintains the two levels seeing in groupware, Group Proximity (equivalent to the

Space in groupware) has three levels related to geographical distribution of the

group: multiple individual sites correspond to all participants being physical sep-

arated working in individual offices; one group site denotes that all participants

are physically in the same place; and multiple group sites consist of participants

meeting in separate locations in subgroups. A third dimension is described called

Group Size. Although a small group has been stated as having 10 members or

less and a large group as having more than 10 members, it is a concept that may

depend on the organizational culture.

Figure 2.5. Taxonomy of EMS environments [41].

[42] states that information processing in organizations revolves around two

factors: uncertainty reduction (eliminating the lack of information) and equivo-

cality resolution (reducing ambiguity of information). It has been suggested that

communication media differ in their relative abilities to reduce uncertainty and

resolve equivocality. A medium strong in one could be relatively weak on the

other. The differences in the relative strengths of the media provided by EMS

systems could cause differences in the perceptions and performance of groups

using them.
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Figure 2.6 shows a variety of media with different degrees of richness (from

left to right - less rich media to rich media) and personal value (from left to

right - impersonal media to personal media). The uncertainty reduction and

equivocality resolution levels are confronted as inverse scales. This means that

when one is at its highest level, the other is at its lowest. E-mail, for example,

has the highest level of uncertainty reduction ability which implies that enough

information is shared at once. However it has the lowest level of equivocality

resolution for being more restricted in communication cues making it difficult to

resolve ambiguity.

According to [29], media that facilitates the immediate exchange of a wide

range of communication cues is regarded as rich media, while those that allow the

exchange of limited cues over a long period are considered lean media. Regardless

of its richness, it is noted that each medium can provide a particular kind of

information which could be equally valuable. It might be a better choice to make

use of videoconferencing for discussion and debates, for example, or utilize emails

for routine questions which demand more objective information.

In the following subsections, a more detailed description of remote and co-

located meeting scenarios is presented including characteristics and challenges

faced by technology. A review of previous co-located AR meeting support sys-

Figure 2.6. Continuum of Communication Media [42].
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tems is also presented. The pros and cons of each technology are discussed and

a parallel with our approach is established. Furthermore, a brief discussion re-

garding types of meeting further explains this work’s target meeting.

2.2.1.1 Remote and Co-located Scenarios

Remote and co-located scenarios have different at times opposite sets of char-

acteristics and challenges which have been the topic of several previous works

[43][44][45][46][47][48][49]. In this section, the most relevant differences to this

work are presented. Table 2.1 summarizes the main points further discussed.

A recurring point when differences between remote and co-located communi-

cation are discussed is the non-verbal cues. When two or more people are phys-

ically present, the natural communication that happens between them is aided

by a number of implicit cues such as body language, hand gestures, glance, and

facial expression, among others [50]. These cues help the verbal message to be

conveyed in all its nuances. Even with the great strides made on the technological

side, these cues are only partially supported in a remote communication scenario

and with inferior degree of efficiency. The gaze, for example, that occurs in a

videoconferencing environment is not as accurate, nor expressive, as the provided

in a face-to-face case situation.

The non-verbal point is a recurring point due to its broad effect to other char-

acteristics that differentiate both scenarios, including the human factor named

Social Presence (see section 2.3.1). Shortly defined as the degree to which a per-

son can perceive the presence of another in a mediated environment, the level of

social presence depends directly on the medium’s supported non-verbal cues. [51]

reports gaze direction as a predictor of conversational attention and establishes

it as an important cue for social attention. Therefore, remote communication

shows lower degrees of social presence than co-located.

Multiple interactions can be achieved by both scenarios; however, the remote

scenario relies strongly on the available communication channels and, in general,

is less efficient. If only audio is available, it may become a challenge to support

multiple interactions since all participants are usually sharing the same channel.

A similar challenge is faced by videoconferencing systems if multiple users speak

at the same time. Text-based systems support multiple interactions, but face the
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2.2. Co-located Meeting Support and Meetsu-related works

Table 2.1. Characteristics and challenges of remote and co-located scenarios.

Remote scenario Co-located scenario

Non-verbal cues are partially supported Non-verbal cues are fully supported

Low accuracy on message delivery High accuracy on message delivery

Social presence degree is low Social presence degree is high

Multiple interactions can be achieved Multiple interactions can be achieved

Less awareness of the other’s environment Full awareness of the other’s envir.

Physical objects cannot be shared Physical objects can be shared

Unplanned interactions are not supported Unplanned interactions are supported

Less off topic discussion More off topic discussion

Participant’s id is evident Participant’s id is not always evident

More inclusive Less inclusive

challenge of sorting and presenting all the information in a smart way.

The awareness of the other person’s environment is another factor that con-

tributes for the social interaction between the parts. Being able to “read” the

environment allows for suitable choices in social interaction. An example is the

choice of volume and tone of the voice depending on where the other person is

speaking from and who is around that person. While the remote scenario only

has a window of information in most cases, in the co-located scenario both peo-

ple are sharing the same environment therefore both have full awareness of the

environment. Other example is spatial awareness.

The inability of the remote scenarios to share physical objects between com-

municators is another characteristic that differentiates it from co-located scenar-

ios. This limitation hampers, for example, task-space collaboration, in which [52]

argues participants would often more usefully share a task space (and its physical

elements), whereas remote systems, such as videoconferencing systems, usually

provide individual spaces.

Remote communication is generally planned in advance which prevents un-

planned interactions and informal conversations to happen naturally. These

rather common interactions impact the socialization processes necessary for ef-

fective teaming, according to [46]. On the other hand, the necessary scheduling

involved in remote communication has been found to increase the group’s com-
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mitment to the main discussion while decreasing off topic interactions. This is

an aspect of co-located communication that is very challenging to address.

The necessary identification of participants communicating through a remote

system (except in cases where anonymity is allowed) gives the opportunity for

communication among them to happen without hesitation. It is known that just

by being in the place does not mean that people will communicate with each

other [43], sometimes due to simple information not being available, such as a

person’s name, some people may feel more hesitant to approach others.

Another beneficial characteristic of the remote scenario, over the co-located,

is scalability. Remote systems are more inclusive since a greater number of people

is able to join owning to the fact that a person can be virtually anywhere and

that there are no physical space restraints.

Table 2.2. Reasons for preference for technology-based systems [1].

Reason to why people prefer EMS

Saves time More flexibility in location and timing

Saves money Increases productivity

Allows me to multitask Ability to archive sessions for after viewing

Less peer pressure Easier to follow data-heavy presentations

Table 2.3. Reasons for preference for co-located meetings [1].

Reasons to why people prefer co-located meetings

Build stronger, more meaningful business relationships

Ability to read body language and facial expressions

More social interaction, ability to bond with co-workers/clients

Allow for more complex strategic thinking

Better environment for tough, timely decision-making

Less opportunity for unnecessary distraction

Lead to higher quality decision making

Easier to focus

Meeting often result in disruption and delays

Some of the aspects described in this section can also be found in a recent

survey which asked respondents (business executives) to indicate the reasons why
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they would prefer remote or co-located scenarios [1]. Tables 2.2 and 2.3 summa-

rize the collected answer. They provide additional characteristics to be discussed

and another perspective on the expectations that each scenario raises. Currently,

the value of co-located meetings still outweighs that of the present “virtual alter-

natives” as investigated in [53].

2.2.1.2 Co-located AR Meeting Support Systems (CAMSS)

Despite all the benefits of EMS systems collected from the respondents of the

survey in [1], 84% of them chose co-located meetings as their preferred type of

meeting over technology-based meetings. Even though it is not a surprising reality

on its own, it is enough evidence to highlight the importance of increasing the

number of works on co-located EMS systems. In fact, the referred survey uses

the term technology-based meetings meaning exclusively remote EMS systems.

Another indication that technology-based meetings are hardly held in a co-located

environment. Remote cases can be exemplified by [54] (Figure 2.7), in which

telepresence and pos-meeting information analysis is provided.

Even though the co-located scenario involves a different set of problems, they

tend to focus on similar issues as the remote case such as artifact sharing and

broadcasting of information. Works such as [55] and [56] have few notes on the

effectiveness of the communication or evaluation of human factors, two elements

that are more evident and relevant when people share the same space.

In [57], it is argued that in the majority of AR systems, synchronous col-

laboration is supported in a co-located arrangement. However the majority of

the works target task-oriented collaboration, thus task performance and success

becomes the main measure to be evaluated instead of the effectiveness of the

communication. Few works have attempted to attend the needs of co-located

meetings using AR, for instance.

AR-based co-located meeting support has been mostly experimental solutions

with little real world integration. Nevertheless, they provide some insights on the

challenges faced by this new type of AR system. One example is the work in

[58] which describes an approach to mediate collaboration in three dimensional

AR named EMMIE (Figure 2.8). The first notorious feature is the amount of

hardware and devices (including see-through head-worn displays, laptops and
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stylus-based display, wall-sized projection display and ceiling-mounted trackers)

used for a three persons experiment. This hybrid system allowed collaboration

with 3D objects in the real world while also receiving additional information

on the screen. While impractical, it was a starting point for the use of AR in

co-located meeting contexts.

[59] used augmented videoconferencing to enhance classroom learning (a vari-

ation of co-located meeting). In this work, physical objects are tracked using

computer vision techniques which allows virtual data to be rendered on them,

following the global coordinate system established by a fiducial marker. These

objects are used as props by the teacher during a class. The augmented image

is projected on a large screen to all students. Figure 2.9 shows the resulting

augmented image presented to the students.

[60] reports an experiment called chat-augmented conference. This is perhaps

one of the first examples of a current trend to use technology, mostly social net-

working services (SNS), in international conferences. In [60], side-by-side screens

Figure 2.7. User interface in the remote EMS system by [54] which provides a

multi-view live video image and information sharing.
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(one showing presentation slides, another displaying a chat with input from the

audience) were used to help participants engage in discussion at a conference (Fig-

ure 2.10). The chat screen was mainly used to show the conversation flow of the

participants in a text-based format, which was displayed at all times to the whole

conference room during the presentation and the following Q&A (Question & An-

swer) session. The results showed a high message generation ratio. Furthermore,

Figure 2.8. A meeting scenario using EMMIE [58].

Figure 2.9. Screenshots of the resulting augmented video image projected to the

students in the classroom [59].

23



Chapter 2. Background and Related Work

the audience showed a strong interest in using such a system. Shortcomings of

this work included the difficulty in identifying the chat speakers due to the limited

number of avatars made available. Also, the attention given to the chat-screen

distracted from real world discussion.

While the augmentation in [60] expanded the frontiers of the conference dis-

cussion, it gave us the idea of using AR technology in the place of text-based

live chat alone. It is not hard to imagine that AR annotations onto a user’s real

world might help participants identify others and engage more in discussion. [61]

defines AR annotations as virtual information that describes in some way, and

is registered to, an existing object, and considers them to be a powerful way to

give users more information about the world around them. This motivated us to

explore the further use of AR annotations as a communication tool in co-located

meetings.

Figure 2.10. Chat-augmented conference system setup [60].

Most recently, [62] introduced a system for supporting educational presen-

tations which enables the speaker to visualize the feedback from an audience

regarding their level of understanding (Figure 2.11). Each audience member in-

puts feedback using mobile devices. The feedback is displayed as augmented icons

to the speaker, who is equipped with a head-mounted display (HMD). A fiducial

marker is used as a location reference for the positioning of the virtual icons above

a user’s head. Our work, on the other hand, transmits the audience’s feedback

to the audience themselves as well as to the speaker, much attention given to the

effectiveness of the communication among participants.
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Figure 2.11. Augmented Presentation Feedback system (APFs) [62].

2.2.1.3 Types of Meeting

A meeting can be classified according to a number of criteria such as person-to-

person interaction, purpose and arrangement. Thus, a meeting normally can be

described by combining these criteria as presented in the classification below:

• Criterion a: Person-to-person

Examples include informal meeting, and interviews. The number of people

involved in the meeting process is crucial to the scheduling and management

of the meeting. Knowing how many people a person has to speak too,

or how many people will be sharing the attention of the speaker directly

influences a person’s approach to the meeting in terms of communication

and behaviour. Based on a person-to-person criteria [63], meetings can have

four basic configurations:

– One-to-One: a single person interacting with another person.

Examples include informal meeting, and interviews.

– One-to-Many: a single person interacting with multiple persons as

lecturer or speaker.

Examples include presentation, announcement, and board meeting.

– Many-to-One: multiple people interacting with a single person.

Examples include interview by multiple interviewers, and hiring of a

person by a panel of people.
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– Many-to-Many: multiple people interacting with another group of

people.

Examples include team presentation.

In this work, the One-to-Many meeting criteria is the main focus since the

target scenario is a presentation meeting where one speaker presents to a

audience of many participants. However, in terms of communication, this

work also considers the Many-to-One criteria, since multiple participants

are able to “speak” to the speaker at once.

• Criterion b: Purpose

Most of the literature classifies meeting by purpose within an organizational

environment such as a business corporation. Therefore, the basic assumed

denomination for this type of meeting is business meeting. A business meet-

ing is “a type of gathering or encounter where focused interaction occurs

when people agree to sustain for a time a focus of attention in a conversation

or task” [53]. In this definition, the word business has the connotation of

“purposeful” which can be applied to many different types of organizational

environments, including universities and research labs.

There is no strict standardization thus the concept of purpose is presented in

different degrees of specification. According to [64][65], the seven common

types of workplace meetings are:

– Regular staff meetings: often simply a status report from a su-

pervisor to a selected group of staff (the most common and frequent

type).

– Project team or group meetings: discuss the life of the team and

team strategies for special projects.

– Cross-departmental meetings: work out agreements regarding work

handoffs between departments.

– Problem-solving meetings: discuss issues that have been causing

difficulty to many within the organization.

– Information-sharing meetings: share updates on the current work

and key informations to all members of the organization.
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– Impromptu meetings: focus on a single topic; share important in-

formation with many people at once or gather feedback from the par-

ticipants to help informing a pending decision.

– Combination meetings: combination of the types above.

Even though the literature does not explicitly addresses research labs, the

types of meeting in a lab context are very similar since these are organi-

zational environments as well. Taking this view into account, this work

tackles information-sharing meetings, which are named research meetings

in a lab context. In research meetings, a student reports his/hers research

progress to all lab members in a weekly basis (following a predetermined

agenda of speakers).

• Arrangement

Examples include interview by multiple interviewers, and hiring of a person

by a panel of people. The structure and length of a meeting is addressed

by the criteria of arrangement. It is important to define the appropriate

roles and procedures to achieve the purpose of a meeting. The following

describes some types of meeting as discussed by [66]:

– Standing Meeting: a scheduled appointment at regular intervals

such as weekly.

– Presentation: a highly structured meeting where one or more people

speak and a moderator leads the proceedings. Attendees may have an

opportunity to ask questions.

– Conference: a highly structured, moderated meeting, like a presen-

tation, where various participants contribute following a fixed agenda.

– Emergency Meeting: a meeting called with very little notice, but

mandatory attendance.

– Seminar: a structured meeting led by people with expertise in the

subject matter.

It is usual to find combinations of these arrangements in order to satisfy the

needs of the organization. A weekly standing meeting arranged as a presentation,
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for example, configures a research meeting. In this work, research meetings are

the target, in which a student plays the role of speaker, another is the moderator

and the remaining lab members contribute in a follow-up Q&A session.

This meeting style is much preferred when, for example, ideas have to be

pitched to a board of directors or a research work has to be presented to a

knowledgeable audience. Even though co-located meetings support all the natural

communication cues, they tend to empower participants with a more dynamic

personality or those who are higher up in the hierarchy. A co-located meeting

can be an exciting experience for some and a terrifying experience to others,

depending on their communication skills and their position in the organization.

As a result, turn-taking in a Q&A session, for instance, might be restricted to

specific participants.

Previous co-located AR meeting support systems such as [62] unintentionally

contribute to this scenario by providing limited access to meeting contents, such

as comments from the participants. Furthermore, the use of gadgets such as

HMD’s prevents users from keeping eye contact. While [67] demonstrated that

this problem does not prevent task-focused collaboration to be performed suc-

cessfully, the same can not be applied to collaboration scenarios that rely more

heavily on social interactions and interpersonal communication skills.

Aside from the social aspect of the meeting, this troubling scenario can also be

caused by a person’s low predisposition toward approaching communication. This

factor can be stated differently as low levels of WTC, which belongs to one of the

main groups of measures in communication research (approach-avoidance) [68].

Therefore, one way to approach the problems in co-located scenario is improving

the overall levels of WTC. However, a study of WTC for ARMC systems is yet

to be conducted.

2.3. Human Factors

Human factors is a key term that has been at times synonymous of ergonomics.

It is a research discipline “concerned with the understanding of the interactions

among human and other elements that may optimize human well-being and over-

all system performance” [69]. The factors that influence the design, development,
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or evaluation of a system will vary according to the purpose and the target audi-

ence as well.

Cognition is another keyword in human factors research. It is defined as

the mental process of knowing, including aspects such as awareness, perception,

reasoning, and judgement. [13] suggests cognitive tasks as more indicative of how

users react to AR systems. However, it is noted that cognitive measures tend to

be harder to interpret.

Human factors are generally evaluated according to their importance to the

context of the work. They are usually issues that can be classified into broad

categories such as sensation and perception, information processing, situation

awareness, information visualization, among others [70]. In AR research, [71]

presents cognitive issues in visual AR (recognition, resolution of an object, navi-

gation, among others), and audio AR (sensory information received in a passive

manner), along with mobile applications and solutions involving head-worn dis-

plays.

[72] has discussed human factors in AR-based manuals, such as the effect of

wearing HMDs (an ergonomic issue) and the effect of superimposing information

on the real view (an information visualization issue). [73] proposed an extended

use of visual, auditory, and tactile tasks as a more efficient method to identify

AR human factors issues.

The following subsections detail two human factors, social presence and will-

ingness to communicate, discussed and evaluated in the next chapters.

2.3.1 Social Presence

Social Presence has been defined as “the salience of the partner in a mediated com-

munication and the consequent salience of their interpersonal interactions” [29].

However, [30] also distinctively points out that social presence has been shown to

relate more to the user’s perception of a medium’s ability to provide salience of

another as opposed to measuring the actual perceived salience of another person.

It is a complex concept that share similarities with the other distinct concepts

such as Co-Presence and Presence as differentiated by [74].

In this work, social presence is targeted as the measure to assess how much the

presence of one user’s video image into another user’s video image can enhance the
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sense of “being part of” each other’s environment. The social presence measure

is a factor particular to remote scenarios, since co-located people share the same

(ideal) degree of social presence. Similar work can be found in [31], which targets

the measure of social presence in video and application sharing. Other examples

include [75], which analysed social presence in online distance education according

to five factors: social respect, social sharing, open mind, social identity, and

intimacy.

Even though the body of work targeting social presence is considerably large,

few works involve AR systems. One example can be seen in [28], which compares

degrees of social presence and co-presence between a traditional videoconferencing

system and an AR conferencing application, however results showed no significant

differences between them. [76] compared the sense of presence during social

interaction in AR and VR environments. Results indicated higher degree of

spatial presence in AR systems, while engagement and naturalness factors showed

no significant differences.

Perhaps the most challenging aspect of evaluating social presence, similarly to

other human factors, is the evaluation method. [77] points out that researchers

often define and conceptualize social presence differently, sometimes as social

interaction or immediacy, others as connectedness or emotion. Similarly, the

measures to perceive social presence suffer from the same problem.

A common approach is the use of self-reported metrics in which the elaboration

of the questions or statements require special attention. [29] proposed early on

the use of semantic differential scales (SDS), in which opposite terms (such as

impersonal/personal, cold/warm, among others) figure at the endpoints of each

scale (the number of points and terms can vary). This is still arguably the most

common evaluation method for social presence according to [78], and it has been

used in works such as [18][28]. In the first stage of this thesis, SDS were used to

evaluate social presence along with additional supporting measures.

[77] developed an alternative social presence scale that measures perceived

degree of social presence in computer-supported collaborative learning environ-

ments based in previous telepresence research. Though it is claimed a step in the

right direction, no further studies have been carried out by other works.
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2.3.2 Willingness to Communicate (WTC)

According to [68], there are three basic requirements to communicate efficiently:

being motivated to communicate, being knowledgeable about the situation, and be-

ing skilled at sending and receiving messages. Although they are all considered to

be the foundation of competent communication, the motivation to communicate

is considered the first priority.

By definition, motivation can be perceived as “something that motivates”

or“ the state of being motivated”. In this work, the latter is the main focus.

Furthermore, motivation can be divided into two types based on the factors that

induce a person to the state of being motivated: intrinsic (“to do something

because it is inherently interesting or enjoyable”) and extrinsic (“to do something

because it leads to a separable outcome”)[79]. In general, intrinsic motivation is

a complex matter and highly dependable on each person’s feeling therefore it

becomes very hard to affect and measure objectively. On the other hand, we

argue that extrinsic motivation must be taken into account in the conception of

a meeting support system using AR.

In a meeting context, extrinsic motivation to communicate includes explicitly

external factors, such as receiving a grade or praise, achieving approval from

others, or aiming at self-affirmation, as well as less explicit factors, such as the

pressure of being one of the few participants not actively participating in the

meeting or the approachable atmosphere in which a person feels motivated by

seeing others in the same position participating.

Motivation can be assessed from a negative perspective, when the person’s

anxiety about communication is the target. However, it has been more success-

fully assessed from a positive perspective, when the person’s willingness to com-

municate (WTC) is the main focus. WTC is known in communication research

as one of the most developed measures and it can be briefly defined as a measure

of the predisposition toward either approaching or avoiding communication [80].

WTC is well-known to second-language learning research as being a fundamen-

tal goal in order to increase the likelihood of learners to use the target language

naturally [81]. Figure 2.12 conceptualizes the variables that influence WTC and

demonstrates that WTC represents the last instance before the actual communi-

cation behaviour.
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Figure 2.12. Heuristic Model of Variables Influencing Willingness to Communi-

cate [81].

The most common approach to evaluate WTC is the use of a scale in a survey

format. A person must indicate the percentage of times he/she would choose to

communicate in 20 situations. Of the 20 items on the instrument, eight are used

merely to distract from the meaningful items. The scores range from 0 to 100

percent, 0 representing Never and 100 representing Always.

The average of the scores will account for the overall WTC score. In addition,

receiver-type and context-type sub-scores can also be calculated. Receiver-type

sub-scores are divided into three categories: stranger, acquaintance and friend.

The score for each category is calculated by adding the scores of their three

corresponding items of the questionnaire. Similarly, the context-type sub-scores

are divided into four contexts: group discussion, meetings, interpersonal speaking

and public speaking.

A classification based on ranges of scores is also applied as norms for WTC

scores. There are three groups into which a person can be classified: Low WTC

(<52), Average WTC (>=52 and <=82) and High WTC (>82) groups. The low

WTC group is considered the critical group since it consists of the people with

the lowest WTC scores and therefore those who need more attention or incentive.
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The sub-scores classification is different for each type of receiver and context.

In this research, special attention is paid to the context-type sub-score for the

meeting context. The lowest (critical) group is also of particular interest since it

is the one which might reflect more clearly the effectiveness of the system. The

score range to classify the context-type sub-score for the meeting context was

altered in order to incorporate the people on the verge of Low WTC scores in the

molds of [14]. The following ranges were determined: Low WTC (<70), Average

WTC (>=70 and <80) and High WTC (>=80).

2.4. Summary

This chapter has summarized the concepts and works related to the proposed

remote and co-located ARMC systems. Moreover, the human factors featured in

this work, Social Presence and WTC, were defined and exemplified in accordance

with the existent literature.
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CHAPTER 3

Handy System: AR-based Video Chat

This chapter details the development of HANDY (an augmented video chat sys-

tem focused on remote ARMC), along with details of the system and experiments.

3.1. System Development

The main idea of HANDY is to minimize the feeling of being geographically sep-

arated by allowing one user to reach out to another. We achieved the coexistence

of two users through the use of video image segmentation. Figure 3.1 shows the

system setup and the resulting image generated by the augmentation process.

Two cameras are part of the environment: one placed towards the face (face

camera), in the same position used in conventional video-chat system; another

placed beside the user (hand camera), capturing the area where the hands can

be inserted. This area consists of a monochrome static background (referred to

as shared space) and is represents the metaphorical crossing to each other’s real

environments.

The shared space requires a training phase using the first n initial frames

containing the monochrome background. The training step is necessary to allow

the segmentation of foreground and background pixels from an incoming frame
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Figure 3.1. HANDY system setup.

according to a threshold value t. Images captured by the face camera along with

images captured by the hand camera are combined alternately between both ends.

In other words, a hand image of user A is merged with a face image of user B

and vice-versa. The combined image can be seen by both sides. The OpenCV

library [82] was used for the capturing and merging of images and the Qt library

[83] was used for network communication architecture.

Azuma [84] has defined AR in terms of required system characteristics as

follows:

• Combination of reality and virtual objects or information

• Interactive in real time

• Registered in 3D

However, [85] discusses AR as a technology that enhances the user’s percep-

tion of and interaction with the real world. It comes to redefine AR as a less strict

concept as “a real-time direct or indirect view of a physical real-world environ-

ment that has been enhanced/augmented by adding virtual computer-generated

information to it”. This definition imposes no limitation regarding the technical

means to accomplish AR.

In our system we opted for the overlay of 2D images onto live video streams.

The relatively simple use of background segmentation technique allowed for higher

affordability and smoother integration in what is known as a traditional video
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chat system. Moreover, by using a simple setup, the system could be easily

reproduced. Nevertheless, the use of a high quality 3D imagery and registration

could potentially improve interaction capabilities.

3.1.1 User Interaction

In this section, we describe a practical scenario for the use of HANDY in com-

parison to the traditional video-chat system. The view shown in Figure 3.2 cor-

responds to User A’s side.

Scenario: giving an object

This scenario corresponds to a very simple action in which User A would like

to give an object to User B. In HANDY (Figure 5), user A would initially show

the object to user B as it would happen in the traditional system. However, as

soon as user A places the object in the shared space, it would appear on user B’s

environment. The effect of seeing an object that was on user A’s video image

being then part of user B’s video image is one of the motivational factors that

could impact social presence [12].

Figure 3.2. (a) Giving a gift in a traditional video chat setting (b) Giving a gift

using HANDY.
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3.2. Experiment

3.2. Experiment

We designed a pilot user study using HANDY against the traditional video-chat

system to evaluate the degree of Social Presence as well as Ease of Use, Enjoy-

ment, Ease of Communication, Intuitiveness, Ease of understanding and Close-

ness. The study ’s scenario consisted mainly of remote users performing inter-

active tasks under equal roles, being the exception the final task where subjects

played different roles (teacher/student).

3.2.1 Participants and Tasks

We had a total of 10 participants in the study comprising 8 Japanese students and

2 foreign students, 23 to 35 years old (average 25.5). They were all male graduate

students from the Interactive Media Design Lab and have experienced Augmented

Reality before. All participants had met before the experiment which helped

creating a relaxed atmosphere. Furthermore, since they were same-sex pairs, any

tensions that may arise from inter-gender interactions were disregarded. The

participants performed in pairs over two days with each session taking about one

hour.

For each pair, each participant was taken to a separate room and seated

in front of a large display. Initially, they were asked to fill out a demographic

survey which was followed by a brief walkthrough of the study by an experiment

assistant. Participants were instructed on how to use HANDY. A questionnaire

was given after each condition for every task. Another questionnaire was given

after both conditions had been performed for them to evaluate comparatively

both conditions under that given task. A final survey was given at the end of the

session for the participants to evaluate comparatively both conditions considering

the experience as a whole.

Three tasks were performed by each pair. The first task was a Rock-paper-

scissors game. Participants were asked to play six games for each condition.

Even though the wins were counted, a winner was not declared at the end. The

second task was a Puzzle Matching (Figure 3.3a) where participants were given

an equal number of puzzle pieces (six). Each piece had a unique match (unique

connecting edges), once assembled they all completed the same image, a rabbit.
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Their task was to find the match for each puzzle. One subject was given six pieces

containing the rabbit’s head and the other subject was given six pieces containing

the rabbit’s body. They used the same pieces for both conditions.

The third one was an Origami Training task (Figure 3.3b). One subject was

given the role of a Teacher while the other played the role of a Student. The

Teacher was given a print out containing the instructions on how to fold an

origami. Two different origamis with distinct degrees of difficulty were chosen: a

piano (easy level) and a balloon (medium level). For each pair, the order of the

selected origami for each condition was changed. For this task, the cameras were

targeting the hands on the table from a top view instead of the face. In addition,

the only video image being displayed was the one with the merging.

Figure 3.3. Pictures taken during the experiments: (a) Puzzle matching (b)

Origami training.

Subjects were asked to perform under two conditions:

• HANDY Off : this condition simulated the traditional video-chat setup

where real-time audio and video feed are available to the subjects only.

• HANDY On: this condition assumed the same setup as HANDY Off,

except for the added augmented image previously described in section 3.1.

During condition HANDY On, subjects were asked to use HANDY alternately

to have both of them experiencing the system equally. For Task 3, however, only

the user who took the Student role used HANDY actively, placing the hand in

front of the second webcam.
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3.2.2 Methodology

We used a within-subjects design with a single independent variable (HANDY On

& HANDYOff). The order of the tasks was the same throughout the experiments.

Observation notes were taken while watching participants’ performance in each

task to record different interaction and behaviour patterns.

7-point Likert scales, 1 = strongly disagree, 7 = strongly agree, were used

in the exploratory questionnaire items to evaluate the overall performance of the

system according to six measures: ease of use, enjoyment, ease of communication,

intuitiveness, ease of understanding and closeness. SDS were used to measure

social presence with focus on the medium as defined by [29]. In this experiment,

we used 7-point scales with a total of nine items. The items and their respective

translations used in the Japanese surveys were as follows:

1. Impersonal (人間味がない) - Personal (人間味がある)

2. Cold (冷たい) - Warm (温かい)

3. Ugly (醜い) - Beautiful (美しい)

4. Small (小さい) - Large (大きい)

5. Insensitive (繊細でない) - Sensitive (繊細な)

6. Colourless (華やかでない) - Colourful (華やかな)

7. Unsociable (社交的でない) - Sociable (社交的な)

8. Closed (閉鎖的な) - Open (開放的な)

9. Passive (受動的な) - Active (能動的な)

Our hypothesis targeting Social Presence can be described as follows:

• H0: HANDY On and HANDY Off generate a similar degree of measured

social presence.

• Ha: There is a significant difference in the degree of social presence gener-

ated by HANDY On and HANDY Off.
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3.2.3 Results

The first set of results describe the system’s performance and overall impression

by the users according to the six measures assessed through the Liker scales. A

two factor (task, Handy On/Off) ANOVA test was performed on the results.

We found significant differences between conditions for Enjoyment (F(2,54)=

4.019, P<0.05), Ease of Communication (F(2,54)=4.019, P<0.05) and Intuitive-

ness (F(2,54)=4.019, P<0.05). The average scores for all measures are shown

in Figure 3.4 showing the comparison between mean scores of HANDY Off and

HANDY On conditions.

Figure 3.4. Six charts reporting the Likert Scale average scores for each of the

six items during each task.
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For the puzzle matching and origami training tasks, users thought the HANDY

On condition was more fun as well as it made the communication easier to be

performed and more natural. These are aspects that could signal a possible higher

degree of Social Presence under the given condition. For the rock-paper-scissor

task however even though users thought the HANDY On condition was more

fun, it was not more natural or easier to communicate with than HANDY Off

condition.

The user’s feedback reflected the results obtained from the questionnaires:

most of the participants agree that when using HANDY system (HANDY On

condition), the experience becomes more fun and it improves communication

abilities. Other comments however referred to non-ideal settings such as the

position of the second camera. Ideally, this second camera should be placed

behind the user’s back and in a height close to the user’s viewpoint. However,

due to limitations when using the background subtraction (training stage), the

camera was placed beside the user. Eye contact and some video latency were

also reported as technical points that could affect the communication if the task

relies on any of those factors. For example, the rock-paper-scissor task became

slightly troublesome since the users had to adapt the timing of their hands due

to latency.

The second set of results addresses the perceived degree of social presence in

both conditions as reported through the SDS. A two factor (task, Handy On/Off)

ANOVA test was performed on the results. Despite the small number of samples,

significant differences were found between conditions HANDY On (Mean=4.5481,

StDev=1.2707, p<0.05) and HANDY Off (Mean=3.5925, StDev=1.1423, p<0.05)

across all nine factors. Figure 3.5 shows the means of social presence for each

condition over the three tasks. The average of social presence was consistently

rated higher during condition HANDY On.

Post-hoc comparisons showed that social presence was significantly higher in

HANDY On condition, making the current results enough to at least indicate

HANDY On’s tendency towards having a higher degree of social presence by

statistically rejecting the null hypothesis.
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Figure 3.5. Four charts report the SDS scores: (a)(b)(c) present the SDS mean

scores per item during each task (d) summarizes the overall SDS mean scores

(sum of all SDS items) during each task.

3.2.4 Discussion

Subjects had mixed feelings towards Task 1 (Rock-paper-scissors) and Task 2

(Puzzle Matching) tasks in contrast with the generally positive feedback given

for the experience in Task 3 (Origami training). This may be due to the nature

of the interaction involved in the given tasks.

Task 1 had a predetermined set of gestures which represent the options in

the game. The hands were held in the air while showing the shape of the hand.

During the experiment, subjects were often trying to reposition their hands due to

hands occlusion. Different from the face-to-face game, there is only one angle of

view; therefore users need to rearrange their spaces to play the game successfully.

Trying to find the right position in the 2D displayed image while moving the hand

in the 3D real world was not an easy task.

Task 2 generated more active and open gestures. Different strategies arisen

in order to perform the match more efficiently such as dropping the piece inside
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the shared space to make it static and describing the contour of the piece to the

other user since trying to actively match the pieces brought up difficulties.

Task 3 included a sheet with instructions on how to fold the origami but it

was up to the subject to decide how to pass that information without showing

them explicitly. In preparation for the task, the users naturally adjusted their

hand position. In contrast to Task 1 and 2, it was like preparing your space on a

table, similar to a face-to-face situation. In this case, occlusion was not frequent.

The complete focus on the hands for the entire time of Task 3 might have helped

in the participants’ higher involvement in the task, but it also provided less

communication cues since no face image was being displayed.

The hand eye coordination in HANDYmay not be considered optimal for tasks

1 and 2 due to their large dependence on the use of 3D space (hands are moving

above the table). This perception however changed for task 3 where the partici-

pants interacted mostly on the table (2D). Perhaps, the gesture-oriented tasks re-

quired a more precise coordination between hand and eye than the communication-

oriented task. Further analysis could be done by having participants performing

a communication-oriented task which requires the use of 3D space.

The higher degree of social presence reported in all tasks indicates that the

users perceived their partners more efficiently however it does not guarantee one

feels he/she is “being perceived” simultaneously. In this case, a co-presence study

would be needed in order to clarify this possibility.

The simultaneous use of the shared space by both users has not being in-

vestigated. This case is likely to cause higher degree of distraction and loss of

information since it requires a user to share focus between windows (both would

show distinct augmented images).

3.2.4.1 On Social Presence

Further investigation is to target additional factors that could influence the so-

cial presence degree of HANDY such as gestures. In particular, the different

types of gestures the user is successfully making use of for communication and/or

tasks purposes as well as to what degree the system enables those gestures to be

correctly expressed.

The results achieved with HANDY indicate that the investigation of ARMC
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as potential technologies for enhancing human factors is relevant and current. As

technologies become more social, it becomes clear the importance of this type of

interdisciplinary investigation.

3.3. Summary

This chapter has summarized an early experimental research which resulted on

the development of a remote ARMC system, named HANDY, an AR approach

to video-chat communication which served as for a study on social presence.

The results of the study can be summarized as:

• A significant difference was found between HANDY and the traditional

video chat in degrees of enjoyment, ease of communication and intuitive-

ness. Average scores between both systems and additional reported feed-

back indicate higher preference for HANDY.

• A significant difference was found between HANDY and the traditional

video chat in degrees of social presence. Average scores between both sys-

tems and additional reported feedback indicate higher degree of social pres-

ence was perceived using HANDY.
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Meetsu: AR-based Co-located Electronic Meeting Support

This chapter describes our proposed approach to co-located ARMC in a meeting

context. The system, Meetsu, employs AR annotations overlaid on live video

stream as means to enhance communication. The augmented video image is

displayed on a large screen which remains visible to all participants at all times

during the meeting. The background, motivation and related work presented in

Chapter 1 and 2 provide the foundation for the system design and development

discussed in this chapter. Moreover, two experiments are described: a long-

term (involving our lab’s meeting group) and a short-term (involving two outside

groups).

4.1. Approach

The question raised earlier in this paper regarded the best way to improve com-

munication in co-located meetings. Communication research showed us that mo-

tivation is one of the key components of efficient communication. Therefore, our

system’s approach proposes a method to target motivation by applying AR.

The extrinsic motivation factors described in section 5.1 contain important

elements in order to be achieved. A student interested in receiving a grade or
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praise needs ways to have himself and his contribution (question) noticed by

the professors; a student that feels pressured to participate when seeing others

actively participating can easily understand this setting when showed who and

how much others are participating; a person that builds confidence to participate

by seeing his peers participating benefits from clearly understanding who and

to what extent they are participating. Thus, perceiving who are participating

and how much they are participating are key elements to perceiving motivation

factors in a meeting scenario. As a result, it is reasonable to assume that the

easier it is for the participants to perceive these elements, the higher the chance

they can get motivated.

We advocate that AR makes the task of identifying who asked a question

and how much contribution has been put out more intuitive to be perceived. By

showing a comment or icon above the real world image of a participant, the key

elements of motivation become instantly recognizable.

4.2. System Design

In the first development phase of Meetsu, professors and students were inter-

viewed in order to identify possible problems in a presentation meeting scenario

that could be overcome using AR. Most of the respondents considered the role of

the audience members. The Professors wanted a system that would raise the stu-

dents’ interest in participating with questions and comments, while the students

mentioned the long meeting hours (3 to 4 hours on average) and their reluctance

to ask questions (some due to shyness; others concerned about interrupting the

flow of the presentation).

The answers also addressed the roles of chairman and speaker. It was con-

sidered tiresome for the chairman to manage the turn-taking during the Q&A

session which involved constant inquiry for questions or comments. Moreover,

increasing feedback from the audience was considered desirable for the speakers.

While the professors’ comments were taken as the main criteria for the de-

velopment of the system, the students’ remarks raised an interesting discussion

about the Q&A phenomenon in a typical meeting scenario. Every participant has

different levels of WTC in a meeting, with some people asking more questions
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than others. It is believed that if the WTC levels of the participants were im-

proved, this would increase the likelihood of them asking questions and making

comments, which would result in a more participative meeting.

In light of the information gathered, we have designed a web-based meeting

support system to motivate them to communicate in a meeting. In our proposed

system, Meetsu, the audience is allowed to submit questions at any time in the

meeting. These questions are displayed to all participants on a large screen

(Meetsu screen) which acts as a virtual mirror in which all participants can be

seen. This system configuration was deemed more suitable for use in the meeting

scenario than other approaches to AR, such as the use of HMDs. Requiring each

participant to wear a HMD would have been unaffordable, and problematic for

noticing new questions from participants who are out of sight. Other discarded

approaches included the sole use of smartphones, which was deemed to affect

meeting manners since it would require targeting of the device towards other

participants.

The use of a top-front view of the audience along with comments placed above

the participants’ heads was thought to recall the speech balloon convention often

present in comic books. This type of representation, which allows text and icon

annotations to be understood as a person’s speech or thought, can not be achieved

by a top view of audience.

We supposed that by displaying the questions and comments from the par-

ticipants through the system, we could encourage the audience to communicate

more actively since there would be no need to wait until the Q&A session to ask a

question. This procedure could also mitigate a reluctance to formulate questions

and, through writing instead of speaking, help shy persons participate. We also

developed a set of interactive icons which could be used to express pre-defined

ideas such as “I have a question”. This feature is designed for participants who

may want to ask a question without having it completely formulated. This would

help the chairman during the turn-taking process by seeing in advance who has

a question.

Each of these features can help with the management of a meeting and the

creation of a more dynamic meeting environment that might shorten the overall

meeting time. All the features are described in more detail in the following
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section.

4.3. System Development

4.3.1 Overview of the System

Meetsu is a web-based AR system developed as a combination of PHP and JQuery

libraries. PostgreSQL is used as a database management system to record actions

performed by the audience through the Web UI such as submitted questions and

clicked icons. The combination of this information with the live image captured by

the webcam creates the web-based AR view (see section 4.3.3) which is displayed

on the Meetsu screen. Figure 4.1 shows the overview of the system.

A PointGrey Flea2 camera is positioned above the presentation screen, over-

looking the audience, capturing a live image of the room. All participants face a

wide white canvas onto which two computer screens are projected. One displays

the presenter’s slides and the other contains the live camera feed of the room on

top of which Meetsu’s AR feature is displayed.

Participants access the system through a web browser using Notebooks and

iPads. They have to create and access their personal accounts in Meetsu before

they can virtually attend a session. When attending a session, users are required

to perform a manual registration step by locating themselves in the live video

feed using a mouse click or finger tap, depending on the device.

In this system, all displayed annotations are two-dimensional images, and the

registration required for the positioning of the annotations onto the real-world

view is done manually. The resulting image is a real-world view enhanced by

virtual information, which falls within the concept of AR proposed by [85].

4.3.2 Web-based User Interface

The system contains an online version of the presentation slide, which is uploaded

by the speaker before the meeting. The digital file is made available within the

web interface, from which users can follow the presentation (Figure 4.2a). An

optional automatic mode allows the online slides to be changed in sync with the

slides being presented (Figure 4.2b). If the user is browsing through the slides,
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Figure 4.1. Overview of Meetsu system.

this mode allows the user to change to the slide currently being presented. This

eliminates the need for printed copies and makes it easier for the audience to

navigate through the slides.

A remote presentation control was also implemented. This allows the par-

ticipants to address their question to a specific slide easily, without having the

speaker to search for the requested slide (Figure 4.2c). Users can submit ques-

tions and comments through a web submission form by typing in the text field

and clicking the submit button (Figure 4.2d). Once submitted, a question is au-

tomatically included in the question list, which is updated in real-time and made

available to all attendees (Figure 4.2e). At the same time, an AR annotation is

displayed on the video at the user’s location (acquired from the manual regis-

tration step). In regards to the question list interface, users have two buttons

available for each comment.

The first button is the Good! button (Figure 4.2f). It is similar in function to

the Like button in Facebook, being used by participants to show their agreement
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Figure 4.2. Available features in the web-based UI of Meetsu.

with a particularly interesting remark. The second button is the Highlight button

(Figure 4.2g). This button visually highlights the AR annotation (by changing

the background color) of the corresponding comment. Also displayed in the same

AR fashion as the submitted questions and comments, the interactive icons are

used to express a limited range of expressions such as “I have a question”, “I’m

confused”, “I agree”, “I disagree” (Figure 4.2h, from top to bottom). The icons

were designed to allow introverted participants to interact readily. Lastly, par-

ticipants were encouraged to use a bug report feature (Figure 4.2i) to record

problems or technical difficulties while using the system.

4.3.3 AR View

The AR view displays virtual information such as text annotations and icons

onto the users in the real meeting room environment (Figure 4.3). This view pro-

vides an easy understanding of the users’ identity and location in the real world

alongside their respective entry. Therefore, in a meeting, it becomes easy to un-
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derstand who asked a question and where in the room this person is located. In

addition, the meeting participants and the speaker can grasp the overall impres-

sion of the audience while being able to track which topics are being discussed.

The speaker also benefits from the AR view by being able to locate the focus of

questions in the meeting room which allows for a change of gaze and attention

to a specific region in the audience. In addition, the speaker is able to adapt his

explanation depending on the question owner. If the speaker know the question

owner is a knowledgeable person, the speech can be more technical, otherwise it

can be simplified for easy understanding.

The priority of the AR view is to display the latest question of each participant

in the foreground, while the other questions stay in the background. Currently,

there is no strategy as to handle the timeline of questions in the AR view, however

the list of questions in web UI provide the timeline. Also, the highlight button

managed to get around the occlusion problem by allowing any question to be

brought to the foreground.

Figure 4.3. Meetsu’s AR view in full.
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The participation meter, which can be seen in Figure 4.3 as a blue bar above

the video image, is a visual reference of how many questions/comments have been

submitted and how many times the icons have been used. Questions account for

one point in the scale while icons account for half a point. The distinction is based

on the idea that text annotations are a more pronounced form of communication

than icons. As the entries come in the system, the meter progresses accordingly.

A change of color can be seen when the number surpasses rating milestones as

shown in Figure 4.4. From 0 to 3, the meter is red; from 3.5 to 6.5, the meter

turns yellow; and from 7 to 10, the meter changes to blue. The limit of 10 on the

meter was discussed with the professors as a good number to indicate an excellent

participation rate.

Figure 4.4. Participation meter changes color when surpassing rating milestones.

The real world view allows the participants to observe themselves and others

in the environment, therefore we suppose that the AR view in the meeting support

system provides a more personal and engaging experience to the participants.
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Figure 4.5. Close-up of the AR View showing in details two types of AR annota-

tions, icon and text, rendered on the live video feed of the meeting room.

4.4. Experiments

4.4.1 Long-term Study

A participant observational study (moderate participation) was conducted within

the first year from the integration of Meetsu in our lab’s weekly research meeting.

Although it is not reliable as a form of system evaluation, this type of study

provides qualitative descriptions that can be used to formulate measurements

as well as generalizations and hypotheses [86]. Works such as [87][88][89] have

previously made use of this type of study in the process of acquiring thorough

understanding of the context and finding behavioural trends.

Our aims were to explore how meeting participants responded to the system

during the meeting, how they interacted with the system, how the interaction

affected their communication patterns and meeting experience, and how the sys-

tem changed the meeting dynamic. Furthermore, since some participants did not
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use the system actively (they did not use the web user interface to submit ques-

tions), it was important to analyze how they were affected by the passive use of

the system (they were exposed to the AR view regardless).

4.4.1.1 Study Design and Method

An average of 23 participants per meeting participated in the study. They were a

mix of professors, graduate and research students with an average age of 27. The

group was predominantly of male averaging 95% of the group. All participants

had previous exposure to AR technology. The meetings were held in our usual

meeting room arranged in a classroom style (Figure 4.6).

Figure 4.6. Meeting room where all the experiments took place.

All meetings were the information meeting type arranged as presentation (Sec-

tion 2.2.1.3 for details) where the speakers either presented their research progress

or rehearsed for a conference presentation. The schedule of speakers had been

determined in advance (an average of two speakers per meeting session) and par-

ticipation was not mandatory.

Prior to the start of the meeting session, the student under the role of meet-

ing facilitator encouraged participants to use Meetsu by submitting questions or

comments and/or using the icons. However, no further measures were taken to

54



4.4. Experiments

enforce the use of the system. An average of 75% of the participants used the

system throughout the study.

A total of 24 meeting sessions were observed by an evaluator who also had the

role of attendee. Each meeting session averaged 2.3 hours, discarding the extra

time spent with other meeting activities such as progress report by all participants

and general announcements.

4.4.1.2 General Findings and Observations

The meeting role defines what is expected of a person in a meeting context.

It is a combination of two instances described here as conditional role and situ-

ational role (see Table 4.1). Conditional roles correspond to hierarchical status

such as student, associate professor and professor; situational roles are based on

the assumed duties during the meeting session, such as speaker, attendee and

facilitator.

During the study, five out of the nine possible combinations were observed:

Student-Attendee, Student-Speaker, Student-Facilitator, Professor-Attendee, and

Associate Professor-Attendee. As expected, student-attendee was the most

common role since the majority of participants were students. In a research

meeting, as an educational context, a student is expected to take an active role

by making comments/questions. Students generally took a passive approach,

demonstrating low willingness to participate, either due to lack of interest in the

topic being presented or shyness.

Table 4.1. Meeting roles in research meeting.

Conditional Roles Situational Roles

Student Speaker

Associate Professor Attendee

Professor Facilitator

Students expressed concern over how much exposure they were under. Dif-

ferent from the student-speaker, which is inevitably the center of attention, the

student-attendee is not usually prepared to handle “overexposure” (when all eyes

are on one person, such as question making). Since the AR view used by Meetsu
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displays all participants in the room in real-time, some participants perceived

it as a factor that increased social pressure, as discussed by [90], and it was

“unnecessary to display it constantly”. Others perceived it as a video mediation

of face-to-face communication that lowered the level of actual exposure. From

this perspective, the fact that participants were not looking directly at an actual

person’s location, but to a video image of one instead, generated a less stressful

situation.

Another recurrent role was student-speaker. This role is responsible for

making a presentation during the meeting. In general, participants under this

meeting role combination showed clear signs of apprehension, mostly related to

the feeling of insecurity about the quality of his/her presentation. Some students

can be quoted saying: “Do I have enough progress for this presentation?” and

“I worry that my presentation is not understandable”. Others displayed a more

personality-related aversion to speaking in public (Quote: “I just don’t like to

present at all”).

Speakers paid close attention to the annotations displayed on Meetsu’s AR

view in order to read the questions/comments and see the icons submitted by the

audience. In this situation, speakers were trying to perceive the overall impres-

sion of the audience while seeking for approval of their presentation. The most

common scenario had annotations expressing questions regarding unclear points

in different passages of the presentation. Initially, receiving negative feedback was

thought to cause embarrassment to the speakers, however the annotations also

provided a way for them to preview the questions and identify the questioners.

Different from the previous roles, the duties of a student-facilitator concern

the meeting as a whole, including the perception of the environment and the

building up of the meeting atmosphere. It is a role in charge of conducting the

meeting flow and handling its events, especially the Q&A session. It is also

the person assuring the order in which participants willing to contribute can do

so. Initially, a different student would take on this role every meeting session,

however the constant need to instruct the facilitator on how to manage the Q&A

session using Meetsu created the need to assign this role to a fixed student who

was familiar with Meetsu. This measure was found to be very effective for the

definite integration of the system in the meeting process. At times, the facilitator
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managed the Q&A session using the question list as a reference of order, but still

requiring the questioner to orally address the question.

The roles of professors and associate professors were only combined with

the situational role of attendee (professor-attendee and assistant professor-

attendee). It was noticed that the situational role has great influence in the

turn-taking procedures during the Q&A session. Students respectfully waited for

the professors to express themselves first even if all attendees are given virtually

equal chances to participate. A consequence of this cultural fact is that a Profes-

sor’s speech tended to be very long. This procedure changed over time to allow

students to make questions first. It was noted that the Professor’s speech length

shorten over time. Before the change, professor tended to have long speeches

due to the uncertainty of whether students would make questions or not. Using

Meetsu, professors become easily aware of other participants’ intention to make

questions, which could have affected the later length of the speech.

The general meeting flow consisted of three main processes: pre-meeting

procedures, presentation and Q&A session. The pre-meeting procedures included

the preparation of the speaker and the audience with the system, such as log-

ging in Meetsu and enter the current meeting session (for attendees), creating a

meeting session in Meetsu and loading the AddIn needed for Meetsu in the Power-

Point file. This process is followed immediately by presentation and Q&A session,

which leads to a conditional step to determine whether the Q&A continues or not.

Following the end of the Q&A for one presentation, another conditional step de-

termines whether a next presentation restarts the flow or the meeting session ends

(Figure 4.7).

The available interaction models in the meeting supported by Meetsu are

expanded in comparison to the standard (unsupported) meeting. In the latter,

a presenter speaks to many participants at once during the presentation and

the participants have a chance to speak one-to-one with the presenter during the

Q&A session. Using Meetsu, the models from the standard meeting are preserved

while also supporting the many-to-one interaction since many participants have

the chance to “speak” at the same time (Figure 4.8). The speaker is able to

perceive this interaction through the augmented view and/or the list of questions

in the web UI. Interestingly, [91] says that effective meetings must be interactive
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Figure 4.7. A diagram of the average research meeting flow as observed.

while maintaining balance participation among attendees. These models have a

close relation to the person-to-person meeting criteria (see section 2.2.1.3) and

help identify potential communication enhancements.

4.4.2 Short-term Study

4.4.2.1 Participants and Context

The data were collected for this study from graduate students, researchers and

professors of two different lab groups. The average ages for Group 1 and Group

2 were 26.8 and 24.6, respectively. Each group consisted of over 20 participants;

however the data of the participants who did not attend all meeting sessions were

eventually discarded. The final sample sizes for Group 1 and Group 2 were 16

(five females and 11 males) and 20 (one female and 19 males), respectively. Group

1 was composed of one staff researcher and 15 students. Group 2 was comprised

of three Professors and 17 students.

According to the demographic survey, 44% of the participants in Group 1 and
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Figure 4.8. Comparison of interaction models between a standard (unsupported)

meeting and a meeting supported by Meetsu.

100% in Group 2 had prior experience with an AR system. 6% of the participants

in Group 1 and 20% in Group 2 had previous experience with a meeting support

system.

The meetings of both groups were hosted in the same meeting room where

Meetsu had been previously set up. Both wired and wireless network connections

were made available. The groups’ meeting schedules were maintained as had

been decided on in advance according to the groups’ agenda. Therefore, it was

predetermined who the speaker would be and how many presentations would

be held each day. The meetings were conducted by the participants themselves

following their group’s usual meeting style regarding turn-taking strategy and

time limit.
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4.4.2.2 Measures

The WTC scale was used in order to obtain a measure of the likelihood of each

group initiating communication. This likelihood was measured twice for each

group, on the first and last days of the experiments. Given the focus of this study

on the meeting scenario, only the average WTC scores in the meeting context

were considered for further analysis. Moreover, each group was subdivided into

High WTC, Average WTC group and Low WTC, according to scores on the first

WTC survey, following the scale in appendix C.1. The critical group (Low WTC

group) became the main target since it was assumed to be the one to benefit most

from the experience.

Apart from the WTC scale, the 7-point Likert-scale was used in an additional

questionnaire made available online and was submitted by the participants after

each meeting session, 1 representing Disagree and 7 representing Agree. The

following statements were assessed: (Q1) I was distracted by the system, (Q2)

The system made me anxious to participate, (Q3) The system made me willing

to participate, and (Q4) The system made me engage in real-world conversation

with other participants. Subjective comments were also collected.

The Likert-scale was intended as a measure for the participant to indicate

how each system contributed to their meeting experience. A final comparison

questionnaire asked the participants their preference regarding the AR and Non-

AR systems.

The Likert-scale measures were used to indicate how each version of the sys-

tem contributed to the participant’s meeting experience. In addition, a final com-

parison questionnaire, asking their preference regarding each version was given.

These measures aimed at indicating which system was more effective, and, there-

fore, had the biggest impact on any significant change of WTC scores before and

after using the system.

4.4.2.3 Methodology

A formal user study was designed to investigate the following hypothesis: - The

use of an AR meeting support system can significantly improve the levels of WTC

in co-located presentation meeting contexts.

This study used a within-subjects design where all participants experienced
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the system under the same circumstances of environment (same meeting place),

period of experiments (once every week for three weeks) and conditions (AR and

Non-AR). First, a paired two-tailed t-test was used to analyze the change in

the WTC mean scores before and after using Meetsu. The critical significance

level used was 0.05. These results were used to note the impact of Meetsu on

communication.

Following this analysis, the Wilcoxon signed-rank test and the frequencies

of the Likert-scale questionnaires were used to evaluate the performance of the

AR and the Non-AR versions of the system. Both versions were compared and

evaluated according to measures of distraction, anxiety, willingness and engaging

in communication.

4.4.2.4 Procedure

Both groups gathered separately for weekly presentation meetings for three weeks.

The two versions of the system were used alternately by each group, in a different

order to minimize carry over effects. Group 1 used the AR version of the system in

the first two weeks and the Non-AR version in the third week. Group 2 used the

AR version of the system in the first and third weeks and the Non-AR version

in the second week. Both groups used the AR version on the first day of the

experiments in order to instruct the participants on how to use the AR features

of the system. A non-participative observation process took place during all the

meetings.

The following table describes the methodological and time triangulation used

for this experiment.

Prior to the experiment days (Day 2, Day 3 and Day 4), the researcher joined

each group’s weekly meeting for a day to observe their meeting style prior to the

use of Meetsu. The difference in the meeting flow between the two groups was

mainly the timing to ask a question. Group 1 would ask questions mostly at the

end of the presentation, while Group 2 would interrupt the presentation to ask a

question. Neither of the groups had a chairman.
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Table 4.2. Table of methodological and time triangulation.

Observation

Report

WTC

Survey

AR

Survey

Non-AR

Survey

Day 1 X

Day 2 X

Day 3 X*

Day 4 X X*

* The order of the AR and Non-AR surveys were alternated between

the groups.

4.4.2.5 Conditions: AR and Non-AR

Meetsu was originally developed as a web-based AR system. However, the need to

compare our system with previous approaches led us to the development of a Non-

AR version. The Non-AR version differs from the AR version in two ways: the

way to display participants’ input and features available. While the AR version

of Meetsu uses the second presentation screen to show the live video feed of the

meeting room where all the AR annotations are displayed, the Non-AR version

displays all the input from the audience as plain text much like the question list

available in the web UI (Figure 4.9). All the features directly related to the AR

view, such as the interactive icons and the highlight button, are disabled in the

Non-AR version.
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Figure 4.9. AR and the Non-AR views of Meetsu.

4.4.2.6 Results

Group 1 had seven speakers making presentations in the three days of experi-

ments, while Group 2 had eight presentations altogether. Both groups averaged
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around 40 minutes per presentation with an average time per day of 93 minutes

for Group 1 and 118 minutes for Group 2. The overall meeting time throughout

the three weeks for Group 1 was 281 minutes and 354 minutes for Group 2. The

overall meeting time can also be interpreted as the amount of time each group

was exposed to the system over the three weeks of experiments (Table 4.3).

Table 4.3. Total number of presentations per group, average time of presentations

and overall meeting time.

Group 1 Group 2

Total number of presentations 7 8

Average time per presentation (minutes) 40.14 44.25

Average time per meeting day (minutes) 93 118

Overall meeting time (minutes) 281 354

The research question seeks to investigate if the use of Meetsu affects the levels

of WTC in a meeting scenario. The descriptive statistics present the meeting sub-

scores before and after the use of Meetsu. The results (see Table 4.4) indicate an

increase in the scores of both groups. Group 1 increased around 10 points (from

56.69 to 66.27) and Group 2 increased around 3 points (from 55.65 to 58.55).

Table 4.4. Average of Meeting sub-scores per group.

N Mean

Before

Mean

After

StDev

Before

StDev

After

Group 1 16 56.69 66.27 22.854 22.507

Group 2 20 55.65 58.55 21.034 23.543

In order to determine the significance of this improvement, a paired t-test

was employed to analyze the data (see Table 4.5). The results were t(15)=-2.692,

two-tail p=0.017, suggesting that a statistically significant result for a confidence

level of 95% was achieved for Group 1. At t(19)=-0.804, two-tail p=0.431, no

significant difference was found for Group 2.

Both groups had a high concentration of subjects in the Low WTC group,

with 56% of Group 1 (9 out of 16) and 75% of Group 2 (15 out 20). Tables 4.6

and 4.7 summarize how the system affected the Low WTC groups in Group 1

64



4.4. Experiments

Table 4.5. Paired t-Test for Meeting sub-scores per group.

t df Sig.

(2-tailed)

Group 1 -2.692 15 0.017

Group 2 -0.804 19 0.431

and Group 2. Similar to the overall meeting sub-score, the meeting sub-score of

Low WTC groups increased for both groups. Group 1 increased around 14 points

(from 40.59 to 54.11) and Group 2 increased around 3 points (from 47.76 to

50.09). With a result of t(8)=-2.698, two-tail p=0.027 for Group 1, a statistically

significant difference between before and after using Meetsu can be observed in

the Low WTC group. No significant difference was observed for Group 2 at

t(14)=-0.525, two-tail p=0.608.

Table 4.6. Average of Meeting sub-scores from Low WTC group.

N Mean

Before

Mean

After

StDev

Before

StDev

After

Low WTC

(Group 1)

9 40.59 54.11 16.481 19.018

Low WTC

(Group 2)

15 47.76 50.09 17.620 19.812

Table 4.7. Paired t-Test for Meeting sub-scores of Low WTC.

t df Sig.

(2-tailed)

Low WTC

(Group 1)

-2.698 8 0.027

Low WTC

(Group 2)

-0.525 14 0.608

The results for the four measures assessed using Likert-scale are shown in

Table 4.8. A Wilcoxon signed-rank test was used to determine whether there

is a difference in the scores for the AR and the Non-AR versions. The results
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indicate that there is significant difference in how Group 1 perceived distraction

(Q1), z=-2.289, p=0.022. In other words, the participants from Group 1 were

more distracted using the Non-AR version (Median=4.000) than the AR version

(Median=3.000). The remaining measures had equal median scores for both

versions therefore no significant difference was found.

The distraction (Q1) measure for Group 2 indicated that the participants

were more distracted using the AR version (Median=2.500) than the Non-AR

(Median=2.000). The measure for anxiety (Q2) indicated that the participants

felt that the system made them more anxious to participate when using the

Non-AR (Median=2.000) version than the AR (Median=1.500). No significant

difference was found in any of the measures from Group 2.

Table 4.8. Wilcoxon Signed-Rank test results showing the median score of each

version of the system within each group in each assessed measure (Q1=distraction,

Q2=anxiety, Q3=willingness and Q4=engage in real world conversation).

Measures N Median Z Sig. (2-tailed)

Group 1

Q1
Non-AR 16 4.000

-2.289 0.022
AR 16 3.000

Q2
Non-AR 16 2.000

-0.104 0.917
AR 16 2.000

Q3
Non-AR 16 4.000

-0.586 0.558
AR 16 4.000

Q4
Non-AR 16 4.000

-0.333 0.739
AR 16 4.000

Group 2

Q1
Non-AR 20 2.000

-0.106 0.916
AR 20 2.500

Q2
Non-AR 20 2.000

-0.749 0.454
AR 20 1.500

Q3
Non-AR 20 4.000

-1.338 0.181
AR 20 4.000

Q4
Non-AR 20 4.000

-0.447 0.655
AR 20 4.000

Table 4.9 shows the frequency table of answers for the forced-choice question
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comparison between AR and Non-AR versions. The participants were asked to

choose the preferred version for each of the measures from the Likert-scale. An

estimated 69% of the participants in Group 1 and 85% of Group 2 considered

the AR version more distracting. The system was considered to make one willing

to participate by an estimated 62.5% of the participants in Group 1 and 45% of

Group 2. Similarly, about 62.5% of Group 1 and 75% of Group 2 considered the

system to have made them engage in real-world conversation.

Q2 was the only measure which showed a disagreement between the groups.

While an estimated 62.5% of Group 1 considered that the system made them

more anxious to participate, participants with the same opinion represented 45%

of Group 2.

Table 4.9. Frequency table of the comparison results showing which system was

chosen in each assessed measured.
Group 1 (N=16) Group 2 (N=20)

Frequency (Percent) Frequency (Percent)

AR Non-AR AR Non-AR

Q1 11 (69.0%) 5 (31.0%) 17 (85.0%) 3 (15.0%)

Q2 10 (62.5%) 6 (37.5%) 9 (45.0%) 11 (55.0%)

Q3 11 (69.0%) 5 (31.0%) 16 (80%) 4 (20.0%)

Q4 10 (62.5%) 6 (37.5%) 15 (75.0%) 5 (25.0%)

Apart from asking the participants their opinions on how much they think

each system stimulated their participation, a rundown of their actual partici-

pation during the meetings was extracted from the system’s database. These

additional results present the number of questions and comments produced by

each group over the three days of experiments. Table 4.10 details the numbers

per WTC group and per system version. Both groups participated more under

the AR version of the system with Group 1 and Group 2 producing 14 and 36

questions/comments, respectively. For Group 1, a breakdown of these numbers

showed that the inputs from the Low WTC Group accounted for the highest par-

ticipation among the three WTC groups with 43% of all the inputs when using

the AR version. The same group accounted for 20% of all the inputs when using

the Non-AR version, the lowest participation rate.
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Table 4.10. Number and percentage of questions/comments collected by each

type of system per WTC group.

Group 1 Group 2

AR Non-AR AR Non-AR

High WTC 4 (28.5%) 5 (50%) 0 0

Avg WTC 4 (28.5%) 3 (30%) 0 0

Low WTC 6 (43%) 2 (20%) 36 (100%) 10 (100%)

Total 14 10 36 10

4.4.2.7 Discussion

Regarding communication , both groups showed an increase in WTC meeting

sub-scores, overall and for the Low WTC group. Given the higher participation

rate and overall preference, the AR version can be credited as the agent of this

change. With Group 1 accounting for a statistically significant result in both

cases, this provides the first measure of WTC for an AR system and should stim-

ulate research on further communication scenarios in which AR can be applied.

While both WTC scores improved for Group 2, the same statistical signif-

icance could not be reproduced in their results. Nevertheless, the observation

that took place during the meetings provided a good indicator of the partic-

ipants’ positive response towards the system. In a comparison based on the

observation report produced prior to the use of the system, it was noted that the

feedback came from beyond the usual circle of active audience members. The

more proactive participants used speech to clearly express their ideas, while the

less prominent participants used the icons. In the end, both contributed to the

meeting which shows that the interest in communicating was raised and at times

concretized.

On the analysis ofAR versus Non-AR , the comparison revealed interesting

results, especially for the Distraction and Anxiety measures. Both groups per-

ceived the AR version as being more distracting. The first interpretation of this

result was negative, since distraction was understood as something that interferes

in a meeting. However, this did not prevent the participants from using the AR

version more often than its counterpart. An additional survey was conducted in
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order to further investigate the perceived distraction. Both groups were asked

to answer a two-question questionnaire using 7-point Likert scales, this time fo-

cused on the AR view instead of the whole system. The first question asked to

what degree the subject felt the AR view was distracting in order to verify the

consistency with the previous results. The second question asked to what degree

the subject ’s concentration was hindered by the AR view.

Table 4.11. Comparison of distraction average from AR view between the previous

data and the new data.
Non-AR AR (prev.) AR (new)

Group 1 4.0 3.0 2.3

Group 2 2.0 2.5 3.0

As shown in Table 4.11, the results of the first question showed that the

average of distraction associated with the AR view remained consistently lower

than the Non-AR view for Group 1, and higher than the Non-AR view for Group

2. Both groups scored low averages in the second question (Group 1 scored 2.4

and Group 2 scored 2.3), which demonstrated that the AR view did not prevent

the participants from concentrating in the meeting. Following the questionnaire, a

short interview took place to directly ask the participants to detail their perceived

distraction.

Overall, the participants who considered the AR view as more distracting

reported that it was more intuitive, since they could easily identify the owner

of the comment, allowing them to quickly return to the real world discussion.

On the other hand, the participants who considered the Non-AR view as more

distracting reasoned that the text-based nature of view compelled them to read

the entries, which made them spend more time than desired at it, either reading

the comments or identifying the owner. Furthermore, the AR view was considered

the livelier due to the animations (icons and text popping) and the faces of the

people in the room, which prompted participants to pay more attention to it,

while the Non-AR was considered unattractive.

An additional comparison of perceived distraction for two groups based on

how long they have used the system was also conducted. The short-term group

includes the results gathered from Group 1 and Group 2 over three weeks of

69



Chapter 4. Meetsu: AR-based Co-located Electronic Meeting Support

Figure 4.10. Distraction based on time of use for two groups: short-term (three

weeks) and long-term (over six months).

experiments. The long-term group shows results of a survey conducted in our lab

with the participants who have been using the system for over a year (13 people

at the time of this survey). As shown in Figure 4.10, the perceived distraction is

highly affected by how familiar the participants are to the technology, as it can

be noted by the decrease in both measures for the long-term group.

Based on the results from the survey, we can conclude that the distraction

associated with the AR view carried a positive meaning for the participants,

unlike the Non-AR. Nevertheless, the perceived distraction is likely to decrease

as the participants become more used to the technology.

The Anxiety measure was the only measure in which the groups did not agree.

Group 1 felt the AR version caused more anxiety than the Non-AR version while

Group 2 felt otherwise. Group 1 is particularly interesting, since while they

considered the AR version to cause more anxiety, they also considered this version

to make them more willing to participate. It may be that the AR version has

have a quality that raises the levels of anxiety, but this does not seem to be

detrimental, given that the Group 1 had the best results out of the two groups.

Following the analysis of the results, we concluded that the AR version per-

formed better in three out of the four assessed measures (Q1, Q3 and Q4), which

confirmed the effectiveness of the AR version over the non-AR. Moreover, it is
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possible to affirm that the AR version had a stronger impact on the accounted

increase of the WTC scores.

Some of the shortcomings of this work include some technical issues (online

slides were flickering for some users) and unclear procedures for the speaker re-

garding the displayed questions. Since the questions were displayed at any time,

the speakers got confused as to whether they should answer immediately or not.

To quote one of the speakers, “I don’t know when to answer the questions”.

Moreover, the displayed questions were not numbered or ordered, the highlight

button being the only option available to identify the current topic. This can be

considered a downside of the current AR implementation. The Non-AR view did

not undergo the same problem, since the questions were shown as a list arranged

by order of submission.

4.5. Summary

This chapter has described Meetsu system as a novel approach to co-located

meetings using AR technology. The use of text and icon annotations overlaid on

the live video feed of the meeting was used as a communication enhancer and a

meeting management assisting tool. Furthermore, a WTC study was conducted

alongside a comparison study of AR and Non-AR views of text annotations.

The results of the study can be summarized as:

• Group 1 and Group 2 showed an increase in their average WTC meeting

scores after using Meetsu, for their entire group (from 56.69 to 66.27 in

Group 1, and from 55.65 to 58.55 in Group 2) and for their low WTC

group (from 40.59 to 54.11 in Group 1, and 47.76 to 50.09 in Group 2). A

significant difference was found in Group 1. No significant difference was

found in Group 2.

• A comparison study between AR and Non-AR views of Meetsu using Likert

scales showed lower distraction rate in Group 1 when using the AR view,

stressed by a significant difference. No significant difference was found for

the remaining measures.
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• A comparison study between AR and Non-AR views of Meetsu using forced-

choice questions showed that the AR view was the more distracting but also

the more engaging in both groups. The AR view was considered the one to

cause more anxiety in Group 1 while Group 2 considered the Non-AR view

in the same matter.

• Higher participate rate was demonstrated while using the AR view in both

groups. In similar fashion, the Low WTC group was identified as the group

of people who participated the most using Meetsu.
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CHAPTER 5

Conclusions and Future Work

5.1. Review of the Thesis

This thesis has proposed two new approaches to ARMC in remote and co-located

scenarios. A remote ARMC system called HANDY, a different take on the AR

video chat system, was developed and further investigated as a social presence

enhancing system. A web-based AR meeting support system, Meetsu, was de-

veloped, which aims at increasing willingness to communicate in co-located pre-

sentation meeting. A first measure of WTC for AR technology was investigated

and the results showed that AR can increase the overall WTC meeting sub-scores

with great effect on the critical WTC group (Low WTC Group). The summary

of these contributions follows:

• A prototype system named HANDY (details in Chapter 3) was developed

targeting AR video conferencing. This system evaluated the effect of the

ARMC on Social Presence. Experiment results with HANDY showed sig-

nificant higher degree of social presence when the AR feature was used

(HANDY On condition). Furthermore, significant results were found for en-

joyment, ease of communication and intuitiveness measures during HANDY
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On condition.

• A novel approach to AR meeting support was proposed with the develop-

ment of Meetsu. The use of a shared live video feed of the meeting room

along with the display of AR annotations created an effective AR co-located

EMS solution, which increased the levels of willingness to communicate of

the studied groups. The study demonstrated that co-located ARMC has

the potential to promote communication.

5.2. Design findings

This work studied, developed and evaluated ARMC systems in remote and co-

located scenarios. The design of the proposed approaches was largely affected

by the parallel study of human factors. Here are some of the findings which can

provide further insight to future systems:

• Shared augmented view

The nature of augmented reality technology combined with the commu-

nication process is often associated with an enjoyable and more engaging

experience. Therefore, it is appropriate to establish, in the design of the

ARMC, a way to share any augmentation created by the system. In doing

so, all participants can take advantage of the beneficial characteristics that

come along with a shared augmented view. Further discussion can take

place to argue whether a centralized shared AR view has more advantages

over a distributed shared view. The findings of this work are enough to

indicate that in a co-located meeting situation, for example, a centralized

approach converges all the discussion to one big shared screen, instead of

having the AR view being displayed in individual devices. By centralizing

a AR view, it is possible to mitigate dispersion while increasing awareness

to all.

• The speech balloon convention

The real-time face image along with annotations on top of it conveys a

stronger message of communication due to the similarity with the speech

balloon convention. Also, the combination of face image and words conveys

74



5.2. Design findings

a stronger message than other arguably similar methods such as combining

avatar and words, or just simply using a user’s location and words. The face

identification of a person is also part of the communication process related

to cognition, and therefore deserves to be taken into account as a potential

ARMC factor.

• The use of mirror images

When the user is able to see himself during the ARMC process, the com-

munication experience presents a new dimension of awareness. While the

perception of another may stimulate communication and provide the sense

of presence, the perception of oneself may allow for a stronger sense of being,

which can also motivate one’s involvement in the communication process.

Both of these are pertinent factors to communication.

• 2D representation of AR

The development of ARMC systems does not have to be solely associated

with the traditional AR characteristics (3D registration and tracking). Em-

ulating the visual outcome of AR (the resulting combination of real image

and virtual imagery) by using 2D virtual contents onto video images can

be also regarded as a valid approach to evaluating the applicability of AR

technology. It is important however to have a deep understanding of the

problem it in order to determine whether the 2D representation is the best

way to go. The 2D approach can not emulate all the potential benefits of

a traditional AR approach, therefore the purpose of the system has to be

well defined.

• AR conception with human factors

Any system focused on providing efficient human communication cannot

avoid integrating human factors from the conception process until the eval-

uation methods. The new trend of using AR as a communication tool

requires a new trend in how the AR solutions are conceived. It is not

enough to just allow two people to meet virtually, it is necessary to fully

understand how this setting is affecting the way they feel, communicate and

understand each other. Although ideally ARMC system would be created

using the understanding of the factor to create a better solution, having
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a AR solution being measured in terms of how it affects human factors is

also a valid approach to integrating these factors in the process of creating

a more cognitive and ergonomic solution.

5.3. Future Work

The further improvement of the developed systems and the further study of hu-

man factors are some of the suggested future work:

• General

1. Both system could benefit from the incorporation of standard AR tech-

nology. The use of human tracking along with 3D registration could

greatly improve the interaction methods.

• HANDY & Social Presence

1. Implementing a one camera solution would be ideal from an interaction

point of view, since the user would only need to move his hand in the

front area, instead of the side. In addition, it would make the solution

even more affordable and closer to what is the standard setup in video

chat communication.

2. Despite the considerable good results achieved with the experiments, a

larger sample size could drastically increase any consistent differences

between the tested conditions.

3. The use of the alternative social presence measures could be used to

assure the reported results, along with correlated measures such as

co-presence.

• Meetsu & WTC

1. Investigating the use of the system in different contexts (such as class-

room lectures), different audience sizes (e.g., groups of five, 20 and

50) or different configurations (involving people who do not know each

other, for example) may impact the communication measures.
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2. Even though the use of WTC provided a first attempt to measure

the effect of AR on communication, other important factors such as

anxiety can be formally assessed by an appropriate measure, such as

the Personal Report on Communication Anxiety (PRCA-24).

3. Extended work can also include remote uses of Meetsu in order to

evaluate the communication measures when the participants do not

share the cues of being face-to-face.
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Appendix

A. HANDY Questionnaires (English)

A.1 Social Presence

The following questionnaire was used to measure Social Presence from English-

speaking subjects:
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A. HANDY Questionnaires (English)

A.2 Post-Task Survey

The following questionnaire was used to evaluate additional measures from English-

speaking subjects after every task:
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A. HANDY Questionnaires (English)

A.3 Post-Session Survey

The following questionnaire was used to evaluate additional measures from English-

speaking subjects after every session:
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A. HANDY Questionnaires (English)
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Appendix

B. HANDY Questionnaires (Japanese)

B.1 Social Presence

The following questionnaire was used to measure Social Presence from Japanese-

speaking subjects:
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B. HANDY Questionnaires (Japanese)

B.2 Post-Task Survey

The following questionnaire was used to evaluate additional measures from English-

speaking subjects after every task:
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B. HANDY Questionnaires (Japanese)

B.3 Post-Session Survey

The following questionnaire was used to evaluate additional measures from English-

speaking subjects after every session:
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B. HANDY Questionnaires (Japanese)
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C. Meetsu Questionnaires (English)

C.1 WTC Questionnaire

The following questionnaire was used to measure Willingness to Communicate

from English-speaking subjects:
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C. Meetsu Questionnaires (English)

C.2 Additional Questionnaire - Audience Type

The following questionnaire was used to measure distraction, anxiety, willingness

to communicate and engaging in real world conversation from English-speaking

meeting attendees:
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C.3 Additional Questionnaire - Speaker Type

The following questionnaire was used to measure distraction, anxiety, willingness

to communicate and engaging in real world conversation from English-speaking

meeting speakers:
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C. Meetsu Questionnaires (English)

C.4 Additional Questionnaire - Comparison

The following questionnaire was used to measure preference between AR and Non-

AR versions of Meetsu through forced-choice questions from English-speaking

subjects:

97



Appendix

D. Meetsu Questionnaires (Japanese)

D.1 WTC Questionnaire

The following questionnaire was used to measure Willingness to Communicate

from Japanese-speaking subjects:
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D. Meetsu Questionnaires (Japanese)

D.2 Additional Questionnaire - Audience Type

The following questionnaire was used to evaluate additional measures from Japanese-

speaking meeting attendees in both AR and Non-AR conditions:

99



Appendix

D.3 Additional Questionnaire - Speaker Type

The following questionnaire was used to measure distraction, anxiety, willingness

to communicate and engaging in real world conversation from Japanese-speaking

meeting speakers in both AR and Non-AR conditions:
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D. Meetsu Questionnaires (Japanese)

D.4 Additional Questionnaire - Comparison

The following questionnaire was used to measure preference between AR and Non-

AR versions of Meetsu through forced-choice questions from Japanese-speaking

subjects:
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