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Japanese Predicate Argument Structure Analysis Based
on Positional Relations between Predicates and
Arguments”

Yuta Hayashibe

Abstract

The goal of predicate argument structure analysis is to extract semantic relations
such as “who did what to whom” that hold between a predicate and its arguments,
constituting a semantic unit of a sentence. It is an important step in semantic oriented
Natural Language Processing applications.

In Japanese, an argument is often omitted when we are able to guess what it is from
the context. Therefore we should search not only the sentence where the predicate
exists but also other sentences for the arguments. Yet, arguments are located nearby
the predicate in general. Most previous work has exploited this characteristic to group
candidates by positional relations between a predicate and its candidate arguments and
then searched for the final candidate using a predetermined priority list of the groups
(deterministic model). However, in such analysis, candidates in different groups cannot
be compared.

In this dissertation, we propose a Japanese predicate argument structure analysis
model which collects the most likely candidates from all the groups and then selects
the final candidate from among them. Candidates from low priority groups are also
taken into account and we can perform global optimization for the final decision.

Experimental results show that our model outperforms deterministic models. We
also discuss future work to enhance performance of predicate argument structure anal-
ysis through an analysis of errors by grouping them depending on predicate types.

Keywords:

*Doctoral Dissertation, Department of Information Processing, Graduate School of Information
Science, Nara Institute of Science and Technology, NAIST-IS-DD1161009, March 13, 2014.



predicate argument structure analysis, positional relations between predicates and ar-
guments, selection-then-classification model, tournament model
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Chapter 1

Introduction

1.1 Background

Predicate argument structure constitutes a semantic unit of a sentence. Predicates
are main parts of sentences which construct sentences with other elements (Japanese
descriptive grammar research group 2010). Predicates require compliments (including
subjects) to make sense which are called arguments. We call the semantic relation be-
tween a predicate and its argument as a case. For example, “& < ” (write) in Example 1
is a predicate and “FA” (I) and “T=HL” (letter) are arguments of the predicate. There are
various sets of the cases. “Ga”-case (nominative) and “agent” can be assigned to “FA”
(I) and “0”-case (accusative) and “theme” can be assigned to “F+ff” (letter).

Example 1:

1 wa-particle the letter O-particle  wrote

& ZTOFH & Fui.

(I wrote a letter.)

The goal of predicate argument structure analysis is to extract semantic relations
from natural language sentences such as “who did what to whom” that hold between a
predicate and its arguments. This representation has an advantage to be represented in
the same structure regardless of its syntactic realization.

Example 2:

the letter Wa-particle [ ga-particle wrote and post box ni-particle  drop

ZTOFHK & B A FOTEKRAL & BElEk,



(I wrote a letter and drop it into a post box.)

In Example 2, the predicate “Z < (write) and its arguments are in a different syn-
tactic relation to the one in Example 1, while the predicate argument structure does not
change. The arguments are given the same labels in the predicate argument structure
of “&E < (write) in Example 1. Therefore predicate argument structure analysis is
an important step in semantic oriented Natural Language Processing applications, for
example information extraction (Surdeanu, Harabagiu, Williams, and Aarseth 2003),
question answering (Shen and Lapata 2007), statistical machine translation (Wu and
Fung 2009), and recognizing textual entailment (Wang and Zhang 2009).

1.2 Research Purpose

In Japanese, an argument is often omitted! when we are able to guess what it is from
the context. The omitted argument is called a zero-pronoun and its referring element an
antecedent. Such linguistic phenomenon is called zero anaphora. Some previous work
regarded predicate argument structure analysis as zero anaphora resolution (Kawahara
and Kurohashi 2004; Sasano and Kurohashi 2011).

Yet, arguments are located “nearby” the predicate in general. Arguments in the
same sentence of the predicate have not so large distance on the syntactic tree. In other
words, most arguments directly depend on the predicates. Even when they are in other
sentences, Imamura, Saito, and Izumi (2009) reported the coverage of arguments which
appeared in less than one sentence before is 62.5% of the referents of zero pronouns.

Previous work has exploited this characteristic. Kawahara and Kurohashi (2004) and
Taira et al. (2008) grouped candidates by positional relations between a predicate and
its candidate arguments and then searched for the final candidate using a predetermined
priority list of the groups. lida, Inui, and Matsumoto (2007) searched the sentence
where the predicate appears in the argument first. In these previous work, candidates
in different groups are not compared directly.

We propose a Japanese predicate argument structure analysis model which collects
the most likely candidates from all the groups and then selects the final candidate from
among them. We can take candidates with less priority into account before making the
final decision in order to perform global optimization.

'In this dissertation, we define omission as absence of an argument that has direct syntactic relation
with a predicate.



1.3 Organization of This Dissertation

The organization of this dissertation is as follows. In Chapter 2, we show Japanese
corpora tagged with predicate argument structures. In Chapter 3, we overview previ-
ous work on Japanese predicate argument structure analysis, especially from the stand-
point of the treatment of the positional relations between arguments and predicates. In
Chapter 4, we propose a method which collects the most likely candidates from all
the groups and then selects the final candidate from among them. We then evaluate
the model in Chapter 5. In Chapter 6, we analyze errors and explore problems to be
considered. Chapter 7 summarizes our research and future directions.






Chapter 2

Japanese Predicate Argument
Structure Corpus

For annotation of predicate argument structures, there are two types of abstraction
level of labels of relations between predicates and arguments, surface case and deep
case. While surface case uses syntactic markers like particles, deep case utilizes more
labels. For example, both “Taro” in Example 3 and Example 4 are nominative in sur-
face case. In a deep case, the former is “agent” and the latter is “experiencer.” Deep
cases are useful for deeper semantic understanding. Labels in deep case are called
semantic roles, and analysis in deep case is also called semantic role labeling.

Example 3:

Taro Wa-particle curry o-particle gee

XEE & Alb— &= BN

(Taro ate curry.)

Example 4:

Taro Wa-particle  moved

KRS & EEhLT.

(Taro moved.)

In English, major corpora such as NomBank (Meyers, Reeves, Macleod, Szekely,
Zielinska, Young, and Grishman 2004), PropBank (Palmer, Gildea, and Kingsbury
2005), FrameNet (Ruppenhofer, Ellsworth, Petruck, Johnson, and Scheffczyk 2006),
and OntoNotes (Hovy, Marcus, Palmer, Ramshaw, and Weischedel 2006) utilize se-
mantic roles. Many studies on semantic role labeling have been performed by using



them.

On the other hand, in Japanese, most studies on predicate argument structure anal-
ysis principally target surface cases. This is mainly because of insufficient quality of
training in machine learning approach. For example, inter-sentential arguments in both
EDR Japanese corpus and GDA corpus are not annotated as we describe later. There-
fore, it is necessary to annotate deep cases to such arguments too for semantic role
labeling in Japanese.

One promising direction is additional annotation of deep cases to the existing cor-
pora annotated with surface cases. lida, Komachi, Inui, and Matsumoto (2007) claim
that in Japanese, the mapping from surface cases to deep cases tends to be reason-
ably straightforward if a semantically rich lexicon of verbs like the VerbNet (Kipper,
Dang, and Palmer 2000) is available. In Japanese, “Predicate- Argument Structure The-
saurus”! (Takeuchi, Inui, Takeuchi, and Fujita 2010) has the mapping between surface
cases and deep cases.

In the rest of this chapter, we introduce Japanese predicate argument structure cor-
pora annotated with surface cases in Section 2.1 and corpora annotated with deep cases
in Section 2.2

2.1 Corpora Annotated with Surface Case

2.1.1 Kyoto University Text Corpus

Kyoto University Text Corpus®(Kurohashi and Nagao 2003) is a text corpus which
has manual morphological and syntactic annotations. It consists of approximately
40,000 sentences from Mainichi newspaper in 1995. Half of them are articles from
January first to 17th and another half are editorials from January to December. Ac-
tually, the annotation has carried out to correct automatically analyzed results by the
morphological analyzer JUMAN? and the dependency analyzer KNP*. They have si-
multaneously improved the analyzers during the manual correction.

They have released their annotations in a gradual manner. Annotations to about
10,000 sentences were released in September 1997 as Version 1.0, and about 20,000

Thttp://cl.it.okayama-u.ac.jp/rsc/data

Zhttp://nlp.ist.i.kyoto-u.ac jp/index.php? HES K F T F X b I—78 &
3http://nlp.ist.i.kyoto-u.ac.jp/index.php?JUMAN
“http://nlp.ist.i.kyoto-u.ac.jp/index.php? KNP



sentences in June 1998 as Version 2.0. The whole annotations were released in July
2000 as Version 3.0.

They also annotated predicate argument structures and co-references to approxi-
mately 5,000 sentences and released them as Version 4.0 in April 2005 (Kawahara,

Kurohashi, and Hasida 2002). It adopted syntactic case for the label of predicate ar-

ga o kara
gument relations such as case particles (77, 7, 717 and so on) and collocation words

nitsuite )
(= 7 and so on) for bare forms of predicates.

2.1.2 KNB Corpus

Kyoto University and NTT Blog Corpus (KNB Corpus)® contains 4,186 sentences
in 249 blog articles (Hashimoto, Kurohashi, Kawahara, Shinzato, and Masaaki 2011).
It is released in September 2009. The articles contain four topics; sightseeing in Ky-
oto, mobile phone, sports, and eating. It is annotated with sentiment information and
grammatical information about morphology, dependency, case, and co-reference. The
annotation schema is almost the same as one of Kyoto University Text Corpus.

2.1.3 NAIST Text Corpus

NAIST Text Corpus® (Iida et al. 2007) is based on Kyoto University Text Corpus.
While only 5,000 sentences are targeted for annotation of predicate argument structures
and co-references in the original corpus, all sentences are targeted in NAIST Text
Corpus. Additionally, they also annotated event-noun argument relations.

The main differences are following two things. First, they tagged only three major

ga 0 ni
cases: /J (nominative), 7 (dative), and = (accusative). They experimentally anno-

kara e to YOl made de ] ] ]
tated other cases (717, "™\, I, IV, X7, T) to intra-sentential arguments in 136

sentences (Iida, Komachi, Inoue, Inui, and Matsumoto 2010). By the result of the
annotation, most arguments depend on predicates and appear the particles to be anno-
tated. Therefore they came to the conclusion that such cases can be tagged automati-
cally.

Shttp://nlp.ist.i.kyoto-u.ac. jp/kuntt/#ga739fe2
Shttp://cl.naist.jp/nldata/corpus/



Table 2.1: Comparison of predicate argument structure analysis of nominative case

Sub Corpus Media abbreviated name | Non-“core” samples | “Core” samples
Publication Newspapers PN 1,133 340
Magazines PM 1,910 86
Books PB 10,034 83
Library books LB 10,551 -
Special-purpose | Whitepaper ow 1,438 62
Best selling books | OB 1,390 -
Internet Q&A OC 90,507 938
Blogs oy 52,209 471
Law OL 346 -
Diet minutes OM 159 -
PR paper (0) 354 -
Textbook oT 412 -
Verse ov 252 -

Second, they tagged predicate argument relations not for bare forms but for base
forms of the predicates. They claim that it is more useful because cases of a predicate
do not change even in case alternation such as passivization and causativization.

NAIST Text Corpus has multiple versions. Initial version 1.0 was released in Oc-
tober 2006. Though the latest version 1.5 was released in August 2010, version 1.4f3
released in August 2007 is used widely for research. It is based on Kyoto Text Corpus
3.07.

2.14 BCCWJ-PAS

Balanced Corpus of Contemporary Written Japanese (BCCWI)3 is a balanced cor-
pus of one hundred million words. It consists of a lot of media as shown in Table 2.1.
All sentences in BCCWI are tagged with morphological information by automatic
analyzer. About one percent of the whole data, called the “core” data, is manually
annotated with morphological and syntactic information.

Komachi and Tida (2011) annotated” predicate argument structures, event-noun ar-
gument structures, and co-reference relations to “core” sentences in PN, PB, OW and
OC. As of March 2014, only annotation for OC is made public.

The annotation schema is almost the same as that of NAIST Text Corpus. In contrast
to the work of annotation to NAIST Text Corpus, they exploited Lexical Conceptual

http://nlp.ist.i.kyoto-u.ac.jp/nl-resource/corpus/KyotoCorpus3.0.tar.gz
8http://www.ninjal.ac.jp/corpus_center/bccwj/
“http://cl.naist.jp/nldata/becwij/pas/



[main 14:x:103ac8]
[attribute past]
[agent Ql:c#n il :]
[manner 9:EHBIC:3ced5f]
[goal [
[main 12:#fi:0ef56b]
[object 10:{RHIZE: =7 RHIEEWVIHEME 7 ]
1]
[sequence [
[main 5:3B/:3cf185]
[source 3:57:0£2459]
1]
[and *PREVIOUS-SENTENCE]

Figure 2.1: A semantic frame in EDR Japanese Corpus

Structure dictionary by Takeuchi'® when they need obligatory judgment in their anno-
tation. Komachi and lida (2011) reported this improves agreement between annotators
for ambiguous cases.

2.2 Corpora Annotated with Deep Case

2.2.1 EDR Japanese Corpus

EDR Japanese Corpus, released in 1995, is a part of the EDR Electronic Dictio-
nary!!. Tt consists of approximately 20,000 sentences from dictionaries, newspapers,
and magazines. The corpus has morphological, syntactic and semantic information
such as word sense defined in “EDR Thesaurus” and semantic frames.

Example 5:

and village o-particle be expelled — immediately Qnwakai no-paticle formation ni-paticle

LT, LT 2 BHREN., BBk WM O Kk I

10http://cl.it.okayama-u.ac.jp/rsc/lcs
http://www2.nict.go.jp/out-promotion/techtransfer/EDR

9



<su>
<adp><persnamep>KHl</persnamep><ad>id</ad></adp>
<adp>
<np>
<vp><adp><vp>fii T</vp><ad>T</ad></adp><v>iF % </v></vp>
<n>H</n>
</np>
<ad>%</ad>
</adp>
<v>IBWLMNMT B </v>
</su>

Figure 2.2: An annotation in the GDA format

do
£ o

(He was expelled to the village. Immediately, he formed Onwakai.)

Figure 2.1 shows a semantic frame representation of the sentence in Example 5. The
leaves are tuples of conceptual connection (so-called semantic roles such as object and
source), the number of word, surface form, and meaning id. Most elements (not every
element) in a sentence constitute a frame.

“xE,” “kERK,” and “JBAL in Figure 2.1 are predicates and the relations between their
arguments are annotated. Therefore, we can regard this as a kind of predicate argument
structure tagged corpus with deep case. However, note that inter-sentential arguments
are not part of the case frames.

2.2.2 GDA Corpus

GDA (Global Document Annotation) Corpus'? is a text corpus which has manual
morphological, syntactic, semantic annotations. It comprises of approximately 37,000
sentences from Mainichi newspaper in 1994.

They are annotated in the GDA format developed by Hashida (2005) which is a kind
of XML. Morphologies are tagged by many tags like noun tag <n> and adjective tag

Phttp://www.gsk.or.jp/catalog/gsk2009-b/
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<aj>. A dependency relation is also represented by trees of XML tags as shown in
Figure 2.2.

Semantic annotations include word sense, anaphora, co-reference and semantic re-
lationship between morphologies. They define approximately 100 semantic relations

29 ¢¢

such as “agent,” “experiencer,” and “argument.”
While they define annotation schema for inter-sentential arguments, they are not

annotated in the corpus as noted in (Iida et al. 2007).
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Chapter 3

Previous Work on Japanese Predicate
Argument Structure Analysis

In this chapter, we overview previous work on Japanese predicate argument structure
analysis especially from the standpoint of the treatment of positional relations between
an argument and its predicate. We summarize them in Table 3.1.

3.1 Use of Positional Relations in Deterministic Analy-
Sis
3.1.1 Order by Statistical Score Approach

Kawahara and Kurohashi (2004) divided the Japanese predicate argument structure
analysis into two stages; zero-pronoun detection stage and antecedent identification
stage. In the antecedent identification stage, they used a search order statistically com-
puted from a corpus in advance.

First, the approach detects zero-pronouns using case analysis based on a case frame
dictionary. Then, they look for the antecedent of a zero-pronoun by following a prede-
fined search order. For every candidate, they compute similarity between a candidate
of a case frame and judge whether it is feasible or not with a binary classifier. They
select the first candidate in the order which satisfies the following two conditions; the
similarity score exceeds a threshold; and the classifier judges it is feasible for the an-
tecedent of the zero-pronoun.

'This does not search for inter-sentential candidates.



Table 3.1: Summary of previous work and proposed method

The number of | Use different | Deterministic
positional rela- | argument analysis
tion types identification
models by
positional
relations
Kawahara and Kurohashi (2004) 20 Vv
lida et al. (2007) 2 vV Vv
Taira et al. (2008) 7 vV vV
Sasano and Kurohashi (2011) - Vv
Imamura et al. (2009) -
Yoshikawa, Asahara, and Matsumoto (2011)! | -
Proposed method 3 Vv

There is only one common classifier regardless of the positional group. Features for

the classifier are the similarity, POS and so on.

They categorized arguments into 20 types (they called these “location classes”) ac-
cording to the sentence and document structure such as sub-clause, main-clause as

shown in Table 3.2.

Using Kyoto Text Corpus (Kawahara et al. 2002), they calculate score of location

class L as follows:

# of antecedents in L

# of possible antecedents in L.

The scores mean how likely the class tends to have an antecedent. They sorted classes

3.

by using the scores in descending order, and then defined search order for each case.

Nominative case: L6, L1, L2, L3, L4, L7, L10, L5, L8, L14, L12, L9,
L11,L15,L17,L16,L13, L18, L20, L19

Accusative case: L5, L14, L6, L4, L17, L3, L7, L2, L9, L15, L10, LS8,
L20,L1,L12,L18,L13,L11,L19,L16

Dative case: L6, L10, L4, L14, L5, L2, L17, L9, L15, L3, L16, L12, L20,

L1,L8,L11,L7,L18,L13,L19

14



Table 3.2: Location classes of antecedents defined by Kawahara and Kurohashi (2004).
Vz means a predicate that has a zero pronoun. Va is quoted predicate whose case
component is an antecedent.

the sentence under consideration Vz and Va are Vz consti-

conjunctive tutes the main
clause.

L1 case components of “parent predicate of Vz” vV

L2 case components of “parent predicate of Vz”

L3 case components of “parent predicate of Vz” vV vV

L4 case components of “parent predicate of Vz” Vv

L5 case components of “child predicate of Vz”

L6 case components of “child predicate of Vz” Vv

L7 case components of “parent predicate of parent noun phrase of Vz” Vv

L8 case components of “parent predicate of parent noun phrase of Vz”

L9 case components of “parent predicate of parent predicate of Vz” vV

L10 case components of “parent predicate of parent predicate of Vz”

L11 case components of “predicate of main clause” vV

L12 case components of “predicate of subordinate clause depending on
main clause”

L13 other noun phrases following Vz

L14 other noun phrases preceding Vz

1 sentence before

L15 case components of “predicate of main clause” v
L16 case components of “predicate of subordinate clause depending on

main clause”

L17 other noun phrases

2 sentence before

L18 case components of “predicate of main clause” N
L19 case components of “predicate of subordinate clause depending on

main clause”

L20 other noun phrases

3.1.2 “Inter-sentential Candidate First” Approach

Iida et al. (2007) exploited syntactic patterns of zero-pronouns and their antecedents
by using the boosting-based algorithm BACT (Kudo and Matsumoto 2004), which is
designed to learn subtrees useful for classification.

BACT accepts tree structure data as its input and acquire the subtrees which are
useful for classification from all subtrees. lida et al. (2007) generated a tree for the
input of BACT by adding the syntactic dependency tree of the sentence and relational
features between antecedent candidates and zero-pronouns to a root node.

Because it is impossible to use dependency relation for inter-sentential antecedent
search, they adopted the following procedure with two antecedent identification mod-
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els (Mo and M»() and two anaphoricity determination models (M;; and M>).

1. Identification of the most likely intra-sentential antecedent C] by the model M

2. Calculation of the anaphoricity score p; of Cj by the intra-sentential anaphoric-
ity determination model M. If p; exceeds the predefined threshold 6,, the
system returns C} as the antecedent. Otherwise, go to step 3.

3. Identification of the most likely inter-sentential antecedent C; by the model M.

4. Calculation of the anaphoricity score p, of C; by the inter-sentential anaphoric-
ity determination model M,;. If p, exceeds the predefined threshold 6, the
system returns C; as the antecedent. Otherwise, the system answers there is no
antecedent.

The models My, --,M; are trained with BACT and parameters Oj,a and Ojyger
are estimated with development data. This approach does not refer inter-sentential
candidates when it identifies the most likely intra-sentential antecedent and judges
anaphoricity.

3.1.3 Empirical Order Approach

Taira et al. (2008) proposed an approach which simultaneously analyzes all cases by
using decision lists. Decision list is a set of rules with application order. Its readability
of learned lists is high and its interpretation by human is also easy.

They combined four characteristics for a rule of the decision lists.

e Positional relation of the target predicate and a candidate

Functional word of a candidate

Voice of the predicate

One of the following characteristics of a candidate
— Head word
— Generalization levels (words, semantic categories, parts of speech)

- POS
Then they treated one combination as one feature for Support Vector Machine and
for each predicate they learned the weights of the features by SVMs. Finally, the
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features sorted by the weight become the decision list for a predicate. In other words,

one feature represents one rule of a decision list.

They made a word a unit of argument. They defined following seven types of posi-

tional relations between arguments and predicates based on their syntactic dependency

relations. Note that fw and bw are optional types.

Incoming Connection Type (ic) The bunsetsu” phrase which includes an argu-

ment depends on one which includes a predicate
Japan and America negotiation ga made progress
H >K i /5 nominative AN i% )E L7z
(A progress of negotiation between Japan and America in the negotiations has
made)

Outgoing Connection Type (oc) The bunsetsu phrase which includes a predicate

depends on one which includes an argument
impulse purchase did newly-published pook

,@j @J Ei W nominative L %ﬁ :l:IJ E

(A newly-published book which I bought from impulse)

Within the Same Phrase Type (sc) An argument and a predicate appear in the

same bunsetsu phrase
Japan America hegotiation
E
nominative X =
(negotiation between Japan and America)

Connection into Other Case role Types (ga_c, wo_c, ni_c) The bunsetsu phrase
which includes an argument depends indirectly on another bunsetsu which in-
cludes a predicate via another case argument

Tom to friend _ by pe:r\sua/sliaon
~ l‘dative, ga_c D 7/{}\ nominative &% ﬁ/EE 1=

(persuasion of Tom by his friend)

Non-connection Type (nc) An argument appears in the different sentence where
a predicate does

Forward Type (fw) An argument appears before a predicate in the document.

ZBunsetsu is a basic grammatical unit of Japanese consisted of one content word and zero or more
functional words.
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e Backward Type (bw) An argument appears after a predicate in the document.
The analysis is performed in the following procedure for each predicate.

1. Search ic, oc, ga_c, wo_c, ni_c for arguments by using each decision list.

2. For case(s) whose arguments are determined in the step 1, search sc with its
decision list.

3. For case(s) whose arguments are determined in the step 2, count ratio of argu-
ment existence in the target case of the target predicate in a corpus. If the ratio
exceeds 50%, search nc, fw, and bw with eash decision list.

We can say this method empirically defines search order as follows:

ic, oc, ga_c, wo_c, ni_c > sc >> nc, fw, bw

There is no priority between ic, oc, ga_c, wo_c, and ni_c.

This model has an advantage to exploit connections into arguments in other cases.
Therefore it has a chance to optimize argument assignments in the whole predicate
argument structures. However, this model judges how likely the target candidate is an
argument only using the candidate and the predicate. Therefore, it does not refer to
all candidates for the final output and does not perform relative comparison between
candidates.

3.1.4 “Direct Dependency First” Approach

Sasano and Kurohashi (2011) proposed a method which first generates case frame
candidates by the following procedure.

e The system collects case frames related to the target predicate.

e It combines each case frame candidate and the elements which depend on the
predicate. When a case can have several candidate arguments, it generates all
possible combinations.

e It fills all unfilled cases in generated combinations with candidates which do not
have direct dependencies with the predicate.

18



The method computes probabilities of all generated candidates with a log-linear
model, and then outputs the candidate which has the highest probability. They use
semantic class features, named entity features, and positional binary features shown in
Table 3.3.

This method jointly analyzes all cases of a predicate. However, it is impossible to
compare a candidate which has a direct dependency with the target predicate and a
candidate which does not have a direct dependency with the target predicate.

3.2 Use of Positional Relations as Features

Some works have utilized tendency of argument in the view of the positional rela-
tions as features not as deterministic analysis.

3.2.1 Maximum Entropy Model Approach

Imamura et al. (2009) proposed a discriminative approach based on the maximum
entropy model. Their approach utilizes features related to positional relations and syn-
tactic relations between a candidate and a predicate, but does not divide analysis based
on the positional relations. The method adds a special noun phrase NULL which means
the predicate does not have an argument, and then identifies the most likely candidate.
In order to reduce the number of candidates for the search, they eliminated all the
candidates which appear three or more sentences before the one where the predicate
appears, except for the candidates which are identified as arguments of other pred-
icates. This method only needs one model for every case. However, it cannot use
features of relations between candidates.

3.2.2 Markov Logic Approach

Yoshikawa et al. (2011) proposed an approach using Markov Logic, which jointly
analyzes predicate argument structures of all predicates in the same sentence. Markov
Logic is based on first-order predicate logic and Markov Networks. It is a framework of
statistical relational learning which accepts an inconsistent set of first-order predicate
logic formulas with a certain penalty. It is a big advantage for Markov Logic to be
able to decide several logical formulas simultaneously. A decision what argument is
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proper can affect other argument strictures, and the opposite can be equally true. In
such situation, it needs to identify the best combination of argument assignments.

However, the number of possible combination is expected to be very large. They
jointly reduced candidates while argument identification. Yet it costs considerable time
to execute the system. Therefore they excluded all inter-sentential candidates because
of complexity of computation.

They used features (observed predicates) like lexical category of candidates, syntac-
tic relations and so on. The syntactic relations between candidates are expressed as
whether they are in direct dependency, sibling or ancestor.
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Table

3.3: Positional binary features exploited by Sasano and Kurohashi (2011)

For intra-sentential candidates (64)

Ttopic
IP-self
IC-self
IGP-self
IGC-self

B-self
TA-self
IP-ga-ov
IP-ga-om
IP-0-ov

IP-ga-ov

It appears with a particle “(&”

The predicate depends on it. (Parent)

It depends on the predicate. (Child)

The predicate depends on the phrase which depends on it. (Grand-Parent)
[t depends on the phrase which depends on the predicate. (Grand-Child)

It precedes the predicate without the relations listed above (Before)

It follows the predicate without the relations listed above (After)

It is in the ga-case of a predicate which is depended by the predicate without omission
It is in the ga-case of a predicate which is depended by the predicate with omission

It is in the o-case of a predicate which is depended by the predicate without omission

It is in the ga-case of a predicate which is depended by the phrase depended by the predicate without omission

For inter-sentential candidates (21)

Bl
B1-ga-ov
Bl-ga-om
Bl-o0-ov
Bl-0-om

B2
B2-ga-ov
B2-ga-om
B2-0-ov
B2-0-om

B3

[t appears in the sentence one sentence before the predicate.
B1 and It is in the ga-case of a predicate without omission.
B1 and It is in the ga-case of a predicate with omission.

B1 and It is in the o-case of a predicate without omission.
B1 and It is in the o-case of a predicate with omission.

It appears in the sentence two sentence before the predicate.
B2 and It is in the ga-case of a predicate without omission.
B2 and It is in the ga-case of a predicate with omission.

B2 and It is in the o-case of a predicate without omission.
B2 and It is in the o-case of a predicate with omission.

It appears in the sentence three sentence before the predicate.

21






23

Chapter 4

Japanese Predicate Argument
Structure Analysis Comparing
Candidates in Different Positional
Relation

Deterministic approaches discussed in Chapter 3 do not check candidates in lower
priority positional groups, because they check candidates in higher priority positional
groups first and finish search when the most likely candidate is found. However,
these methods have difficulties in identifying arguments in the lower priority posi-
tional groups in return for high performance for arguments in higher priority positional
groups. Additionally, the final judgment should be done after search of all candidates
to enhance overall performance.

In this chapter, we propose a Selection-and-Knockout approach to predicate argu-
ment structure analysis. This approach comprises two phases; the selection phase and
the knockout phase. Namely, this approach gathers the most likely candidates from
all the groups in the first selection phase, and then selects the final candidate amongst
them in the second knockout phase. This approach trains and uses different models for
different cases.



4.1 Classification of Arguments According to Their Po-
sitional Relation between Predicates

In this dissertation, we classify arguments into four categories according to their
positional relation between predicates: intra-sentential arguments (those that have di-
rect syntactic dependency with the predicates'), zero intra-sentential arguments (those
appearing as zero-pronouns but having their antecedents in the same sentence), inter-
sentential arguments (those appearing as zero-pronouns and their antecedents are not
in the same sentence) and exophora arguments (those not appearing explicitly in the
document). In this dissertation, we use INTRA_D, INTRA Z, INTER, and EXO respec-
tively as a shorthand for these argument categories.

Furthermore, we consider that a predicate has ARGnyrL as an argument in a case
when the predicate does not have an argument in the case. We also consider that
its positional relation between the predicate is NULL. In this dissertation, we do not
discriminate EXO and NULL, and call them NO-ARG.

For instance, take “Z T 7 (croquettes) in the first sentence in Example 6. It is
the argument of the “0”-case (accusative) for predicate “32/FH{ > 7z (received), and
hence falls into the INTRA_D category. It can be classified as the INTRA _Z category
in terms of predicate “B“X7z” (ate), for which it is referred to by a zero pronoun for the
“o”-case. “fik/L7Z” (drank) has an argument “f{¢%0” (she) with “ga”-case (nominative)
as INTER and ARGpyrL with “ni”-case (dative).

Example 6:

croquette o-particle  received she Wa-particle in hurry  g¢e
avavyr o RIRSHL F 20T BN

(She received a croquette and ate it in hurry.)

orange juice mo-particle  drank _
FLIVTVa—RA & AR
(She drank orange juice too.)

'Dependency relations here do not have directions.
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INTRA_D| |INTRA_Z| | INTER |INO-ARG
(a) - >
(C) g— —-

Figure 4.1: An argument identification in the “knockout” phase from the three most
likely argument candidates.

4.2 Selection-and-Knockout Approach in Predicate
Argument Structure Analysis

We propose a Selection-and-Knockout approach. This approach aims that explicitly-
trained classification models between candidates in different positional relations are
able to distinguish the marginal cases where two candidates are in different positional
relations. In order to train and use such models, we split the process of predicate argu-
ment structure analysis into two phases; the selection phase and the knockout phase.

4.2.1 Selection Phase

In the first phase, we select the most likely argument for each of the INTRA D,
INTRA_Z and INTER types for each predicate using an argument identification model.
We may use different features for models of different argument types. At the analysis,
each model accepts a predicate and candidates as its input and outputs one of them.

4.2.2 Knockout Phase

In the second phase, we determine which of the three candidates (INTRA _D, IN-
TRA_Z and INTER), is the most appropriate argument, or if there is no explicit argu-
ment appearing in the context (NO-ARG).

This phase is composed of three binary classification models (a), (b), and (c) illus-
trated in Figure 4.1.

(a) Judge which of INTRA_D and INTRA _Z is more likely to be an argument of the
predicate.
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(b) Judge which of INTER and the candidate selected by (a) is more likely to be an
argument of the predicate.

(c) Judge whether the candidate selected by (b) qualifies as an argument of the pred-
icate or not.

We tried different orders for the “knockout” phase in the preliminary experiment,
the order shown in Figure 4.1. This is because two types of inter-sentential arguments
INTRA_D and INTRA _Z have similar characteristics and training models between the
two types. The classifier (a) in Figure 4.1 is trained to distinguish marginal cases be-
tween INTRA_D and INTRA _Z. Moreover, characteristics of clues to identify inter-
sentential arguments and intra-sentential arguments are significantly different. For
identification of intra-sentential arguments, syntactic structures and function words
are very important clues. On the other hand, for identification of intra-sentential argu-
ments, sentence distance and discourse play as strong clues. Therefore training models
for INTRA D and INTER or for INTRA_Z and INTER are not very important. This
is why the our proposed knockout phase first selects more likely candidates from two
intra-sentential candidates.

Training Method of the Knockout Phase

As shown in Algorithm 1, each of the classifiers (a), (b), and (c) uses the most likely
candidates in the selection phase for its training examples. First, it obtains argument
positional relation type of the gold argument of a given one predicate (line 2). Then, it
collects the most likely candidates from INTRA _D, INTRA Z, and INTER (line 5 to
7). This collection is the same procedure in the selection phase in the actual analysis.

If the gold argument positional relation type is NO_ARG, it makes three examples
labeled “NO_ARG” for classifier (c) by using the three most likely candidates (line 10
to 12).

If the gold argument positional relation type is not NO_ARG, it first makes one
example for classifier (c) by using the gold argument (line 14). Then, it makes two
examples depending on the positional relation type of the gold argument (line 15 to
24).

If the gold argument is INTRA_D or INTRA _Z, it makes one example for classifier
(a) with the gold argument and the most likely argument in the opposite positional
relation type of intra-sentential argument type. In particular, it uses the most likely
candidates of INTRA Z if the gold argument is INTRA D (line 16) and the one of
INTRA_D if the gold argument is INTRA _Z (line 19). Of course, the label of the
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Algorithm 1 Training data generation of (a) classifier_a, (b) classifier_b, (c) classifier_c

1: procedure TRAIN(predicate, gold_argument, candidates)

»

PFIN AR

11:
12:
13:
14:
15:
16:
17:
18:
19:
20:
21:
22:
23:
24
25:
26:
27:
28:
29:
30:

31:
32:
33:
34:
35:

gold_argument_type < getArgumentType(predicate, gold_argument)

> Collection of the most likely candidates in three positional relations
most_likely_candidate_INTRA_D <+ getMostLikelyCandidate(predicate, candidates, INTRA_D)
most_likely_candidate_INTRA _Z < getMostLikelyCandidate(predicate, candidates, INTRA_Z)
most_likely_candidate_INTER < getMostLikelyCandidate(predicate, candidates, INTER)

if gold_argument_type = NO_ARG then
MakeExample(classifier_c, NO_ARG, predicate, most_likely_candidate_INTRA_D)
MakeExample(classifier_c, NO_ARG, predicate, most_likely_candidate_INTRA_Z)
MakeExample(classifier_c, NO_ARG, predicate, most_likely_candidate_INTER)
else
MakeExample(classifier_c, HAVE_ARG, predicate, gold_argument)
if gold_argument_type = INTRA_D then
MakeExample(classifier-a, INTRA _D, predicate, gold_argument, most_likely_candidate_INTRA_Z)
MakeExample(classifier_b, INTRA, predicate, gold_argument, most_likely_candidate_INTER)
else if gold_argument_type = INTRA _Z then
MakeExample(classifier_a, INTRA _Z, predicate, gold_argument, most_likely_candidate_INTRA _D)
MakeExample(classifier_b, INTRA, predicate, gold_argument, most_likely_candidate_INTER)
else if gold_argument_type = INTER then
MakeExample(classifier_b, INTER, predicate, gold_argument, most_likely_candidate_INTRA _D)
MakeExample(classifier_b, INTER, predicate, gold_argument, most_likely_candidate_INTRA _Z)
end if
return
end if
end procedure

procedure MAKEEXAMPLE(classifier, label, predicate, candidatel, candidate2) > candidate?2 is
optional
if candidatel and candidate?2 is not in co-reference relation then
Collect features F for predicate and candidatel, candidate2
Give a training example using F' with label to classifier
end if
end procedure
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Table 4.1: Examples made for training. bold texts refer to the most likely arguments.
Non-italic texts refer to the correct gold argument.

Gold positional relation type Examples made for training.
classifier label used arguments
NO-ARG (c) NO-ARG INTRA D

©) NO-ARG INTRA _Z

©) NO-ARG INTER

INTRA D (@) INTRAD | INTRA D, INTRA Z
(b) INTRAD | INTRA D, INTER
©) HAVE-ARG | INTRA_D

INTRA Z (@) INTRA Z | INTRA D, INTRA Z
b) INTRAZ | INTRA_Z, INTER
©) HAVE-ARG | INTRA_Z

INTER (b) INTER INTER, INTRA D
(b) INTER INTER, INTRA Z
©) HAVE-ARG | INTER

example is the gold positional relation type. It also makes one example for classifier
(b) with the gold argument and the most likely argument in INTER (line 17 and 20).
The label of the example is INTRA.

If the gold argument is INTER, it makes two examples for classifier (b) with the
two most likely intra-sentential candidate (line 22 to 23). The label of the example is
INTER.

We summarized the generated examples in Table 4.1. The procedure which makes
an example with given candidates and a predicate (MAKEEXAMPLE in line 30) does
nothing when given two candidates are annotated that are in the co-reference relation.
It is the same training method as the tournament model (Iida, Inui, Takamura, and
Matsumoto 2003) as described below.

4.3 Related Work

Our proposed model is based on two existing models; selection-and-classification
model and tournament model, which we explain in this subsection.

4.3.1 Selection-and-Classification Model

The selection-and-classification model is proposed by lida, Inui, and Matsumoto
(2005) for noun phrase anaphora resolution. The model first selects the most likely
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The final output—
she

a0vy

croquette

[ Y ee ]Fwwv:—

she orange juice

Figure 4.2: Identification of an argument with the tournament model

[:IEIW’T] [ wR ] [zw:):jl_x}

croquette she orange juice

e 5] (B [#eF]
@[ i)

Figure 4.3: Training of the tournament model

antecedent for the target (possibly) anaphoric expression. Second, the model classifies
the target anaphoric expression into either true anaphoric or not with the most likely
antecedent. They employ this approach since there are almost no clues for a Japanese
noun phrase to determine anaphoric or not by looking only at the noun phrase. Sim-
ilarly, in our approach, after selecting the most likely candidate of the argument for
each type, we determine which candidate is the actual argument.

For the negative example, our approach uses the three most likely candidates, one
from each group, while the selection-and-classification model uses only one. We think
that this is effective for judging whether an argument exists.

4.3.2 Tournament Model

The tournament model is proposed by Iida et al. (2003) for zero-anaphora resolution.
For all the candidate antecedents (virtually all noun phrases appearing in preceding
context), the model performs a two-class classification; which candidate in the pair of
candidates is likely to be the antecedent of the zero-anaphora.
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We give an example by taking Example 6 on page 24. Take nominative argument

_she ) drank ) ' croquette
1L of the predicate fik/A 72 and consider there are two other candidates 11V %

orange juice
and 4 L > 22— A. For identification, the method lines up candidates in order of

2 as shown in

appearance in the document, and then performs ‘“knockout tournament
Figure 4.2.

The advantage of the tournament model is that the model can use pairwise features
of candidates. Additionally, the ordering of candidates utilizes the characteristics that
nearby arguments tend to be an argument, because backward candidates have an ad-
vantage to output.

For training of the model, it generates examples labeled “LEFT” or “RIGHT” with
both the gold argument and another candidate. If the gold argument is forward, the
label is “LEFT” and if it is the backward, the label is “RIGHT”, as shown in Figure 4.3.
However, no example is generated if the gold argument and another candidate are in
co-reference relation. This is because using such pairs adds noise for training.

Similarly, we select an argument comparing the most likely candidates of two ar-
gument types in the knockout phase of our approach. While the original tournament
model is trained and compares candidates regardless of positional relations, our model
explicitly compares the most likely candidates in all positional groups. We think that
it is effective for explicit training and comparison for marginal situation.

They called this “tournament”, but we use a more proper term “knockout.”
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Chapter 5

Evaluation

In this chapter, we evaluate our proposed Selection-and-Knockout approach for
predicate argument structure analysis. The purpose of this evaluation is investigation
of the following matters:

e Implicit comparison of the most likely candidates in different positional groups
selected by unique models.

e Discrimination of the inter-sentential candidate groups into INTRA_D and IN-
TRAZ

e Comparison of the most likely candidates of INTRA_D and INTRA _Z
We discuss the overall performance by comparing several models and our proposed
model.

5.1 Evaluation Dataset

We use the NAIST Text Corpus 1.4 (Iida et al. 2007) for evaluation, because most
previous work performs experiments on this version. We excluded 6 articles due to

Table 5.1: Statistics of NAIST Text Corpus

Articles Editorials # of articles | # of sentences | # of predicates
Training January Istto 11th | January to 1,673 23,150 64,173
August
Development | January 12th to 13th | September 458 4,634 13,105
Evaluation January 14th to 17th | October to 662 8,795 24,296
December



Table 5.2: Statistics of arguments in NAIST Text Corpus

Case | SAME_BS | INTRAD | INTRA_Z | INTER EXO | NULL

Training ga 128 33,775 12,057 7,436 | 10,529 248

0 58 22,869 2,051 806 60 | 38,329

ni 527 10,427 555 278 25 | 52,361

Development ga 39 6,954 2,700 1,819 1,501 92
0 10 4,724 445 147 18 7,761

ni 51 2,673 212 80 5| 10,084

Evaluation ga 40 12,805 4,829 3,241 3,140 241
0 18 8,605 829 291 14 | 14,479

ni 132 5,023 358 155 12 | 18,616

annotation errors. !

We split the data in the way figured in Table 5.1. The way to split the data is the same
as Taira et al. (2008) and Yoshikawa et al. (2011). We show the argument distribution
statistics in Table 5.2.2

5.2 Evaluation Settings

All the features were automatically acquired with the result of the following systems.

e Part-of-speech tags: Japanese part-of-speech and morphological analyzer
MeCab 0.996°

e Bunsetsu segments: Kyoto Text Corpus 3.0
e Dependency relation: Japanese dependency structure analyzer CaboCha 0.66*

Both analyzers use the IPADIC-2.7.0-20070801. The analysis is performed from the
beginning of the sentence to the end. Candidates are extracted from the sentences
appearing before the sentence that has the target predicate. One bunsetsu segment is
regarded as one candidate.

Generally speaking, predicate argument structure analysis includes predicate iden-
tification. However, all previous work assumed predicate positions to be known be-

'Excluded ID of documents ID: 951230038, 951225057, 950106156, 950106034, 951221047,
950106211

2SAME_BS means that an argument exists in the same bunsetsu segment where a predicate does.

3https://code.google.com/p/mecab/

“http://sourceforge.jp/projects/naist-jdic/
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forehand. Accordingly, we also follow their setting and give the target positions to our
system in advance. Predicates include light verb like “9” %" (do) and compound verbs.

In order to identify the most likely argument candidates, we used the tournament
model (Iida et al. 2003). We trained different models and used them for search of the
most likely candidates. For instance, our proposed method identifies the three most
likely candidates, INTRA_D, INTRA Z, and INTER, in the selection phase by using
three different models.

5.3 Classifier and Features

We used Support Vector Machine (Cortes and Vapnik 1995) for each classification
model with a linear kernel. We used the implementation of LIBLINEAR 1.93° and
tuned its parameters using a development data.

We employed almost the same features adopted in (Imamura et al. 2009).

e Head word, functional word, and other words and their parts-of-speech for the
bunsetsu segments in the predicate and the candidate

e When the predicate includes passive auxiliaries, its base form

e Relation between the predicate and the candidate in the dependency tree®
Notation:
— N,: The candidate bunsetsu segment in the dependency tree
— N,: The predicate bunsetsu segment in the dependency tree

— N.: The bunsetsu segment where two paths N, to ROOT and N, to ROOT
Cross

— A,...: Bunsetsu segments on the path between N, and N,
— Ap...: Bunsetsu segments on the path between N, and N,
- A¢| ¢),-c,: Bunsetsu segments on the path between N. and ROOT

We converted each bunsetsu segment N, to a strings in the following five styles
and their concatenations.

Shttp://www.csie.ntu.edu.tw/~cjlin/liblinear/
6(Imamura et al. 2009) does not describe implementation.
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— Base form of the head word

— Part-of-speech tag of the head word

— Base form of the functional word

— Part-of-speech tag of the functional word

— Base form and part-of-speech of the functional word
We assume S,,.... is a string representation of A,...c, A.... 1s a string representation
of Sp...c, and their concatenation is Sy...c +Sp...c.

We utilized r+ 1 types of strings for the one style. Sq...c +Sp..cy Sg.c +8p...c +
Sers SaetSpctSei e 0 Saec +Spec + 8¢ ¢y,--c, Therefore, we expressed
the relation between the predicate and the candidate in 5(r+ 1) strings.

e Relations between two candidates in the dependency tree

e Distances measured by the number of bunsetsu segments or sentences between
the predicate and the candidate

e Distances measured by the number of bunsetsu segments or sentences between
the candidates

e PMI (pointwise mutual information) (Hindle 1990) scores of [(Head word of the

candidate, Case),(Predicate)] calculated from corpora.’

We followed the model of co-occurrence of a predicate and an argument by
Fujita, Inui, and Matsumoto (2004). We regarded (v,c,n) as co-occurrence of
(v,c) and n in order to estimate the co-occurrence probability P((v,c,n)) where
a noun n depends a verb v via a case-particle c.

PMI({(v,c),n) = log

We did not perform any smoothing. We computed PMI scores and converted
them into binary features® by using the following two corpora: NEWS and WEB.

7(Imamura et al. 2009) used co-occurrence score with Good Turing discounting and back off smooth-
ing. It is computed by the Japanese Mainichi newswire corpus between 1991 to 2002 excluding corre-
sponding articles in NAIST text corpus.

8Feature fires only when the value is less than x. In the experiment, x changes from —4 to 4 by 0.1.
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NEWS: We used about 18 million sentences in Mainichi newspapers published
from 1991 to 2003 (excluded 1995) (The Mainichi Newspapers 1991 2003).
Part-of-speech tagging was performed on the data with MeCab 0.98 and de-
pendency structure parsing was done by CaboCha 0.60pre4. Both analyzers use
the NAIST Japanese Dictionary 0.6.3. We extracted about 27 million pairs of
a predicate and an argument with a case marker particle “/%” (ga), “%Z” (0) or
“1Z” (ni).?

WEB: We used about 500 million sentences collected from the Web by Kawa-
hara and Kurohashi (2006). Part-of-speech tagging was performed by JUMAN
and dependency parsing was done by KNP. We extracted 5.3 billion pairs of a
predicate and an argument using KNP.!°

e Binary information whether the candidate phrase is used as an argument in any
of previous predicates

e A rank of the candidate in Salient Reference List (Nariyama 2002)

5.4 Models for Comparison

Because previous works use different features and machine learning methods in dif-
ferent settings from ours, we compare our model SK (Selection and Knockout) with a
baseline model IIDA2005, and other models IIDA2007, IIDA2007 ", SK™ in order to
analyze how it is effective to divide a model considering positional relations.

5.4.1 IIDA2005

This model selects a most likely candidate among all candidates regardless of po-
sitional relations in the selection phase. Then, this model judges whether it is feasi-
ble for an argument or not (eligibility judgment). It is identical to the selection-and-
classification model (Iida et al. 2005).

Furthermore, it is almost the same to (Imamura et al. 2009) in terms of the selec-
tion of one among all candidates. Main differences between them are two-fold: (1)
IIDA2005 uses different models for identification of the most likely candidate and

9Unique total are; Verb: about 31 hundred, Noun: 327 hundred, Pair: 7 million
10Unique total are; Verb:about 801 million, Noun: about 288 million, Pair: 160 million
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eligibility judgment. (2) IIDA2005 additionally uses relational features between can-
didates in the selection phase.

The purposes of this model are: (1) To investigate whether the priority order for
positional groups is effective or not. (2) To investigate the effect of implicit comparison
of the most likely candidates in different positional groups selected by unique models.

5.4.2 IIDA2007

This model first selects the most likely candidate after search of inter-sentential can-
didates. If it is judged feasible for the argument, it finishes the search. Otherwise,
it does the same procedure for the inter-sentential candidates. It is a model of (lida
et al. 2007), which preferentially searches for inter-sentential candidates as described
in Section 3.1.2.

Our implementation does not use BACT but SVM for identification of the most
likely candidates and deciding wheter the candidate is feasible to be an argument. By
comparing this and IIDA2005, we investigate the effect of inter-sentential candidates
first approach.

5.4.3 IIDA2007+

This model first selects the most likely candidate after search of INTER_D candi-
dates. If it is judged feasible for the argument, it finishes the search. Otherwise, it does
the same procedure for INTRA _Z and INTER.

This model is an extension of IIDA2007 which searches syntactically nearby groups.

By comparing it and IIDA2007, we investigate the effect of division of the inter-
sentential candidate group into INTRA D and INTRA _Z.

544 SK~

This model has two steps in the “knockout” phase to assume the argument type
is classified to two groups INTRA and INTER. INTRA includes INTRA_D and IN-
TRA Z.

The knockout phase is composed of two binary classification models (b) and (c)
illustrated in Figure 4.1. Classifier (c) selects whether the most likely argument is in
INTRA or INTER unlike our proposed model.
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By comparing it and SK, we investigate the effect of comparison of the most likely
candidates of INTRA_D and INTRA _Z.

5.4.5 Comparison to Previous Work

We compare our proposal with previous work by comparing SK, (Taira et al. 2008)
and (Imamura et al. 2009). They experiment for all positional relations with NAIST
text corpus.

Strictly speaking, these systems are not directly comparable since they do not have
the same experimental setting. For example, the experiment of (Taira et al. 2008) is
performed with 19,501 predicates for test, 49,527 for training, and 11,023 for devel-
opment. It uses gold syntactic dependency and gold POS annotation in Kyoto Text
Corpus 4.0 for training and in-house POS-Tagger for test.

The experiment of (Imamura et al. 2009) is performed with 25,500 predicates for
test, 67,145 for training, and 13,594 for development. They use gold syntactic depen-
dency and POS in Kyoto Text Corpus 4.0, whereas we take those annotations from
Kyoto Text Corpus 3.0.

There are other previous works which also propose Japanese predicate argument
structure analysis. However, we do not make comparisons because of the following
reasons.

(Sasano and Kurohashi 2011) exclud predicates in passive form or causative form
for the evaluation, because their system analyze surface cases.

(Yoshikawa et al. 2011) do not analyze inter-sentential arguments.

(Watanabe, Asahara, and Matsumoto 2010) propose a structured prediction model
that learns predicate word senses and argument roles simultaneously. However, they
used different dataset for their evaluation.

5.5 Evaluation Metrics

We evaluate precision, recall, and F-value with the following formula for INTRA D,
INTRA _Z, and INTER.

tp(r) 1s the number of arguments which the system successfully identifies and whose
positional relation is T'. ¢ p(7) is the number of arguments which the system incorrectly
identifies and whose positional relation is 7'.
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Table 5.3: Comparison of predicate argument structure analysis of nominative case

INTRA_D INTRA Z INTER ALL
P R F P R F P R F P R F Ap
IIDA2005 80.32|85.49(82.82|45.86|48.33|47.07|27.05|17.37|21.16 | 66.56 | 88.54 | 75.99 |50.35
IIDA2007 82.93|87.40|85.11|51.12|50.11 |50.61|{40.49 | 2.56 | 4.82 |74.29|79.59| 76.85 |46.85
IIDA2007+ 85.22|85.85|85.53|59.63|33.53(42.92|31.74| 2.25 | 4.21 [80.06|68.72| 73.95 [44.22
SK— 82.11|87.88|84.90(50.22|51.31|50.76 | 26.65 | 14.22 | 18.55|69.68 | 87.73 | 77.67* | 51.40
SK 84.25|86.97 |85.59 [51.81{50.67|51.24|25.78 | 15.86|19.64 | 70.72 | 85.95 | 77.59* | 52.15
Taira et al. (2008) - - |7553] - - 30.15] - - 2345 - - 57.4 143.04
Imamura et al. (2009) | 85.2 | 88.8 | 87.0 | 58.8 | 43.4 | 50.0 | 475 | 7.6 | 13.1 | 79.4 | 68.0 | 73.2 |50.03
Table 5.4: Comparison of predicate argument structure analysis of accusative case
INTRA_D INTRA Z INTER ALL
P R F P R F P R F P R F Ay
IIDA2005 92.30]92.42192.3642.41 {32.33|36.69|13.13|8.93|10.63 |87.33|89.29 | 88.30 [46.56
IIDA2007 92.48192.57|92.5342.51|31.4836.17|22.2210.69| 1.33 |89.11|88.18| 88.65 |43.34
IIDA2007+ 92.87|92.21|92.54(50.29|10.62|17.53|22.220.69 | 1.33 |91.95|84.46| 88.05 |37.13
SK— 92.25|92.72192.48 |41.60|31.97 |36.15]|14.94 |4.47| 6.88 |88.12|89.21 | 88.66 |45.17
SK 92.94192.72192.8346.29|29.31 |35.89[15.96|5.15| 7.79 | 89.52|88.40 | 88.96" | 45.51
Taira et al. (2008) - - |88.20| - - |1141| - - 1932 - - 79.5 |36.31
Imamura et al. (2009) | 95.60|92.20{93.90 | 53.70 {21.60 {30.80 | 25.00 | 0.40| 0.70 | 94.3 | 84.7 | 89.2 [41.80
t . ision -
Precision = __hm , Recall = P ; = 2 Pre'Cfszon Recall
tpry+Ip(r) tpry ) Precision + Recall

We also define ¢p, fp, and fn of the whole the system (ALL), and Precision, Recall,
F-value of the system.

5.6 Results

Tables 5.3-5.5 present the results of the experiments of nominative, accusative, and

dative cases respectively. P, R, F', Ay; means Precision, Recall, F-value, and macro-
average of F-value (arithmetic average of F-values of INTRA_D, INTRA _Z, and IN-

TER).

We performed Approximate Randomization Test (Chinchor, Hirschman, and Lewis
1993) for F-value of ALL of SK™, SK and IIDA2007 using the script composed by
Takamura!!. > The mark * means p < 0.05 compared to IIDA2007.

http://www.lr.pi.titech.ac.jp/~takamura/pubs/randtest_fm.pl
12We regarded the occasions when the system outputs incorrect arguments as not fp but fn.
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Table 5.5: Comparison of predicate argument structure analysis of dative case

INTRA_D INTRA Z INTER ALL

P R F P R F P R F P R F | Ay
IIDA2005 90.18|71.49|79.76 140.85|8.10| 13.52| 8.57 | 1.94| 3.16 |88.63|64.75|74.83|32.14
IIDA2007 90.27|71.27|79.65|41.338.66|14.32| 0.00 {0.00| nan |89.25|64.47|74.86| nan
IIDA2007+ 89.95|71.45(79.64|72.00|5.03| 9.40 | 0.00 |0.00| nan |89.73|64.22|74.86| nan
SK— 90.18|71.49{79.7639.39|7.26|12.26|10.00 | 0.65 | 1.21 |89.16 |64.71|74.99|31.08
SK 90.15|71.57|79.79|51.116.42|11.41| 7.14 |0.65| 1.18 |89.42|64.59|75.01|30.80
Taira et al. (2008) - - 8951 - - | 3.66 - - |11.76] - - |83.15]34.98
Imamura et al. 2009) | 91.10|72.60 | 80.80 | 0.00 {0.00| nan | 0.00 {0.00| nan | 91.1 | 66.1 | 76.6 | nan

5.6.1 Comparison to Deterministic Models

We discuss the overall performance by comparing ALL’s F-value of 1IDA2005,
IIDA2007, and IIDA2007 .

Nominative Cases

In the nominative case, the performance results are IIDA2007 > IIDA2005 >
IIDA2007 .

Precision of IIDA2007 is higher than that of IIDA2005. On the other hand, recall
of IIDA2007 is lower than that of IIDA2005. Precision can be enhanced by limiting
the search candidates to inter-sentential candidates. Though recall decreases due to its
limitation, the overall performance improves, because inter-sentential arguments are
about three times as many as intra-sentential arguments.

IIDA2007" improves precision and F-value of INTRA_D owing to prior search of
INTRA_D. It also enhances precision of INTRA Z, but it deteriorates the recall of
INTRA _Z considerably. As a result, such prior search makes the overall performance
worse.

Accusative Cases

It has similar tendency to the nominative case. Prior search of INTRA_D does not
make the overall performance much worse, not like the nominative case, because the
number of INTRA _D is not so large.

Dative Cases

Unlike nominative and accusative cases, in the dative case the performance results
are [IDA2007T ~ IIDA2007 > IIDA2005.
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Table 5.6: Confusion Matrix of nominative errors in IIDA2007 (left in each cell), SK™
(center in each cell), and SK (right in each cell)

Gold System | NTRAD INTRA Z INTER NO-ARG
INTRA D 468 /4781434 | 46414577485 | 1671947231 | 6657423 /518
INTRA _Z 686 /717 /642 | 733 /7481699 | 23/266/319 | 967/620/722
INTER 632/679/527 | 615/677/579 | 43/489/564 | 1,868 /935 /1057
NO-ARG 506 /563 /465 | 486 /5587499 | 40/317/361 0/0/0

One possible cause of this inconsistency is the difference in argument distribution.
According to Table 5.2, over 90% of arguments in the dative case are INTRA _D. Thus,
prior search of INTRA _D improves recall of INTRA_D, and therefore increases overall
performance.

5.6.2 Proposed Methods

Deterministic models lower recall and F-value of arguments in low priority po-
sitional groups. This makes decrease in macro average of F-value. On the other
hand, proposed method enhances micro average (F-value of ALL) without sacrificing
macro average due to explicit comparison of the most likely candidates in all posi-
tional groups. In fact, both SK and SK™ are superior to [IDA2005, IIDA2007, and
IIDA2007".

Table 5.6 shows breakdown of errors in the nominative case by IIDA2007, SK™, and
SK. Though errors in INTER increase with SK™ and SK (according to the third col-
umn), false negatives decrease (fourth column). It may be because IIDA2007 classifies
argument eligibility of inter-sentential candidates without referring to inter-sentential
candidates, while SK™ and SK can refer to the inter-sentential most likely candidates,
when classifying argument eligibility.

SK is comparable with SK™ in the nominative and dative cases. In the accusative
case, improvement of precision of INTRA D enhances the overall performance. Thus,
we can say that an implicit comparison of two inter-sentential candidates INTRA_D
and INTRA _Z is effective.
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5.6.3 Comparison to Previous Work

As for the nominative case, the overall performance of SK is higher than those of
(Taira et al. 2008) and (Imamura et al. 2009). This is because (Imamura et al. 2009)
does not exploit information between candidates, and (Taira et al. 2008) adopts deter-
ministic analysis. In the accusative case, the performance of SK is also higher than
that of (Taira et al. 2008), and comparable with (Imamura et al. 2009).

On the other hand, the performance of (Taira et al. 2008) is the best in the dative
case. (Imamura et al. 2009) does not work better than (Taira et al. 2008) in the dative
case in contrasted in the nominative and accusative cases. This is because it depends
on arguments in other cases. Proposed method and (Imamura et al. 2009) perform
argument structure analysis without referring to the analysis results in other cases,
while (Taira et al. 2008) jointly analyzes argument structures by using the relationship
like “the bunsetsu phrase which includes an argument depends indirectly on one which
includes a predicate via another case argument” (ga_c, wo_c, ni_c).
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Chapter 6

Error Analysis

In this chapter, we discuss what kind of errors have still remained and what ap-

proach is hopeful. We analyze them from not only a quantitative perspective but also a

qualitative one.

6.1

Predicate Type Classification

We classified all predicates in NAIST Text Corpus into six groups.

Verb predicate (VERB)

Nominal verb predicate (N_-VERB)

Noun predicate (NOUN)

“I”’-adjective predicate (ADJECTIVE.I)

“Na”-adjective predicate (nominal adjective predicate) (ADJECTIVE_NA)

Adnominal phrase (ADNOMINAL)

For the classification, we used the automatic POS tagger MeCab with IPADIC-2.7.0-
20070801 and handcrafted rules shown in Algorithm 2. In this algorithm, OTHER
means it was hard to automatic predicate type classification because of POS tagging

error. We show the statistics of argument types in Table 6.1.



Algorithm 2 Predicate type classification
1: procedure PREDICATETYPECLASSIFICATION(words)

2: last_word <— words[-1]
3:
4: if last_word.pos1 = “JERFFZEE" or last_word.pos2 = “IEA B FAFEF” then
5: return ADJECTIVE_NA
6:
7: else if last_word.pos0 = “JZ A7 then
8: return ADJECTIVE_I
9:
10: else if last_word.pos0 = “J#{AF” then
11: return ADNOMINAL
12:
13: else if last_word.pos0 = “Efj” then
14: if last_word.base_form = “J" %" then
15: return N_VERB
16: else
17: return VERB
18: end if
19:
20: else if last_word.pos0 = “$4i” then
21: if last_word.pos1 = “}#%JE” or length(words) > 2 then
22: last_word < words[-2]
23: end if
24: following_word < get_following_word(last_word)
25: if lastword.posl = “Y ZHH” or last.word.pos2 = “HZ K" or follow-
ing_word.base_form = “3" %" then
26: return N_VERB
27: end if
28: return NOUN
29:

30: else if last_word.posO = “BJ#f5A” or last_word_pos1 = “$%#i5d” then
31: return VERB

32:

33: else if last_-word.pos0 = “Hl[fi#” then
34: return NOUN

35:

36: end if

37: return OTHER
38: end procedure
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Table 6.1: Statistics of arguments in Test Data in NAIST Text Corpus by Predicate

Type
Case \ Predicate-type H SAME_BS \ INTRA_D \ INTRA_Z \ INTER \ EXO \ NULL H Total
Nominative | VERB 12 6,576 2,888 1,974 | 2,142 152 || 13,744
N_VERB 6 2,717 1,247 919 890 32 5,811
NOUN 13 1,072 373 253 58 28 1,797
ADJECTIVE_I 7 1,171 123 44 34 19 1,398
ADJECTIVE_NA 2 1,196 163 41 5 2 1,409
ADNOMINAL 0 43 2 1 2 0 48
OTHER 0 30 33 9 9 8 89
Accusative | VERB 8 6,119 501 174 12 6,930 || 13,744
N_VERB 5 2,531 307 117 2 2,849 5,811
NOUN 0 5 11 0 0 1,781 1,797
ADJECTIVE_ 4 6 1 0 0 1,387 1,398
ADJECTIVE_NA 0 1 0 0 0 1,408 1,409
ADNOMINAL 0 0 3 0 0 45 48
OTHER 1 3 6 0 0 79 89
Dative VERB 98 3,818 218 99 12 | 9,499 || 13,744
N_VERB 0 1,033 104 52 0 4,622 5,811
NOUN 1 11 8 0 0 1,777 1,797
ADJECTIVE_I 1 133 22 3 0 1,239 1,398
ADJECTIVE_NA 0 26 5 1 0 1,377 1,409
ADNOMINAL 0 0 0 0 0 48 48
OTHER 32 2 1 0 0 54 89

6.1.1 Adjectives

Note that there are two kinds of Japanese adjectives; “I’-adjective and “Na”-

adjective. “Na’-adjectives are also referred to as adjectival nouns (“TEAEF” in

Japanese) or nominal adjectives (“F4aalfYfE%55” in Japanese). This is because their

behaviors are also close to nouns like following particles in Example 7.

Example 7:

uplifted ga-particle feel

Vi )

(I feel uplifted.)

IPADIC with which NAIST Text Corpus was annotated treats such “Na”-adjectives
nouns. Thus, we regard predicates which end with such nouns as “Na”-adjective pred-

icates.

Additionally, in NAIST Text Corpus adnominal words like “AK &> (big) are also
tagged as predicates, though they are not “I”’-adjective nor “Na”-adjective.
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Table 6.2: Comparison of predicate argument structure analysis of VERB
INTRA_D INTRA_Z INTER ALL

P R F P R F P R F P R F

Nominative | 83.12 | 85.31|84.20|50.95 |49.45|50.18 | 25.83 | 15.81 | 19.61 | 68.31 | 82.32 | 74.66

Accusative [93.88193.33|93.61|46.00|27.54|34.46| 7.55 | 2.30 | 3.52 [90.94{89.40(90.16

Dative 91.51]74.25|81.98|47.37| 4.13 | 7.59 |14.29| 1.01 | 1.89 |91.07|67.84 |77.75

6.1.2 Nominal Verbs

Nominal verbs (“‘U"Z#/j5” in Japanese) behave differently from ordinary verbs.
1. They usually follow “9°%” (do) to behave as predicates.
Mf#d % (understand) 89 % (lose)

2. They sometimes do not follow “ 9 %

If employers and employees agree even famlly care leave system o-particle
@ HEEAGETHE VENSTE 16k % %
start can

(If employers and employees agree, even now the family-care leave system
can be started.)

to the c1t1zens who supported the disease overcome  thanks ,and in his home country
b WX R ZE XA T R B#E# (SIS 7

International Foundation leukem1a founded

ES = N (1R ST = AV A O et
(To thank the citizens who supported the disease overcome, he founded the
International Foundation leukemia in his home country.)

3. They can be used as nouns

number of births rapid increase of background
@ HAEH I H oOofF R

(The background of rapid increase of the number of births)

Thus, we distinguish them from other verbs for analysis by making a new predicate
type (nominal verb predicate).

6.2 Verb Predicate

We show the performance of our system SK for VERB in Table 6.2. The result of
analysis in the accusative case is relatively better than those of the other cases. (The
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F-value in the accusative case exceeds 90.) We consider that analysis results in the
accusative case should be useful clues for analysis in the other cases. Thus, in this
section, we investigate errors where accusative arguments are successfully identified
though other arguments are not.

6.2.1 Light Verb

Many errors are made by verbs which behave differently from other verbs such as
“0T97 (do), “9 5B (do), “/%5” (become), “® 5" (be). Such verbs themselves do
not play the central role in comprising the meaning of a sentence. Their arguments
carry the main meaning of the argument structures. They are known as light verbs and
this phenomenon is called “light verb construction” (Miyamoto 1999).

137/ =

1797 (do) in Example 8 gives central meaning to the accusative argument
“FiffifH5” (technical transfer).

Example 8:
Japan no-particle  desulphurization technology  o-particle like
El_zlgnominative D H}EE E}ﬁ & ﬁﬁ 72 el
energy utilization technology = wa-particle the top of the world to China and so on
T )b F —F I Al & ROV ->THEY | HEZEAD
technical transfer o-particle actively  do  should

ﬁ ﬁh % $L: accusative 78 %@H@”C ??5 f\‘% 7‘2‘0

(Because Japanese energy utilization technologies like desulphurization technology
are the top of the world, they should be engaged in technology transfers to China and
SO on.)

“L” (do; the base form is “9°%”) in Example 9 also gives central meaning to an
accusative argument “2” (disbenefit).

Example 9:
disbenefit o-particle do did people
X accusative % L 7z = nominative

(people who lose benefit) -

For such verbs, we should use information of the accusative argument for analysis.
Simply, we may regard the argument as the predicate instead of the light verb.

On the other hand, “7X %" (be, become) in the following sentences gives the cen-
tral meaning to the accusative arguments, and the accusative arguments behave as if
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they are noun predicates. In other words, nominative arguments and dative arguments
behave as the same.

Example 10:

admit withdrawal whether ga-particle first  Step to-particle pecome

%ﬁﬁ%%gﬁ@% 713\ Cl_)j 5 h\nominaﬁve 713\{ N Eai%ﬂo) BgFﬁdati\/e (‘: 7& %) o
(It 1s the first step whether they admit withdrawal.)

Example 11:

length 40 meters ni-particle mo-particle be  with 3 cars semitrailer

Eé nominative 40 7( — ]\ }bdative e % 73:%) 3 Fﬁ%ﬁ)ﬂio) j(iﬁg ]‘ 7 7

(semitrailer with 3 cars whose length is 40 meters)

For the analysis, we should exploit the model for noun predicate because of the
analogy.

6.2.2 Dative Obligatory Judgment

In NAIST Text Corpus, obligatory grammatical cases (nominative, accusative and
dative cases) are annotated. The annotation guideline requires annotators not to tag op-
tional arguments as dative arguments, even if they follow “IC” (ni; dative case marker).

However, as Iida et al. (2007) noted, obligatory judgment of phrases following ni-
particle can be very subjective compared with the other cases. In fact, the annotator
agreement for dative INTRA_D (79.85) is less than those of nominative (82.65) and
accusative (92.57) (Matsubayashi, lida, Sasano, Yokono, Matsuyoshi, Fujita, Miyao,
and Inui 2013). This lowers recall and F-value of the system for the dative case. In
the following sentence, our system SK does not output dative argument, though the
predicates have dative arguments.

Example 12:

bridge beam no-particle joint parts ni-particle about 50 centimeters
W7z D V3 A ¥ M EBIT dative i< AFOL D
uneven ga-particle was generated gnd so on

E& 7% nominative % K B T EL
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(about 50 centimeters uneven was generated at joint parts of bridge beam)

Example 13:

January ni-particle enter after  the second cold day
#H dative Ic }\'3 Ti)\g gﬁﬁ@(%xjéé’io

(It is the second cold day in January)

For practical purposes, whether the argument is obligatory or not may not be very
important. Thus, we may perform semantic role labeling instead of identification of
the dative case.

6.2.3 Case Alternation

NAIST Text Corpus is annotated with the grammatical case relations between the
base form of the predicate and its arguments. Thus, assigned cases for arguments
will change depending on whether the predicates follow auxiliary verbs which cause
syntactic transformations such as passivization and causativization. In fact, in some
errors our system SK identified arguments in another incorrect case. For example,
“7~f}t” (child) in Example 14 is analyzed as dative argument incorrectly by our system
SK. (An auxiliary verb “t makes causativization)

Example 14:
about three years old  ¢hild ni-particle pumbers o-particle write make
= J'll‘: < 5D iﬁi\nominative i< ?& ? accusative % %75\
parents who scolded him/her for not writing them o-particle

Mk z W0 e LhoT 38 & HMFLE.

(I saw parents who make his/her about three years old child write numbers and scolded

him/her for not writing them.)

Previous work tried to exploit this linguistic phenomenon by adding features which
fire in such conditions. However, it is a difficult question how many training exam-
ples are needed to weight such features properly (data sparseness). We should adopt
more explicit approach like rule-based transformation using a dictionary for these case
alternations not by implicit feature expression.

Our system SK identified “97/7F~BH75” (the disappeared) as the nominative argu-
ment in Example 15. “#{5” (included) is an intransitive verb and its transitive coun-
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Table 6.3: Comparison of predicate argument structure analysis of N_-VERB
INTRA_D INTRA_Z INTER ALL

P R F P R F P R F P R F

Nominative | 82.90 | 85.09 | 83.98 | 57.24 | 55.49 | 56.35 |31.15|17.63|22.52|70.08 | 82.47 | 75.77

Accusative [91.08|91.58|91.33|46.36|33.22|38.71{26.83| 9.40 |13.92|86.64 |87.07 | 86.85

Dative 86.47|66.21|75.00|45.00 | 8.65 |14.52| 0.00 | 0.00 | nan |84.72|59.48|69.89

Table 6.4: Comparison of argument distribution of VERB and N_VERB on percentage

INTRA_D |INTRA_Z | INTER

Nominative | VERB 47.85 21.01| 14.36
N_VERB 46.76 21.46| 15.81

Accusative | VERB 44.52 3.65 1.27
N_VERB 43.56 5.28 2.01

Dative VERB 27.78 1.59 0.72
N_VERB 17.78 1.79 0.89

terpart is “% 8 %" (include). We can exploit such a correspondence relation.

Example 15:

burying alive o-particle 1ncluded the disappeared

i 35 ﬁ &b accusative 72 B TTET HH %datlve ﬂjﬂ\@j\—[’/{i
(The disappeared people including burying alive are over 580.)

JUMAN dictionary contains information about relations between transitive verbs
and intransitive verbs. However, the coverage is not broad, because the number of
words in the dictionary is about 30,000. Recently, Sasano, Kawahara, Kurohashi, and
Okumura (2013) have acquired large knowledge of relation between the passive and
active voices by using Web corpus. They plan to apply their framework to acquire
knowledge about case alternation between intransitive and transitive verbs.

6.3 Nominal Verb Predicate

We show the performance of our system SK for N_-VERB in Table 6.3. Its results
are similar to that of verb predicate; the performance in the accusative case is the best,
and that in the dative case is the worst.

However, the performance in the accusative and dative cases is much worse than
those in VERB (see Table 6.2). We consider this is caused by the fact that the number
of INTRA_D of N_VERB is much less than that of VERB to be seen in Table 6.4. The
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performance of INTRA _D is worse especially in the dative case. On the other hand, the
performance of INTRA_Z and INTER of N_VERB is better than those of VERB. This
means systems need to search for more candidates to identify arguments. Moreover,
most errors require context.

In Example 16, our system SK incorrectly identified “E#H” (prime minister) as the
nominative argument of “fXFEE 449 % (sign by procuration) .

Example 16:
for this prime minister wa-particle in the conversation governor
Z- hcc 5(:]‘ l-/ _é *H Lj: /ﬁ\ Eﬂé 0) j:% ‘z& N %D g nomlnatlve L(— j‘j‘ L/ T
sign by procuration not at all did not ask _ said that

REEEXHT S K5 — U | Kbk Lo,

(A person said that the prime minister did not ask the governor to sign by procuration

in the conversation.)

In Example 17, our system SK incorrectly identified “#: (company) as the nomi-
native argument of “38 2 L (question).

Example 17:
in this action complamant wa-particle captain and other persons’
SEDFA TS, E {1l nominative & W E 5 O
neghgence liability and design of the air frame has fault point outed that  China Airlines
Wk B AL bl BIKORGHI KA D -7 & fa i U o Hp 3 fig 22
and alrbus company for joint tort liability o-particle  question
& ITNRAE EHUT HERNETHEE  acusatve 7 (ENYY
be to
[QARES Yt

( In this action, complainant is to point outed that captain and other persons’ negli-
gence liability and fault of air frame design, and question joint tort liability for China
Airlines and airbus company. )

To address this problem, we need to exploit the relationship between the other ar-
gument structures. We may exploit analysis results in the accusative case because the
performance is higher than that of the other cases.

Another approach is to use nominal verbs annotated as event nouns in NAIST Text
Corpus. In NAIST Text Corpus, nominal verbs are annotated as not only predicates
but also event nouns. (Komachi, lida, Inui, and Matsumoto 2007) assumed argument
structures of event nouns and verbs are the same in order to acquire co-occurrences of
arguments and event nouns.
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Table 6.5: Comparison of predicate argument structure analysis of NOUN
INTRAD INTRA_Z INTER ALL

P R F P R F P R F P R F

Nominative | 82.36 | 87.13 | 84.68 | 50.61 |56.03 |53.18|15.28|13.04|14.07|66.70|98.16 | 79.43

Accusative | 0.00 | 0.00 | nan | 33.33 | 9.09 [14.29| nan | nan | nan | 9.09 | 6.25 | 7.41

Dative 83.33|45.45|58.82|100.00 | 12.50|22.22| nan | nan | nan |85.71|30.00|44.44

6.4 Noun Predicate

We show the results of NOUN in Table 6.5. According to Table 6.1, most noun
predicates do not have accusative and dative arguments. Actually, “noun predicates”
which have accusative or dative are incorrectly classified into NOUN, though they are
other predicate types.

For example, “#%#*” (relation) in Example 18 is POS-tagged as general noun (4 7A-
—f%).

Example 18:
penalty wa-particle right to silence and so on to relation de-particle
Ei1 Bl gative & o KR ME pominaive R & D FE M <
has legal problem

EH BN D %

(The penalty has legal problems related to right to silence and so on.)

“N%(” (popular) in Example 19 is also POS-tagged as general noun, though it is
used as “NA”-adjective.

Example 19:

speaking badly of their wives  gcene ga-particle  every time this ga-particle
ﬁ%o)%m%gb\é? :/—\/nominative 75\\ %E%OT\ Ch 75‘\
male viewers no-particle popular g

A Gative D N& TH5,

(Every time there is a scene where they speak badly their wives. This is popular for

male viewers.)

Thus, we do not discuss the accusative and dative cases of noun predicates here.
In the rest of this section, we investigate errors where nominative arguments are not
identified by the system.

The nominative argument of “E )L’ (building) in Example 20 is “AfH” (main build-
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ing). However, our system SK identified “& & (when) as the argument.

Example 20:

in 60  main building ga-particle  when it built great building  was

(When the main building was built in 60, it was great building.)

To address this predicate argument structure analysis, semantic information about
nouns is needed. For example, Nihongo Goi Taikei (Ikehara, Miyazaki, Shirai, Yokoo,
Nakaiwa, Ogura, Ooyama, and Hayashi 1997) is a Japanese thesaurus consisting of
a hierarchy of about 3,000 semantic classes and about 300,000 nouns. Kyoto Uni-
versity noun case frame dictionary (Sasano and Kurohashi 2009) is an automatically
constructed dictionary which describes the semantic relationship between two nouns.
However, more difficult but important thing is understanding the contexts of docu-
ments. “FB))” (rescue) is the nominative case of ““E£ L7 — /L. (a game of treasure
digging) in Example 21 and “11{k” (make it zeroi) is the nominative case of “Z*”

(dream) in Example 22.
Example 21:
relying on dog noses rapid rescue ga—pa{ticle necessary .
k@ﬁ%%ﬁ D LQ L/ 7:_. ﬂ ﬁi?g ;J‘ nomlnatlve 75\\ Z:mﬁ—\’t(;\b”' 7’& o
However for dogs kind of a game of treasure digging de-particle
) RNk ->Tl& —@0) EH LT — L T N

work hard for reward of oversized sausages

CiE o UORRY —t—VHIEL TREICR S

(It is necessary to rescue people relying on dog noses. ...However, because it is a
kind of game of treasure digging for dogs, they work hard for reward of oversized
sausages. )
Example 22:
fire wa-particle thorough transformatlon of consciousness and attitudes
K & Hak >R EOLELH#MKET
make it zero mo-particle dream is not

= “: nominative 3 g’ nominative [§Z% 32
(Making fire zero is not a dream thorough transformation of consciousness and
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Table 6.6: Comparison of predicate argument structure analysis of ADJECTIVE_I
INTRA_D INTRAZ INTER ALL

P R F P R F P R F P R F

Nominative | 89.0093.25(91.08 | 38.10|39.02|38.55|20.00|6.82 | 10.17 | 83.55|98.53|90.43

Accusative |57.14(66.67|61.54| nan | 0.00 | nan | nan | nan | nan |57.14|36.36|44.44

Dative 82.43145.86(58.94|75.00|13.64|23.08| nan |0.00| nan |82.05|40.76|54.47

Table 6.7: Comparison of predicate argument structure analysis of ADJECTIVE_NA
INTRA_D INTRA_Z INTER ALL

P R F P R F P R F P R F

Nominative | 90.89 [94.3192.57 |39.23|31.29|34.81|15.38[9.76 | 11.94 | 84.68|99.08 | 91.32

Accusative | nan | 0.00 | nan | nan | nan | nan | nan |nan | nan | nan | 0.00 | nan

Dative 55.56|38.46|45.45| nan | 0.00 | nan | nan |0.00| nan [55.56|31.25|40.00

attitudes.)

It is clearly impossible to identify arguments only with knowledge of semantic rela-
tions between two nouns.

6.5 Adjective Predicate

We show the performance of our system SK for ADJECTIVE.I in Table 6.6 and
ADJECTIVE_NA in Table 6.7.

Accounting to the tables, especially the performance of the accusative and dative
cases is quite low, whereas F-values of the nominal case exceed 90. We consider the
lack of knowledge of valency causes this.

According to Table 6.1, most adjective predicates do not have accusative and dative
arguments. In fact, (Japanese descriptive grammar research group 2007) describes that
adjective predicates generally have one argument to represent the owner of feeling,
emotions, nature and so on. On the other hand, it also describes some adjective pred-
icates have another argument to represent the targets of the feeling, emotions, nature
and so on.

It classifies two-argument structures into four sentence patterns.

[ BAAN
In this pattern, the experiencer of the feeling is marked with “A¥” (ga) or “l&”
(wa) and the theme with “/)” (ga). In NAIST Text Corpus, the first argument is
annotated with nominative and the second is accusative.
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I wa-particle you ga—par\ticle enjoyed ga-par\ticle happy
@t & A N ELATINhEZE A EHLL
(I am happy that you enjoyed it.)

little sister ga-particle apple ga-particle Jike emind th

(b) &k MW ODAT N T REVWS LR
(I remind that my little sister likes apples.)
2. W, I
In this pattern, the experiencer of the feeling is marked with “A%” (ga) or “I&”
(wa) and the theme with “IC” (ni). In NAIST Text Corpus, the first argument is
annotated with nominative and the second is dative.

t

WL

—
8

5]

B

father Wa-particle his daughter ni-particle gffectionate
(@ X & e} i Elw
(The father is affectionate for his daughter.)

he Wa-particle research ni-particle crazy about
by B & W i BHE
(He is crazy about his research.)
3. N, 5
In this pattern, the owner of the characteristic is marked with “AY” (ga) or “I&”
(wa) and the source with “/» 5" (kara). A few adjectives have this pattern. In
NAIST Text Corpus, the first argument is annotated with nominative but the
second is ignored to annotate.

university wa-particle gtation kara-particle fgr

(@ K% & N AR 12
(The university is far from the station.)
4. M, &
In this pattern, the owner of the characteristic is marked with “AV” (ga) or “I&”
(wa) and the target with “&” (to). A few adjectives have this pattern. In NAIST
Text Corpus, the first argument is annotated with nominative but the second is

ignored to annotate.

Kyoto wa-particle Narg to-particle pear
@ 5# & R®RE L v
(Kyoto is near Nara.)
Following this, adjectives never have both accusative case and its dative case, and
limited adjectives have another arguments.
Therefore we should exploit this linguistic characteristic for analysis by using va-
lency data.
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IPA Lexicon (IPA 1990) contains basic 136 “I”-adjectives and their valencies. For
example, it describes that “BH %\ (knowing much) can be a two-argument adjective
and that its argument in the nominative case is human or organization like Tanaka
(personal name) or the institution and that in the accusative case is the target like the
classic literature or international affairs. Example 23 is an example in the IPA Lexicon.

Example 23:

Tanaka-san (personal name) wa-particle ipnternational affairs ni-particle knowing much

H T A & ESN Iz B % W

(Tanaka-san knows international affairs much.)

Another valency resource is Kyoto University’s case frame data (Kawahara and
Kurohashi 2006)". It is automatically constructed from 1.6 billion Japanese sentences
on the Web. Each case frame is represented by a predicate and a set of its case filling
words. It has about 40,000 predicates (including adjectives) and 13 case frames on
average per each predicate. While IPA Lexicon has a few argument samples for an ad-
jective usage, Kyoto University’s case frame data has a number of sample arguments
and also has frequency in a corpus for each argument.

Note that we may need to disambiguate meaning of the target predicate.

Example 24:

the street ga—pagticle light pecause safe

iE] » o BHEW» DT LR
(It is safe because the street is light.)

For example the meaning of “B%\ Y in Example 24 is different to one in
Example 23. It is clearly a different case frame and does not need an accusative ar-
gument.

"http://www.gsk.or.jp/en/catalog/gsk2008-b/
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Chapter 7

Conclusion

7.1 Summary

In this dissertation, we proposed a Japanese predicate argument structure analysis
model which collects the most likely candidates from all the groups and then selects
the final candidate from among them.

In general, arguments are located close to the predicate. Previous work has exploited
this characteristic to group candidates by positional relations between a predicate and
its candidate arguments and then searched for the final candidate using a predetermined
priority list of groups. However, in such analysis, candidates in different groups cannot
be directly compared. Our model differs from them in the way that it can also take into
account candidates from low priority and can perform global optimization for the final
decision.

In the experiment, we compared our model and several deterministic models, in or-
der to analyze how it is effective for analysis to divide a model considering positional
relations. In the nominative and accusative cases, our model outperformed the deter-
ministic models.

In Chapter 6, we discussed what kind of errors still remained and what approach is
hopeful, by grouping errors depending on predicate types.

7.2 Future Directions

As shown in Chapter 6, there are various kinds of problems to be addressed. They
vary according to predicate types. We believe we can solve them by address two main



challenges. However, we summarize them by remarking two directions; knowledge
acquisition and application, and context understanding.

Knowledge acquisition and application

For verb predicate, we showed some linguistic phenomena; light verb construction
and case alternation. We also discussed the need of valency for dative and accusative
analysis for adjective verb predicates. We plan to acquire more knowledge about such
predicates, in order to improve accuracy for these cases.

Context understanding

As shown in errors in noun predicates, the remaining errors are difficult to solve
without context understanding. It means we need to capture not only relations between
arguments and predicates but also relations between argument structures.

Yoshikawa et al. (2011) proposed an approach using Markov Logic, which jointly
analyzes predicate argument structures of all predicates in the same sentence. How-
ever, it has a drawback that computational effort rapidly increases when it explores
more candidates. In English semantic role labeling, Laparra and Rigau (2013) pro-
posed a deterministic algorithm to capture shared arguments between predicates. We
intend to adopt this algorithm in Japanese predicate argument structure analysis.
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