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Respiratory Motion Tracking and Correction

Simulation for Coronary Magnetic Resonance

Angiography∗

Florencio Rusty Punzalan

Abstract

Coronary magnetic resonance angiography (CMRA) is a noninvasive and non-

exercise diagnostic tool that can visualize plaque progression in the coronary

arteries. However, image quality has been hampered by image artifacts from

sources such as heart motion during respiration. This study proposes a simulation

platform that may help in the estimation of subject-specific respiratory motion

parameters to correct for respiratory motion during CMRA scans.

The simulation platform involves the estimation of respiratory motion from

subject scout scans and the acquisition of simulated CMRA scans using different

respiratory motion correction methods. The motion coefficients of the upper and

lower heart were estimated for different subjects. The variability of the upper

and lower heart motion measured from MR scout scans and its effect on CMRA

image quality was also assessed using the simulation platform.

In order to increase the accuracy of motion coefficient estimation, an intensity

standardization method was introduced to standardize the image intensity scale

of the scout scans. Joint histogram registration was done for the scout scans

to achieve a more uniform gray level intensity distribution and make the edge

detection more accurate.

To simulate respiratory motion, a high-resolution 3-D coronary heart refer-

ence image is deformed using the estimated linear transformation from a series
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of volunteer coronal scout scans. The deformed and motion-affected 3-D coro-

nary images are used to generate segmented k -space data to represent MR data

acquisition affected by respiratory motion. The acquired k -space data are then

corrected using different respiratory motion correction methods and then con-

verted back to image data. The resulting images are quantitatively compared

with each other using image-quality measures. Simulation experiment results are

validated by acquiring actual CMRA scans using the correction methods used

in the simulation. During the simulation of one-dimensional motion correction

methods, the use of the mean correction factor gave the highest image quality

improvement in signal-to-noise ratio, contrast-to-noise ratio, and vessel edge defi-

nition in relation to data without motion correction. Simulation experiments also

demonstrated the effectiveness of a subject-specific respiratory gating method for

coronary MR angiography. The simulation platform may be used as a tool to

determine the appropriate respiratory motion parameters that can help acquire

good-quality CMRA scans.

Keywords:

subject-specific motion correction; respiratory gating simulation; coronary MR

angiography; image quality assessment; intensity standardization.
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Chapter 1

Introduction

Where the spirit does not work

with the hand, there is no art.

Leonardo da Vinci

1.1. Background and Motivation

Coronary artery disease (CAD), a condition in which plaque builds up inside the

coronary arteries, has been one of the leading causes of death in the world. It has

been responsible for million deaths worldwide every year. The gold standard for

determining the extent, location and severity of the disease is conventional x-ray

angiography. However, this procedure is considered invasive and causes a modest

amount of discomfort since a thin flexible tube called a catheter is inserted into

the artery. It also involves the use of contrast agents, which may exclude certain

patients from getting a scan and can cause serious side effects [3, 4]. This, together

with the fact that a substantial minority of patients referred for diagnostic x-

ray angiography are found to be without clinically significant coronary stenoses

(defined as a luminal diameter reduction of at least 50%), highlights the need for

better improved alternatives.

The most common alternatives for coronary artery imaging are X-ray angiog-

raphy (XA), stress echocardiography, Computed Tomography (CT), and Coro-

nary Magnetic Resonance Angiography (CMRA). XA is done by injecting a radio-

1



opaque contrast agent into the arteries and imaging using X-ray based techniques.

During stress echocardiography, the sound waves of ultrasound are used to pro-

duce images of the heart at rest and at the peak of exercise. If a segment of

the left ventricle does not receive optimal blood flow during exercise, that seg-

ment will demonstrate reduced contractions of heart muscle relative to the rest

of the heart, thus indicating the presence of a blocked artery. This type of diag-

nostic, however, cannot image coronary artery directly and differentiate plaques.

CT with bolus injections can detect blockage in arteries but it is intrusive and

involves exposure to radiation during scan.

CMRA on the other hand, is a noninvasive and non-exercise diagnostic tool

that can visualize plaque progression in the coronary arteries. The main advan-

tage of this technique is the lack of exposure to ionizing radiation or ionated

contrast media. In addition, the high tissue contrasts of the images allow for

the detection and quantification of plaques and fats in the coronary vessels [5].

Coronary MRA can also be used with other magnetic resonance imaging (MRI)

techniques for the assessment of cardiac structure, blood flow and viability [6].

However, image quality has been hampered by motion related artifacts and has

not reached sufficient quality for widespread diagnostic application yet.

Images of the heart should be acquired rapidly and with high temporal reso-

lution to reduce the motion artifacts. Unlike angiographic images acquired with

catheter and contrast agents, CMRA scans take a long time to acquire. It takes

minutes instead of seconds so the data acquisition has to account for both cardiac

and respiratory motion. The scan has to have both good cardiac cycle and respi-

ratory gating to avoid image blurring, ghosting, and low vessel visibility (Figure

1.1).

The motion of the heart during CMRA scan is composed of three components:

motion resulting from voluntary or involuntary patient movement, motion due to

cardiac cycle, and motion caused by respiration. The patient motion component is

usually addressed by patient cooperation or by sedation or anesthesia in pediatric

and other difficult cases. Cardiac-induced motion is commonly addressed by

cardiac triggering using electrocardiogram (ECG/EKG). The goal is to acquire

coronary MR images during the period of the cardiac cycle when the arteries are

relatively stationary.
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A B C

Figure 1.1: The resulting transverse scan with (A) without motion compensation, (B)

cardiac motion compensation and (C) cardiac and respiratory motion compensation.

To control the patients respiratory motion during data acquisition, correction

is typically done by asking the subject to perform breath-holds [7] or the position

of the diaphragm is tracked using a respiratory navigator typically placed on the

diaphragm [8]. Breath-hold techniques, which are limited to a 10 - 20 s window,

suffer from scan time constraints and sometimes not feasible for patients with poor

steady breath-holding capability. Navigator-based gating techniques meanwhile

allow for free breathing [9], but suffer from a lower scan efficiency of roughly

30% - 50%, which results in scanning times of 10-15 minutes for conventional 3D

coronary scan [10]. More sophisticated gating strategies using k-space reordering

and weighting [11, 12] have been proposed and have potential to improve image

quality and enable shorter scanning times.

A number of respiratory motion correction techniques are already published

but there is a dearth of ways to compare the effectiveness of these approaches.

This can be attributed to the variables involved in cardiac MR imaging aside from

respiratory motion. In addition, evaluation of these respiratory motion correction

methods requires in vivo examinations that requires a number of subjects or

patients. MR scans in vivo also suffer from motion artifacts other than that from

respiration, and includes cardiac cycle motion and magnetic inhomogeneities in

scanners.

A simulation platform can address these limitations and allow for a compari-

son of different respiratory motion correction techniques. The main advantage of

using simulations to model respiratory correction or gating is that it eliminates
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other sources of artifacts like cardiac cycle, which varies during scan and con-

tributes considerable image quality degradation during CMRA. Simulation allows

a controlled environment where only respiratory motion affects image quality. In

addition, simulation can also allow for evaluating different motion parameters to

find the subject-specific parameters that can best correct for respiratory motion

artifacts.

1.2. Research Aim and Approach

The main motivation for this dissertation is to improve respiratory motion cor-

rection for coronary MR angiography and to provide a simulation platform to

evaluate and compare different navigator-motion correction techniques. The pro-

posed platform would also includes the estimation of appropriate motion correc-

tion parameters that can be used to correction respiratory motion during CMRA

scans.

Respiratory motion has been one of the major hindrances in obtaining higher

quality coronary MR scans. We are interested in developing motion correction

algorithms to improve on the quality and reliability in the images. In MR coro-

nary angiography, motion compensation is vital since not only high resolution

data needs to be acquired, it has to be acquired during a small rest period of

the cardiac cycle. The small cardiac gating window further increases the need

for efficient respiratory gating. This puts limitations in the temporal resolution

of the scan and how long it takes to image the whole heart. Typical coronary

imaging times are in the minutes and suffer from robustness and repeatability

issues due to the motion variability in patients during scans.

Studies have shown that the largest component of the respiratory-induced

motion of the heart is in the superior-inferior (SI) direction and with the large

standard deviations suggesting high intersubject variability [13]. Although there

are also other motion components due to the nonrigid motion of the heart during

respiration, the current technology in navigator-guided scanners only allow for an

SI correction factor as input parameter. The standard practice of using the fixed

one-dimensional (1D) SI correction factor of 0.6 suggested by Wang et al [14]

to correlate the heart motion with diaphragm displacement during respiratory

4



motion compensation does not consider the motion differences between patients.

To overcome this limitation, we proposed a subject-specific approach to track the

coronary artery by getting the optimal motion correction factor from the cine

images and respiratory-gating simulation. To get the subject-specific correction

factor, we implemented three different approaches that correlate the motion of

the diaphragm and the heart from the cine scan (pre-scan). The first method

correlates the SI motion of the right hemidiaphragm and a region of interest

(ROI) in the lower part of the heart, below the right ventricle. The second

method tracks the diaphragm, the lower right part of the heart, and the upper

left heart near the aorta. The motion correlation between the diaphragm and

the lower and upper heart are then computed to get the lower and upper heart

correction factor, respectively. The average of the two correction factors served as

the subject-specific mean SI correction factor. The third method also tracks the SI

motion and scaling of the heart but adds the right-left (RL) motion displacement

and rotation to get the two-dimensional (2D) affine motion parameters. Once the

affine parameters are determined, the SI correction factor is estimated from the

affine motion model.

In order to get the optimal one-dimensional SI motion correction factor, we

need to compare the two correction factors that we computed from the two meth-

ods mentioned above. It may also be of benefit to compare the results of the two

correction factor to that of the standard 0.6 factor. Initially, there is no way to

know which method will give the better correction factor and results may also

differ from patient to patient. However, it would be very time-consuming to get

two or three coronary MR angiography scans and see which correction factor will

give clearer images. Therefore, we proposed a simulation platform to compare

and evaluate different SI motion correction factors.

The respiratory motion simulation platform takes the estimated affine motion

parameters as inputs. These 2D affine motion parameters are computed from

initial scout scan of the subject so they characterize the nonrigid motion heart

better than just using 1D rigid translation. The motion parameters are then used

to deform a reference three-dimensional (3D) scan to simulate the respiratory

motion of the heart and a volumetric data set for each arbitrary diaphragm

position. These data sets are then used to simulate motion correction with the
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different SI correction factors as inputs. Each correction factor results to a motion

corrected 3D scan. Finally, these scans are compared with each other so the

quantitative image quality comparisons may be able to give the optimal subject-

specific SI correction factor to be used in the actual scan.

1.3. Thesis Layout

The introduction and motivation for this dissertation are presented in Chapter 1.

Chapter 2 gives a brief overview of the related literature that concerns the rest

of the thesis. It gives an introduction about coronary artery disease and common

imaging modalities used in its diagnosis. The next part details coronary MR

angiography and its role as a non-invasive alternative to X-ray angiography. The

later parts discuss the respiratory motion of the heart and its effects on coronary

MR imaging as well as the published methods for respiratory motion correction.

Chapter 3 discusses the contribution in the area of respiratory gating. We

have demonstrated that there is a major difference in the motion of the upper

heart and lower heart during respiration. The lower heart moves to a greater

extent during respiration due to its proximity to the diaphragm. On the other

hand, the upper part of the heart experiences less motion since it is restricted

in motion by the aorta and pulmonary artery. This difference in motion has a

substantial effect on the value of the correction factor and subsequently, on the

image quality of the coronary MR scans. This is theorized to be more apparent

since current navigator techniques use the fixed correction factor of 0.6 or in the

case of subject-specific rigid motion correction, only the correction factor for the

lower heart.

We tracked both the upper and the lower heart motion with respect to the

diaphragm movement in cine scans and computed for the SI correction factor of

each. To account for both motion using a single correction factor, we got the

average of the two correction factors. This means the SI correction allows for

motion correction without overemphasizing the motion artifact in either upper

or lower heart.

The second part of chapter 3 also elaborates the estimation of the affine mo-

tion parameters from the tracked diaphragm and five regions of interests in the
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heart. From this affine parameters, another SI motion correction factor was also

computed and this, together with the rigid body correction factor and mean SI

correction factor were used in the respiratory gating simulation conducted in the

next chapter.

Chapter 4 presents the main part of the paper, which is the simulation plat-

form for evaluating respiratory motion compensation techniques without under-

going an actual scan. Here, we proposed an approach for simulating prospective

respiratory gating. Since it is impossible to get the effect of a respiratory gat-

ing alone on the scan, a simulation can be an ideal option to compare these

techniques. An actual scan will have different contributing factors to image qual-

ity, like differences between MRI scanners, motion of the four chambers of the

heart during cardiac cycle, and magnetic inhomogeneities in the machine. The

simulation model provides a platform to get the image artifact contribution of

respiratory gating alone on the scan. This allows for the comparison of differ-

ent techniques and different motion correction factors without the motion effects

from other variables.

Additionally, the possible quantitative assessment measures of different coro-

nary MR angiography scans were demonstrated. A combination of six image qual-

ity measures was used to assess the image quality of the resulting scan, whether

actual or simulated. The combined assessment of coronary MRA includes ab-

solute image difference, peak signal-to-noise ratio (PSNR), signal-to-noise ratio

(SNR) contrast-to-noise ratio (CNR), vessel length and vessel-edge definition. In

contrast to subjective evaluation of images by reviewers, the objective analysis

allows for specific evaluation of respiratory gating techniques in terms of differ-

ent imaging parameters. The method to get the optimal subject-specific motion

correction factor from the different motion models was presented in the last part

of the chapter. The resulting correction parameter that gives the highest image

quality in the simulation may be used for a subject-specific respiratory motion

correction in the actual CMRA scan.

In chapter 5, we discuss an intensity standardization method to be used in

standardizing the intensity levels of different cine scans to facilitate more accurate

detection of edges in the ROI. Joint histogram registration was done for the cine

scan of all subjects to achieve more uniform gray level intensity of tissues like
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the epicardium and endocardium. This allows for more accurate tracking of the

diaphragm and heart wall since the intensity level is the same for every subject.

The last chapter gives out the conclusions and recommendation for future work.
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Chapter 2

Literature Review: Magnetic

Resonance Imaging of the Heart

and Coronary Arteries

This chapter outlines the background to the main fields involved in the rest of the

thesis. Section 2.1 is dedicated to discussing cardiac and coronary morphology.

Section 2.2 is about coronary artery disease and the importance of non-invasive

screening tools for its detection. An overview of the imaging modalities used in

the diagnostics of coronary artery disease is discussed in Section 2.3 while 2.4

introduces CMRA and the basic MRI image acquisition. The issues related to

respiratory motion and its effects on coronary MR angiography are presented in

Section 2.5. Finally, the large body of work in relation to respiratory motion

correction methods and a discussion on how these studies relate to this research

are summarized in Section 2.6.

2.1. Cardiac and Coronary Artery Morphology

The human heart is a four chamber pump that circulates blood via the time

coordinated contraction of each chamber. Each side consists of an atrium and a

ventricle. The atrium is the receiving area that pumps blood into the ventricle,

the discharging chamber. The blood vessels that supply oxygenated blood to the

heart and allow it to function are the coronary arteries. There are two main
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coronary arteries - the left and the right coronary arteries. The right coronary

artery supplies blood to the right atrium, while the left supplies the left atrium.

Both vessels deliver blood to the ventricles and the partition between chambers.

The left main coronary artery (LM) originates from the posterior aortic sinus

and branches into the left anterior descending coronary artery (LAD) and left

circumflex coronary artery (LCX). The LAD courses in the anterior wall of the

left ventricle and is divided into proximal, mid and distal segments. The LCX

runs in the left atrium and gives origin to marginal branches. The right coronary

artery (RCA) originates from the right coronary originates from the anterior

aortic sinus and is divided in proximal, mid and distal segments (Fig. 2.1).

Left main artery (LM)

Left anterior descending 

artery (LAD)

Coronary veins

Right coronary

artery (RCA)

Figure 2.1: A view of the coronary artery system. The arteries supplying the posterior

part of the heart are shown in a lighter shade.

2.2. Coronary Artery Disease

Coronary artery disease (CAD) is a pathology characterized by the buildup of

plaques inside the arteries that supply blood to the heart (Fig. 2.2). This dis-

ease, also called atherosclerosis, develops through a gradual deposition of lipids,

macrophages, lymphocytes and proliferation of smooth muscle cells in the artery

walls [15]. Plaques may occupy nearly 40% of the internal elastic lamina of a

coronary artery before the lumen begins to narrow [16]. Decreased blood flow

and oxygenation to the heart muscles may go unnoticed for years, or may present
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clinically as angina or chest pain in some severe cases. Advanced plaques often

have a heterogeneous composition, containing extensive regions of fibrous tis-

sue, calcium, and intraplaque hemorrhage [17]. The varying proportions of these

components in different plaques gives rise to a spectrum of lesions from ”low-

risk” to ”high-risk” (or vulnerable) plaques. Vulnerable plaques can undergo

acute changes, including the rapture of the plaque’s thin fibrous cap, causing a

thrombosis-mediated stenosis of the lumen, occluding the artery and resulting to

heart attack [18]. However, only 20% of coronary attacks are preceded by long

standing angina [19].

A Normal artery

Narrowing 

of artery
B

Abnormal

blood flow Plaque

Normal

blood flow

Artery 

wall

Narrowed

artery
Plaque

Figure 2.2: The cause of coronary artery disease. (A) shows a normal artery with

normal blood flow while (B) shows an artery with plaque buildup. The inserts show

the cross-section of the artery (US National Institute of Health).

CAD is the single largest killer in the world. A study made by the World

Health Organization [20] in 2004 showed that the disease is responsible for ap-

proximately 7.2 million deaths worldwide every year (Fig. 2.3). This figure is

around 12.2% of the total deaths and especially higher in percentage for the most

developed countries (16.3%). The development of non-invasive screening tool for

CAD could be valuable in characterizing atherosclerotic plaque in vivo. Biochem-

ical characterization and earlier detection of unstable plaques could initiate the

delivery of stabilization therapy to reduce future acute coronary events [21].
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Figure 2.3: The graph illustrates the top 10 causes of death for low-, middle-, and

high-income countries (World Health Organization).

2.3. Imaging of Coronary Arteries

There are different modalities being used to image the coronary artery tree and

screen for atherosclerotic disease. These include XA, intravascular ultrasound

(IVUS), angioscopy, and ultrafast CT. Coronary XA is the clinical gold standard

for defining coronary anatomy and degree of lumenal obstruction of the coronary

arteries [22]. The procedure involves the injection of a contrast medium into the

atrial muscle, ventricles or vessels of the heart by means of a cardiac catheter.

After introducing the medium, a recording of the chambers or the vessels of

the heart is made. The recording is made by using a rapid-sequence digital

subtraction technique. In this technique, one image of the heart is acquired

before the contrast medium is added and one after the injection of the medium.

Then, the first image is subtracted from the contrast-enhanced image allowing

the anatomy of the blood vessels and the blood supply of an organ to be viewed

with high temporal (1530 frames/second) and high spatial (0.1 mm) resolution.
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An example of coronary angiography is shown in Fig. 2.4. This procedure,

however, is considered invasive and has a 0.23% risk of death, myocardial infarct,

or stroke [23]. It also causes a modest amount of discomfort since a thin flexible

tube called a catheter is inserted into the artery, usually though the groin. The

use of contrast agents may also exclude certain patients from getting a scan and

can cause serious side effects such as cardiac arrhythmia. Because XA images

the coronary lumen, only advanced plaques which affect the lumen diameter are

detectable. In certain cases though, a substantial minority of patients referred

for diagnostic x-ray angiography are found to be without clinically significant

coronary stenoses (defined as a luminal diameter reduction of at least 50% [24]),

highlighting the need for better and non-invasive alternatives.

Figure 2.4: An coronary X-ray angiography of a patient with significant coronary occlu-

sion. (A, B) The coronary angiography showed significant stenosis in mid-LAD (Image

from [1]).

IVUS is a new approach for visualizing the artery wall with resolution between

100-250 m using a catheter-based probe with a miniature ultrasound transducer.

Nissen et al. [25] demonstrated the ability to categorize plaques into calcified

tissue, fibrosis, or thrombotic tissue. Invasive optical visualization of the arterial

wall using fiber optic angioscope to see the artery lumen is called angioscopy.

Uchida et al [26] demonstrated a correlation between the color and glistening

characteristics of plaques, and the occurrence of acute coronary syndromes in a
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12-month follow-up period. These procedures, however, are more invasive than

XA, in that the catheter must be advanced to the site of plaques. Moreover,

IVUS can cause transient coronary spasms for some patients [27] and coronary

blood flow must be interrupted for angioscopy.

Multidetector CT (MDCT) is a relatively new imaging technology and has

spurred interest in CT coronary angiography. A new generation of scanner with

64 detector channels (64 MDCT) is now available with a 330 350 ms gantry

rotation time, which means improved temporal (42 - 82.5 ms) and spatial (0.4

mm) resolution , achieving near isotropic imaging and faster scan times [28, 29].

Increasing the temporal resolution to reduce motion artifacts requires longer scan

times, which will necessitate improved respiratory motion gating and correction

methods. A clinical study of 230 patients concluded that the sensitivity and

specificity of MDCT angiography for detecting focal coronary stenoses (occlusion

= 70%) were 83% and 83%, respectively [30]. These systems also have the ability

to quantify the amount of calcium, but the usefulness of this measurement is still

being debated [31, 32]. Ultimately, coronary imaging with MSCT exposes the

patient to contrast and x-ray radiation. Administration of β blockers or other

negative chronotropic drugs may be required to stabilize and reduce the heart

rate for reduction of motion artifacts [33].

2.4. Coronary Magnetic Resonance Angiography

Coronary magnetic resonance angiography allows for the noninvasive visualiza-

tion of the major epicardial coronary arteries. In recent years, it has undergone

technological advances that lead to enhanced spatial resolution and the possibil-

ity of imaging while the patient is breathing freely. The main advantage of this

technique is the lack of exposure to ionizing radiation or ionated contrast media.

In addition, the high tissue contrasts of the images allow for the detection and

quantification of plaques and fats in the coronary vessels and can be used with

other MR protocols to assess blood flow and viability [5, 6]. Figure 2.6 shows the

images of the heart and coronary arteries using CMRA. The images taken are

that of a normal heart, thus, no plaques are visible.
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2.4.1 MRI Image Acquisition

An MRI scan works by using a powerful magnet, radio waves and a computer to

create detailed images. The acquisition of MR images such as that of coronary

arteries in CMRA can be generally divided into the following steps:

1. Put the subject in a strong magnetic field.

2. Transmit radio frequency (RF) waves into the subject.

3. Receive the echo RF waves from the subject.

4. Store the measured RF waves and repeat from Step 2 until enough data are

gathered.

5. Process raw data to reconstruct images.

The body is made up of millions of hydrogen atoms due to its water compo-

sition. These hydrogen atoms are magnetic, thus, when the body is placed in a

strong magnetic field (Step 1), they align with the field. An RF wave ”knocks

down” the atoms and disrupts their polarity. The sensor detects the RF wave

echo and measures the it takes for the atoms to return to their original alignment.

In order to spatially encode the measured signals coming from the subject,

magnetic field gradients are applied. These gradients, namely, frequency encode,

phase encode and slice select, are spatially varying magnetic fields so that the

atoms at different locations precess at frequencies unique to their location. These

allow for the reconstruction of 2D or 3D images. Figure 2.5 shows a representation

of these gradients.

2.4.2 Motion during CMRA Image Acquisition

Despite major advances in magnetic resonance angiography and its emergence as

the main replacement for X-ray angiography, it is still an area of active research

[34, 35, 36]. Improved visualization of the lumen and arterial wall, with a re-

duction of flow artifacts, was demonstrated with black blood imaging techniques.

Fayad et al. [37] measured a difference in coronary wall thickness between vol-

unteers (0.75 ± 0.17 mm) and CAD patients (4.38 ± 0.71 mm) with breath-hold
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Figure 2.5: To create the actual MR image, the received signals are encoded into the

three Cartesian coordinate directions. For an axial image, the frequency encoding

gradient, phase encoding gradient and slice select gradient are in the x-, y-, and z-

direction, respectively.

2D black blood, fat saturated images transverse to the axis of the right coronary

artery (RCA) and left anterior descending (LAD). Stuber et al. [38] combined

black blood imaging with navigator echoes, which are fast 1D images used to mea-

sure the motion of internal organs, to acquire images during free breathing. The

superior-inferior motion of the diaphragm, as measured by the navigator echo, is

used to translate the position of the imaging frame during the acquisition. Using

this technique, Botnar et al. [39] demonstrated increased vessel wall thickness

(1.5 ± 0.2 versus 1.0 ± 0.2 mm) and reduced lumen area (7.0 ± 2.3 mm2 versus

9.3 ± 1.9 mm2) in the proximal RCA of patients with known CAD.

The major challenges for MRCA includes spatial resolution and coverage, car-

diac and respiratory motion, and signal-to-noise limitations. These shortcomings

were addressed by the use of nearly isotropic fast three-dimensional (3D) tech-

niques. Some of the advantages of 3D imaging techniques are the acquisition of

thinner slices, superior signal-to-noise ratio (SNR) and the complete coverage of

the coronary artery tree [40, 41]. However, image quality has been hampered

by motion related artifacts and has not reached sufficient quality for widespread

diagnostic application yet. Better motion compensation is needed to further in-

crease image resolution and SNR, and in turn make MRCA a more reliable clinical

modality.

The motion that affects the heart during CMRA scan is a vector sum of three
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Figure 2.6: Anatomical images of the heart and coronaries arteries gathered using

coronary magnetic resonance angiography. The images are the coronal slice of the

heart from the base of the aorta (A) to the lower part of the heart (D); AO, aorta;

PV, pulmonary vein; RA, right atrium; RV, right ventricle; LA, left atrium; LV, left

ventricle; LM, left main artery; RCA, right coronary artery; LCX, left circumflex artery;

LAD, left anterior descending artery.

components: motion of the pumping of the four chambers during cardiac cycle,

motion caused by respiration, and motion resulting from voluntary or involuntary

patient movement. The latter component is managed by patient cooperation or

by sedation or anesthesia in pediatric and other difficult cases. Cardiac-induced

motion is commonly addressed using cardiac triggering using electrocardiogram

(ECG/EKG). The goal is to acquire coronary MR images during the period of
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the cardiac cycle when the arteries are relatively stationary. This stationary or

rest period has been established as approximately 750 ms after the R wave of the

ECG [42].

2.5. Respiratory Motion

The main driver in respiratory motion is the movement of the diaphragm, a

large musculomembranous dome that separates the thorax and the abdomen. It

contracts during inhalation, letting air enter the lungs and then relaxes during

exhalation allowing air to get out. The diaphragm is fixed to the surrounding

structures, including the ribs and the lumbar verterbrae, where its motion is

limited. The superior-inferior (SI) or cranio-caudal translation of the diaphragm

ranges from 10-20 mm for normal respiration but more than that when measured

during deep breathing or breath-holding [14, 43]. The other process causing an

increase in lung volume is the motion of the chest wall. The rib cage moves

diagonally upwards, allowing the lungs to expand [44] and increasing air volume.

Its contribution in the lung volume increase is significant although less than that

of the diaphragm contraction [45].

One complete respiratory cycle is typically around 5 seconds [46], although it

varies across the population and depends on exercise levels. The respiratory cycle

consists of two phases – inspiration and expiration (Fig. 2.7). During inspira-

tion, the diaphragm contracts and allows the thoracic cavity to increase in volume

and inflate the lungs. In expiration, the diaphragm relaxes, curving up towards

the lungs and decreasing its volume. The form of the cycle approximates a sine

wave but has a portion which experiences minimal motion, often observed around

end-exhalation. In addition, variations in both the depth of respiration and pe-

riod of respiratory cycle are frequently observed [47] even during the relevant

timeframe for clinical imaging. These variations result in complex respiratory-

induced motion of organs like the heart and liver, which are continually changing

in amplitude, and possibly direction over time.

During the respiratory cycle, the amount of air that enters or exits the lungs is

called tidal volume, which averages around 0.5 liters (L). The additional amount

of air that can be forcefully inhaled beyond tidal inspiration is called inspiratory

18



Figure 2.7: A schematic plot of respiratory waveform showing inspiration and expira-

tion. Top portions correspond to end-expiration, where the relatively flat area is the

functional residual capacity (Bernstein2004, 475).

reserve volume (≈ 3.1 L). Correspondingly, the extra amount of air that can be

maximally exhaled after tidal expiration is called the expiratory reserve volume

(≈ 1.2 L). Even at the maximal expiration, there is residual air in the lungs,

referred to as residual volume (≈ 1.2 L). The combination of the reserve and

residual volume constitutes the functional residual capacity or FRC (≈ 2.4 L).

As described later in this section, respiratory gating typically occurs when the

lung volume corresponds to FRC [48].

2.5.1 Respiratory Motion of the Heart

The contraction and relaxation of the diaphragm during respiration not only

affects the lung volume but also moves the heart, where the motion is mainly in

the SI direction. During inspiration, the diaphragm presses the liver downward

19



and the heart, which generally lies over the diaphragm, moves in the inferior

direction. This motion is influenced by the physiology of the heart in which the

lower part of the heart pericardium is attached to the diaphragm [49]. Every

time the diaphragm moves in the inferior direction during inspiration, it pulls

the pericardium along with the heart. In turn, the diaphragm pushes the heart

upwards in the superior direction during expiration. While the displacement of

the lower heart is influenced by the diaphragm motion, the movement of the upper

heart is comparatively restricted since it is attached to the aorta and the major

pulmonary veins. This, along with the fact that the pericardium surrounding

the heart is also attached to the posterior part of the sternum, limits the heart

movement.

Furthermore, the motion of the heart is influenced by that of the chest wall,

though to a lesser extent than that of the diaphragm. Due to the expansion of

the chest wall during inhalation, the heart moves in the anterior direction [50].

The superior-inferior motion of the diaphragm and the anterior-posterior (AP)

motion of the chest wall makes up the respiratory motion of the heart. The SI

translation is the most dominant component of motion, with a small translations

in the anterior-posterior and right-left directions as well as rotations, which vary

in amplitude and direction [51, 50].

The relationship between the motion of the heart and the superior-inferior

motion of the diaphragm is approximately linear [14, 52] but highly subject-

specific [53]. This may account for the inconsistencies in average correction factors

(CF ) between studies (Table 2.1). The correction factor is a one-dimensional

motion coefficient that relates the one-dimensional (SI direction) motion of the

heart with respect to the diaphragm. This multiplier is used in most MR scanners

to correct for respiratory motion. It has a set value of 0.6 in most scanners, which

indicates that for every 1 mm motion SI motion of the diaphragm the heart moves

0.6 mm in the same direction.

The standard CF value was based mostly on the studies made by Danias et

al [43], who found a mean heart to liver motion ratio of 0.6 (range 0.17 to 0.93

over 12 patients). Other studies also recorded different values like McLeish et

al. [13], who recorded a mean value of 0.45 (0.28 to 0.73 over 8 volunteers and 8

patients). Table 2.1 shows the results from some of these studies.
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Table 2.1: Correction factors relating the SI motion of the heart and the diaphragm

Study Correction Factor Tracked Location

SI AP RL

Wang et al [14] 0.57 0.09 NR RCA Root

0.70 0.85 NR Proximal LAD

0.81 0.07 NR Apex

Danias et al [43] 0.60 NR NR Left MCA

Taylor et al [53] 0.49 NR NR Proximal RCA

0.59 NR NR Proximal LCA

Nagel et al 0.62 NR NR Inferior LV wall

0.27 NR NR LCA

Keegan et al [51] 0.25 0.04 0.12 RCA Root

Fischer et al 0.38 NR NR Proximal RCA

0.59 NR NR Distal RCA

Jahnke et al 0.45 0.01 0.02 Whole heart

The respiratory motion of the heart has been found to be approximately

rigid-body in nature [54, 55]; it experiences translations and rotations with little

deformation. Nonrigid motion has been observed in more recent studies. McLeish

et al [13] measured deformations of 3 - 4 mm in the left ventricle wall when imaging

using 3D MR scans at multiple breath-hold positions. These deformations though

may vary between patients and would be less pronounced during free breathing.

This results to a heart shape that slightly varies over the respiratory cycle. Taylor

et al [56] also recorded the end-inspiratory and end-expiratory dwell times during

free breathing as 0.4 ± 0.2 s and 1.1 ± 1.6 s, respectively, with a respiratory

period of 4.3 ± 1.1 s, and diaphragmatic amplitudes of 14.1 ± 4.8 mm. The

brief pause after the expiration, before the next cycle begins, is the typical period

covered by the respiratory gating window during cardiac imaging.
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2.5.2 Effects of Respiratory during CMRA Imaging

The occurrences of respiratory motion during a CMRA scan is unavoidable due to

the relatively long duration of free-breathing scans (5 - 10 minutes). The effects of

motion during a MRCA are two-fold. Firstly, motion artifacts introduced during

the scan will result in a blurring of the image(Fig. 2.8B). As the length of the

length of the scan increases, so is the possibility that respiratory motion affects

the image quality and causes noticeable image degradation.

Blurring due to motion artifacts can make it difficult to interpret coronary MR

scans. Differentiation between arteries and veins can be problematic, especially

between the left anterior descending (LAD) and left circumflex artery (LCX) from

the great vein in the distal segments [57]. The pericardial sac can appear as a

linear structure with medium to high signal intensity similar to a coronary artery.

Furthermore, fluid in the superior pericardial recess, may show as a coronary

artery-like structure, making it appear as a continuation of the vessel itself.

Figure 2.8: Axial steady state free precession (SSFP) images with ghosting (A) and

blurring (B) artifacts due to respiratory motion.

Aside from blurring, the periodic movement of the heart during data acquisi-

tion can cause ghosting in the phase-encoding direction [58]. Ghost-like replicas

of the moving structure are super-imposed on other structures, obscuring those

structures (Fig. 2.8A). There is a constant spacing in pixels between consecutive

ghosts, which is equal to the number of cycles of motion that occurred during

the acquisition of data. The intensity of ghosts depends on the intensity of the

moving structure and the number of pixels over which the motion occurred [59].
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2.6. Respiratory Motion Correction

During the acquisition of MR images, a Fourier space or k-space is filled and

then Fourier transformed to create the image. Since each part of the k-space

contributes to the image reconstruction, any inconsistencies between (inter-view),

or within (intra-view) k-space lines can lead to blurring and ghosting artifacts

[60, 61]. Fast hardware has provided short read-out times, thus leaving the inter-

view motion as the most common source of motion artifacts. Respiratory motion

can be corrected retrospectively as post-processing of image data or prospectively

during the data acquisition. Retrospective correction in k-space requires high

computational cost due to data void and overlapped regions in k-space. Thus

prospective motion correction can be deemed to be simpler and faster.

2.6.1 Respiratory Gating in CMRA

A variety of approaches have been implemented to reduce respiratory motion

artifacts like k-space reordering [62], signal averaging [60], and gating [63]. K-

space reordering technique relies on the fact that movement during the acquisition

of the outer k-space lines has less adverse effects on image quality compared to

the same movement during the acquisition of the central lines. Most methods

using k-space reordering acquire the central region during end-expiration, when

the movement of the diaphragm is minimal [64, 65]. Signal averaging is the use

of multiple image acquisitions to improve the signal-to-noise ratio (SNR) of the

image. The number of averages is also referred to as the number of excitations

(NEX), and doubling the number of excitations will increase the SNR by the

2. Gating can provide the best image quality and contrast, at the expense of

longer imaging times. Data is acquired during short temporal window in which

the object is assumed to be motionless. This method allows data for an image

to be acquired at the same motion phase during multiple cycles of respiration.

In general, to get a desired image resolution and contrast, one must balance the

inversely related temporal width and data acquisition window.

Nevertheless, navigator gating in the SI direction is one of the most commonly

used motion correction technique in CMRA protocols. The method utilizes a

fixed correction factor between the diaphragm and cardiac motion [14] in tandem
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with a small gating window of 5 mm [10] to correct for respiratory motion of the

heart. Several techniques improve respiratory efficiency by correcting motion us-

ing a larger acquisition or gating window. The retrospective technique suggested

by Ehman and Felmlee [63] applies a phase shift to the measured data that is

dependent on the navigator-measure diaphragm position. A more recent study

by Wang and Ehman [66] use a similar retrospective technique with linear in-

terpolation of the respiratory signal between and pre- and post-imaging segment

navigators to correct 3D coronary image data.

These motion correction methods consider the motion of the heart during

respiration as rigid body motion. However, physiologic motion of the heart can

rarely be described by rigid body transformation. Haacke and Patrick described

the effect of spatial scaling on k-space, and proposed a linear expansion correction

method [64]. They demonstrated improvement of abdominal imaging during free

breathing by monitoring the movement of the abdominal wall, and by changing

the imaging gradients prospectively to compensate for anterior-posterior expan-

sion and compression of the abdomen. Atalar and Onural extended this concept,

and presented a retrospective correction method for removing artifacts caused by

2D in-plane translation and scaling [67].

Motion correction methods with more degrees of freedom need to be explored.

By increasing the amount of motion that can be corrected, the imaging duty

cycle can be increased and total scan time reduced. There is also the difference

in respiratory motion between subjects or patients. Correcting individually for

subjects can increase the efficiency of the respiratory gating.

2.6.2 Summary

With regards to prospective motion correction, one major task is to find the ap-

propriate correction that is able to describe the respiratory motion sufficiently.

That motion model should consider not only the motion during the respiratory

cycle but the subject-specific variabilities as well. This study is meant to evalu-

ate the capability of different motion models to describe the respiratory-induced

motion of the heart and coronary arteries. This was done using a platform that

simulates respiratory motion of the heart and motion correction and described in

the succeeding chapters.
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Chapter 3

Subject-Specific Respiratory

Motion Gating

Respiratory motion is one of the major limiting factors in coronary MR imag-

ing and may cause image degradation if motion correction is omitted. Cardiac

structures like the coronary arteries undergo complex motion induced by respi-

ration. And this motion during MR scan affects the resulting image quality by

introducing ghosting artifacts, blur and reducing image contrast.

There are several types of motion that corrupt coronary MR images. For

most pulse sequences, the prospective rigid body motion is assumed and can be

subdivided into inter-view motion (through-plane translation), intra-view mo-

tion (in-plane translation) and rotation. Correction of intra-view translation is

achieved by updating the measurement frequency and phase offset for each profile,

while inter-view translation is corrected by updating the transmit radio frequency

(RF) [68]. Rotational motion can be corrected by rotating the gradient matrix

[69].

However, studies have shown that the motion of the heart during respira-

tion is nonrigid and there is variability in respiratory motion cycles within and

across patients, making it difficult to measure and predict the motion of cardiac

structures. The respiratory motion of the heart contains not only motion in the

SI direction but in the RL and AP directions as well. These can be described

by an appropriate motion model but the variability between patients may mean

different suitable models for each patient. This chapter relates the variability of
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motion that affects respiratory gating and evaluates a number of motion models

to address this problem.

The first section shows a brief overview of the basics of the navigator tech-

nique and prospective gating used in MR imaging. It also elaborates the imaging

parameters of the scout scans. The second section reviews the motion models

used to correct for respiratory motion of the heart. This includes the rigid body

translation model, nonrigid motion with translation and scaling and the affine

transformation model. The later parts give the evaluation results and discuss its

implications in the subject-specific navigator guided respiratory gating.

3.1. Prospective Navigator-guided Gating

Early cardiovascular MR examinations used breath holding for respiratory mo-

tion compensation. The first scanner technologies and designs allowed studies to

be completed within a single breath hold [70]. The breath is usually suspended

at end-expiration, which is more stable and reproducible and blood flow is more

similar to that during free breathing [71]. However, studies with sufficient signal-

to-noise ratio (SNR) cannot be completed within the short comfortable period of

20-30 seconds for healthy volunteers and with an even shorter time for patients.

Multiple breath-holds can be used [72] and acquire parts of the k-space in each

breath-hold but poor breath-hold reproducibility may lead to misregistration ar-

tifacts. In addition, all breath-holding techniques require patient cooperation,

which can be problematic and may allow image degradation due to respiratory

drift during the respiratory period [73].

In order to allow respiratory motion correction during free breathing for pa-

tients, various methods for monitoring respiration have been suggested along with

the ways of gating, triggering, or compensating for the detected motion. Systems

for monitoring chest wall movement including belts [74], bellows [14], or optical

compression devices [75] were used. There are also methods to measure inhaled

and exhaled air volume like capnography or nasal cannulas [74]. These methods

though, have their own limitations specifically with respect to low patient tol-

erance and the different assumptions made about the relationship between the

output signal and the motion of the heart. To overcome most of these limitations,
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methods to monitor the diaphragm were suggested to allow respiratory motion

correction without breath-holding and intrusive external monitoring devices. One

of these methods uses navigators to monitor the diaphragm motion. The next

section discusses the navigator gating and how it is currently used for prospective

motion correction during cardiac MR.

3.1.1 Navigators

Methods in which MR data are used to monitor the diaphragm (or a section of the

heart) in order to correct for motion are generally known as navigator techniques.

The most common forms involve a column of tissue excited by a section-selective

90 RF pulse followed by a non-coplanar 180 pulse (Ehman, Rad1989). The posi-

tion of the diaphragm, clearly delineated by the liver-lung interface on the right

hemidiaphragm can be extracted from the reconstructed navigator profiles.

A navigator acquires a partial set of k-space data that is processed to track

one or more effects of patient motion. In the case of coronary MR imaging, the

method is used to determine the diaphragm or heart position. The navigator

echoes are interleaved within the normal acquisition of the image data. A key

assumption is that the motion that transpires between the navigator and acquired

views is negligible.

The navigator data are used either retrospectively or prospectively. Retro-

spective navigator data are used to correct the image or raw data after the scan

is completed. Retrospective motion correction in k–space is not straightforward

and requires high computational cost due to data void and overlapped regions

in k-space. On the other hand, in prospective correction, the navigator data

are employed to modify the subsequent imaging acquisition to prevent artifacts.

In prospective motion correction, the navigator may be used to perform section

tracking to further improve image quality in the respiratory gating window [68].

This study is focused on prospective motion correction so techniques on retro-

spective motion correction will not be discussed further.

Navigators can use 1D, 2D, or 3D k-space trajectories (Fig. 3.1). The simplest

navigator is a 1D or linear navigator, which gets one line of data passing through

the origin of k-space, usually along the kx, ky, kz axis. For respiratory motion

correction, the navigator is placed along the coronal view to track the diaphragm
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motion. The Fourier transformation of the navigator data is a projection orthog-

onal to the navigator readout gradient direction. A linear navigator allows object

translation in the navigator readout direction to be monitored during scan.

Figure 3.1: k-space trajectories for (a) linear, (b) 2D spiral, (c) 2D EPI, (d) 3D spherical,

and (e) 2D orbital navigators.

There are several ways to process a linear navigator data to determine the

object translation. The most common methods are correlation and least-squares

fitting. In the correlation method, the object displacement d is computed by

maximizing

c(d) =
∑

j

|Pn(xj − d)||Pr(xj)|, (3.1)

where Pn(xj) is the complex navigator projection (Fourier transform of the nav-

igator raw data) for the current view and Pr(xj) is the projection of a reference

navigator, usually acquired at the beginning of the scan. The sum is the taken

over a subset of the projection containing the highest desired edges (i.e. the

diaphragm).

In the least-squares method the estimated object displacement d minimizes

l(d) =
∑

j

(|Pn(xj − d)| − |Pr(xj)|)
2, (3.2)
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where the sum is taken over an appropriate subset of the projection again. Least-

squares fitting is preferable if the navigator SNR is low [76] due to short TR for

example.

The navigator RF excitation is usually spatially selective and can be read out

using a gradient or spin echo. In many cases however, the transverse magnetiza-

tion excited by the imaging RF pulse is used instead of a separate RF excitation.

Calculations in prospective navigators can lead to delays of subsequent data

acquisition. The complexity of the calculations increases as 2D and 3D k-space

navigator trajectories are used. This and with the adverse effects on image quality

of areas near the navigator pulses, makes the 1D navigator as an ideal choice for

cardiac imaging.

3.1.2 Prospective Gating

In prospective motion correction, the navigator is used so that the scan volume is

fixed with respect to the magnet and it gates the acquisition to achieve consistent

anatomical location with respect to the scan volume. In contrast to retrospective

gating, where correction is made after the scan is already completed, prospective

respiratory gating monitors and corrects the monitored motion while the image

or volume data is being acquired.

For cardiac imaging, diaphragm location data can be used prospectively in

several ways. The simplest is to acquire data only when the respiratory phase is

within the predefined gating or acceptance window. A window location near the

end-expiration phase is usually chosen because it is held longer and found to be

the most linear with respect to heart motion over time than other phases. The

acceptance window width, which is typically 2-5 mm, and window location are

determined from navigator data acquired over a period of free-breathing prior

to the gated scan. An acceptance window that is too wide results to image

degradation. On the other hand, a smaller acceptance window gives better image

quality but scan efficiency is reduce, resulting to longer scan times. It is assumed

that during respiration, the anatomy moves smoothly and periodically through

the scan volume. Here slice tracking is used with periodic motion and moves the

scan volume to lie at approximately the same location with respect to the patient

anatomy on each acquisition.
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Figure 3.2: Respiratory motion correction using a gating window. The diagrams show

the selection of gating open/close points. The distance between the upper and lower

threshold determines the size of the gating window, which is around 2-5 mm in cardiac

MR scans

To correct for cardiac respiratory motion, the data acquisition volume is

moved to track the heart as it moves with the diaphragm during respiration.

A key assumption is that the coronary arteries move in the SI and AP directions

by roughly 60% and 20% of the diaphragm displacement, respectively [14]. RL

displacement is usually negligible but can be observed in some subjects or pa-

tients. The scan volume is moved in the SI and AP direction by a fraction of the

diaphragm motion referred to as the correction factor (CF ), in this case 0.6 and

0.2, respectively. Hence, the 0.6 value has been used for 1D motion correction

in the SI direction in most CMRA scans. This correction factor, however, is an

oversimplifications since there is a wide variation in respiratory-induced motion

between patients.
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3.2. Motion Models in Subject-specific Respira-

tory Motion Correction

There are many factors to consider in respiratory motion correction during coro-

nary MRA. When using a navigator gating method, one of the most important

variable is the type of motion to consider. The standard used today in CMRA

protocols is the fixed correction factor (0.6) but this does not consider subject-

specific respiratory motion of the heart. And although the majority of the motion

is in the SI translation, scaling, rotation, and RL and AP translation may also

occur. Whatever motion model is used, the correction factor should be distinct

for the subject or patient. Different motion models may also be needed for dif-

ferent subjects so a method to compute the correction factor for each model and

compare their individual efficiency when it comes to motion correction is needed.

The different motion correction factors should also be tested specifically for the

individual patient or subject involved.

In this study, three methods representing different motion models were pro-

posed to correct for subject-specific respiratory motion correction. The first model

assumes rigid body motion of the heart with SI translation as the lone parame-

ter. The second model compensates for both the translation and scaling in the SI

direction. It assumes a nonrigid transformation and although only two degrees

of freedom are allowed, it addresses the two main sources of motion. The last

motion model involves the 2D nonrigid affine motion correction.

3.2.1 Rigid Body Translation

In most cases, the motion of the heart during coronary MR imaging is modeled as

a rigid body motion, consisting of a translation plus rotation. According to the

Fourier shift theorem, a displacement of the object by vector distance T results

to a motion-corrupted raw data Sm(k) given by

Sm(k) = Ss(k)e
i2πk·T , (3.3)

where Ss(k) is the data for a stationary object. Interview translation therefore

results to a k-space data that has a linear phase shift that is proportional to the

object translation distance.
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Consider a rotation whose axis passes through the center of the imaging vol-

ume. Interview rotation of the tracked region rotates the k-space data about the

same rotation axis and by the same rotation angle as this region. In a 2D acqui-

sition, the rotation and translation-corrupted k-space data Sm(k, θ) are expressed

in polar coordinates by

Sm(k, θ) = Ss(k, θ − α)ei2πk(x0 cos θ+y0 sin θ), (3.4)

where α is the rotation angle and (x0, y0) are the coordinates of any translation

that might have occurred [77]. The magnitude of the k-space data is thus only af-

fected by rotation, whereas the phase is affected by both rotation and translation

[48].

In the case rigid body motion correction using navigator, a quick MR pre-

pulse is applied in the moving structure of interest. This type of navigator may

be placed directly on the heart, chest wall, or in most cases, the dome of the

hemidiaphragm. The boundary of the diaphragm can be tracked since it is clearly

delineated by the liver-lung interface on the right hemidiaphragm. It can be

detected using either edge detection [78], correlation, or sum of squared distances

(SSD). In this study, we used SSD to detect the liver-lung interface since it is

more robust in the presence of profile deformation compared to edge detection

and less computationally demanding than correlation [76].

In relating the rigid body motion of the heart with respect to the right hemidi-

aphragm, many early studies showed inconsistencies in the measured average

SI motion correction factors [14, 53, 43, 51]. These studies also reported large

standard deviations, suggesting high intersubject variability. The variability of

respiratory-induced motion between subjects can be partly solved by calculating

a subject-specific correction factor in the SI direction [79, 80]. This SI translation

correction factor is the sole parameter used in this model.

In this study, the estimation of the SI correction factor involved tracking both

the diaphragm and heart location for all scout images. The value of CF was

computed from motion coefficients describing the correlation between the motion

of the diaphragm with each tracked part of the heart. To track the movement of

the diaphragm, a rectangular region of interest (ROI) with dimensions of 30× 10

pixel was placed in the dome of right hemidiaphragm (Fig. 4.2). This ROI tracked

the movement of the lung-liver interface in each slice of the scout scans. Another
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ROI of 25 × 10 pixel dimension was also placed in the lower part of the heart,

near bottom of the right ventricle. The longer ROI for the diaphragm is due to

the fact that its displacement is generally larger than that of the heart.
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Figure 3.3: Rigid motion model ROI for diaphragm and heart. The right side shows

the tracked location of the diaphragm and the heart ROI for all images in the cine

scout scan.

Once the location of the diaphragm and heart in each ROI was known, a

scatter plot was used to get the correlation coefficient (CC ) between the two

variables (Fig. 3.4). The horizontal axis serves as the independent variable and

holds the tracked positions of the diaphragm. In the vertical axis lies the tracked

locations of the heart. All 60 points represent the diaphragm and heart positions

for each coronal image in the scout scan. An equation for the correlation between

the two variables was determined using linear regression. The linear regression

formula takes the form

ydia = bxlr + a (3.5)

where ydia and xlr are the diaphragm and lower right heart locations, respectively.

b is the slope and a is y-intercept of the regression line. The slope describes the

rate of change in the heart location for each unit displacement of the diaphragm

and designated as the SI correlation coefficient (CC lr) of the lower right heart.
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Figure 3.4: A scatter plot showing diaphragm and lower heart locations. The slope

of the fitted linear regression lines, shown in the formula of the line, was designated

as the SI translation correction factor. The R value is the Pearson product moment

correlation coefficient and is a measure of the correlation between the diaphragm and

the heart motion.

3.2.2 Non-Rigid Motion with Translation and Scaling

Besides the intersubject variability of the linear correction factor, the motion of

the heart during respiration has been found to be nonrigid [52]. This can be

shown by a noticeable scaling or stretching of the heart in the SI direction during

respiration. Fischer et al [81] showed that the basal and apical motion of the

heart is not uniform. They measured a large difference in the correction factor

for the proximal and distal right coronary artery (RCA), which are 0.38 and 0.59,

respectively. Another study done by Shechter et al [50] showed apparent differ-

ences in which they reported the mean SI displacement during tidal breathing

of the RCA origin and distal RCA as 4.1 ± 1.6 mm and 5.9 ± 3.1 mm, respec-

tively. That is around 30-35% difference in the motion of the proximal and distal

portions of the RCA, a significant value to make a difference in the computation

of an optimal correction factor. The lower degree of motion experienced by the

proximal RCA shows that its location, the upper part of the heart, moves in a
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Figure 3.5: Coronal 2D SSFP MR images indicate the regions of interest (ROI) used

for the nonrigid motion with SI translation and scaling (A), and affine motion model

(B). The five ROIs in (B) were placed in the right (1), lower right (2), lower left (3),

left (4), and upper (5) part of the heart.

lesser degree compared to the lower part, where the distal RCA can be found.

In addition to the SI translation and scaling, heart motion in the RL and

AP direction, as well as rotation and shearing can also be observed [82]. One

approach to handle all these motion parameters is to use affine transformation

model. Although, a key challenge with this approach is the real-time update of

the 12 degrees of freedom that describe the model. A calibration approached

based on multiple navigators was implemented by Mahnke et al to reduce the

model complexity [82]. However, the additional navigators affect its compatibility

with inhomogeneous RF coil sensitivities. These navigators might interfere with

parallel imaging techniques which use arrays of tiny sensitive coils. Also, even

though studies reported significant values in other motion parameters, AP and

RL translation may not be prominent respiratory motions in some cases. Jahnke

et al [83] reported their measured mean correction factors of for the anterior-

posterior and left-right directions were nearly zero. Rotational motion was also

shown to be minimal in most cases [84].

The motion model described in this section uses two parameters to character-

ize the motion of the heart during respiration, namely, SI translation and scaling.
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SI translation is where the majority of the motion lies. The SI scaling was used

to compensate for the difference in the displacement of the upper and lower part

of the heart. In order to compute for these parameters, three regions of interests

were tracked in the scout scans. This includes the upper part of the heart in

addition to the right hemidiaphragm and lower part of the heart (Fig. 3.5). For

each image in the cine scan, the SI position of the tracked interfaces was recorded

and correlated with the diaphragm motion.

In addition to the lower heart correlation coefficient CC lwr described in the

previous section, the upper heart coefficient (CC upr ) was computed by correlating

the upper heart displacement with the motion of the diaphragm. Finally, the

mean value of the two correlation coefficients was used to compensate for the

difference in upper and lower heart motion. This was done to create an averaging

of the motion correction rather than correcting for either one of the upper or

lower heart motion only. Using the upper coefficient might underestimate the

motion of the lower heart and introduce motion artifacts in the distal parts of

the coronary arteries. The opposite might also be possible if the lower correction

factor is used and blurring in the proximal part arises. We theorized that the

mean value of the two correlation coefficients given by

CFmean =
CC lwr + CC upr

2
, (3.6)

would offer a better alternative as the SI motion navigator correction factor.

3.2.3 Affine Transformation

The affine motion model, which includes linear scale, shear, and rotation in ad-

dition to 2D translation can also be used to compute for the correction factor.

To compute for the correction factor, additional ROIs were needed and placed

around the edges of the heart. These were used to record the motion of the bot-

tom part of the left ventricle, right part of the heart in the right atrium and the

left side of the left ventricle.

The tracking of the edges inside the placed ROIs were used to estimate the

correction factor of each part. This is similar to the method used in the previous

section for getting the correlation coefficient of the upper and lower heart. The

ROIs were placed such that the center point of each ROI lies at the edge of the
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heart wall and tracks it during respiration, as the heart moves in each slice in the

cine scan. These five sets of points served as basis for correlating the diaphragm

motion with the motion of the heart. Consequently, each tracked ROI produces

a correction factor and these correction factors were used for the estimation of

the affine parameters.

In 2D Cartesian coordinates, the affine transformation matrix, T , maps each

point r = [x y]⊺ to a new position r′ = [x′ y′]⊺ according to the formula

T = Ar + v =

[

sx cos θ −sy sin θ

sx sin θ sy cos θ

][

x

y

]

+

[

dx

dy

]

, (3.7)

where A is the linear transformation and v is the translation vector. The coef-

ficients sx, sy are the scaling parameters in the x and y direction and θ is the

corresponding rotation angle.

There are several approaches published on how to estimate the affine motion

parameters between images [85, 86]. However, these approaches have several

limitations in terms of robustness, uniqueness, and computational complexity

[87]. The last of which is of particular importance for coronary MR since scan

time overhead needs to be minimized during imaging. The estimation of affine

parameters should be fast enough without compromising the accuracy of the

respiratory motion correction.

There were five ROIs used to estimate for the affine motion parameters (Fig.

3.5B). Each heart ROI was tracked and correlated with diaphragm motion to

estimate for its correlation coefficient. The regions of the heart covered were

both left and right edges of the lower heart (CC lwl and CC lwr), left and right

side (CC l and CC r) and the upper part of the heart (CC upr).

For the modelling of affine transformation, only translation and scaling pa-

rameters were considered and rotation was assumed to be negligible (θ = 0). To

compute for the translation parameters dy and dx, the average between the coef-

ficients of the right and left heart and between the upper and lower heart were

used, respectively. Given the motion coefficient for the lower right (CC lwr), lower

left (CC lwl), and upper (CC upr) part of the heart, the translation parameter in

the SI direction is

dy =
CC lwr+CC lwl

2
+ CC upr

2
, (3.8)
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while the RL translation is computed from CC r and CC l using

dx =
CC r + CC l

2
. (3.9)

The scaling factors sx, sy were estimated such that they reflect the displace-

ment difference between the upper and lower heart and between the right and

left heart, respectively. To do this, the width and height of the heart were ap-

proximated from the center points of the ROIs and used to normalize the scale

factors. The scaling factors can be expressed by the following equations:

sy = 1 +
CC lwr+CC lwl

2
− CC upr

h
, (3.10)

sx = 1 +
CC r + CC l

w
, (3.11)

where h and w corresponds to the height and width of the heart, respectively.

The height was computed by getting the SI distance between the edge of the

lower right (2) and upper (5) heart while the width came from the RL distance

of the right (1) and left (4) edge of the heart (Fig. 3.5B).

3.3. Method

Seven healthy adult volunteers (5 males and 2 females, age range, 19-24 years;

mean age, 22 ± 2), whose heart were in sinus rhythm and who did not have

contraindications to MR imaging were examined during free breathing. All par-

ticipants gave their written informed consent and the study was approved by the

Institutional Review Board of the Kyoto University Hospital.

A cine scan of 60 2D coronal images for each of the subjects was used to get the

motion of the heart and its surrounding tissues and organs during free breathing.

Images were obtained using steady-state free precession (SSFP) sequence with

TR = 3.2 ms, TE = 1.6 ms, slice thickness = 8 mm, acquisition matrix 160 ×

128, reconstructed matrix size = 320 × 256, field of view (FOV) = 375 × 300

mm, and 1.1719 mm pixel spacing using a 1.5 Tesla (1.5T) MRI scanner (Excelart

Vantage, Toshiba Medical Systems, Tochigi, Japan).

The upper and lower heart motion correlation coefficients were measured for

all subjects. The coefficients were both measured using automatic motion track-

ing and manual tracking for comparison. The correlation coefficients measured
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from automatic tracking are then used to compute for the motion parameters

used for the different motion models.

To evaluate the effectiveness of the respiratory motion models, simulated scans

were generated and compared to the original scout cine scan. The first slice in the

scout scan was used as the reference image in simulating the 2D respiratory mo-

tion. It was transformed using the three different models to predict the location

and orientation of the heart given the diaphragm location. The reference image

also served as the first slice in all the simulated scans. There were 60 slices in the

original dataset, each with a tracked diaphragm location, so the models needed

to simulate 59 images by transforming the reference image. Each succeeding slice

was computed by multiplying the measured diaphragm displacement in that slice

with the transformation matrix and applying the transformation to the reference

image. This was done by assuming that the diaphragm location in the reference

slice is the starting position, no matter which phase of the respiratory cycle it is

in. No gating window was applied during the transformation of the reference im-

age which means that all diaphragm locations were used and the gating efficiency

is 100%.

The transformation matrix for each model differs in the number of parameters

used. The rigid body translation model used only the SI translation parameter

(dy). The lower right heart coefficient (CC lwr) was used since it is the one usually

measured in studies using the subject-specific navigator gating. For the second

model, SI translation and scaling parameters were used. The affine correction

model utilized all 2D motion parameters except rotation.

After the affine motion corrected scans were generated, the resulting trans-

formed images were then compared to the original acquired dataset using peak

signal-to-noise ratio (PSNR) and absolute image difference as image quality mea-

sures. To avoid the motion effects of the background and surrounding tissues that

does not move with the heart, only the region of interest containing the heart was

used for evaluation. This way, only the heart ROI of the heart was tracked and

compared even though the transformation was applied to the whole image.The

simulation and image comparison was done for all subjects in the study.
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3.4. Results

All examinations were completed in all participants without any complications.

For Subject 1, the resulting locations of the diaphragm, upper heart and lower

heart edges inside the respective ROIs are shown in Fig. 3.6. Each point in the

horizontal axis corresponds to a slice in the SSFP scan. The vertical axis shows

the measured edge in terms of pixel location, where the first pixel starts from the

superior direction of the image. The edge locations were also monitored through

visual inspection to estimate the motion coefficients and there are no statistically

significant differences between its values and the values acquired using automatic

ROI tracking.

End-inspiration states are shown as the peaks of the right hemidiaphragm.

The measured diaphragm locations does not show all the peaks during the whole

duration of the scan since there are not enough samples per respiratory cycle.

The temporal resolution of the scan only allowed for about three to four slices

per cycle. The measured diaphragm locations in Subject 1 has a displacement

of 10.6 mm (9 pixels) from end-inspiration to end-expiration. This value varies

between subjects, with the smallest displacement measured at 9.4 mm and largest

at 18.8 mm.

An example scatter plot showing the correlation of the diaphragm motion

with that of the upper and lower heart was already shown in Fig. 3.4. The value

of the Pearson product moment correlation coefficient for the lower heart (R2 =

0.91) indicates that the diaphragm position is well correlated with the respiratory

motion of that part of the heart. The value of the coefficient for the upper heart

(R2 = 0.58), however, is significantly lower and this is true for all the examined

cases.

In tracking the motion of the upper and lower heart for the translation and

scaling model, we computed for the correlation coefficient of the two heart ROIs.

The estimated CC upr and CC lwr values for all the subjects are summarized in

Table 4.1. The estimated CC values using an automatic motion tracking were

compared with the values gathered using manual tracking. The values gathered

using the method correlate with that of the manual method with some exceptions.

This may be due to the subjective nature of manually looking for diaphragm and

heart edges for the manual tracking.
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Figure 3.6: Tracked locations of the upper and lower heart and diaphragm edges inside

the regions of interests.

Both the automatic and manual values showed that there is a wide variation

in the the upper and lower heart coefficient for each subject. The value of the

lower heart coefficient is always larger than that of the upper part and the dif-

ference between the two values ranges from 28% to 61%. This study observed

a high variability between the upper and lower heart motion over the volunteer

population. In all subject population observed, the value of CC upr varies from

0.14 to 0.53 with a mean value of 0.34. The coefficient CC lwr , on the other hand,

ranges from 0.36 to 1.09 with a mean value of 0.6.

A typical result of the comparison between the acquired and simulated cine

images is shown in Fig. 3.7. The left column shows the acquired 2D coronal slices

while the middle column has the simulated slices. Since the generated slices are

just the transform of the reference slice (slice 1), the image difference with the

acquired scan varies for every slice. The variations in the blood intensity levels

41



Table 3.1: The measured motion correlation coefficients (CC ) for the upper and lower

heart using automatic and manual motion tracking.

Subject
Automatic tracking Manual tracking

Lower heart Upper heart Lower heart Upper heart

1 1.09 0.53 1.05 0.68

2 0.59 0.44 0.74 0.55

3 0.65 0.42 0.63 0.49

4 0.36 0.14 0.29 0.24

5 0.36 0.26 0.39 0.26

6 0.63 0.30 0.46 0.31

7 0.53 0.30 0.50 0.23

and uniformity inside the heart also contribute to the slice dependency of the

resulting binary image difference.

The transformed image using the subject-specific motion models showed less

image difference with respect to the original in-vivo scans compared to the trans-

formation using a fixed 1D SI translation correction factor. In Table 3.2, the

average values of the image intensity difference for all subjects are shown. There

is less image difference in almost all slices in the dataset when using affine motion

model as compared to 1D translation model. In average, this method allowed for

7% improvement in the accuracy of describing the respiratory-induced cardiac

motion compared to motion tracking using 1D translation. The improvement

reached 17% for one of the subject data and can increase more if only the shape

and edges of the heart is considered. A simple T-test applied to the image differ-

ence data proved that the results are statistically relevant (p<0.001). It indicates

that better tracking of the heart motion was achieved using affine motion model

as shown by the lower image difference.

3.5. Discussion

As shown in the Fig. 3.4, there is high correlation of the diaphragm motion with

the lower part movement of the heart in the SI direction. In all subjects, the
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Figure 3.7: Comparison of simulated with the original acquired cine scan. The left

column shows the original cine scout scan, the middle column the simulated slices

using affine motion model and the right column is the image difference between a cine

scan slice and a simulated scan slice.

Figure 3.8: The average computed image difference of the SI translation and affine

motion model with respect to the original 2D dataset for all subjects. The 2D affine

transformation consistently gave lower image difference with respect to the original

scan.
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Table 3.2: Average image difference for 1D translation and affine motion model

Average Image Difference

Subject SI Translation Affine Transformation % Difference

1 839 696 17.04%

2 1232 1151 6.57%

3 1040 1041 -0.10%

4 544 500 8.09%

5 735 683 7.07%

6 972 912 6.17%

7 401 380 5.24%

Pearson product-moment correlation coefficient or the R value ranges from 0.3

to 0.9 with the highest possible value of 1 for total dependence of heart motion

to diaphragm movement. Part of the reason why there are low R values for

some subjects can be explained by hysteresis, where diaphragm drifts during the

duration of the scan and the movement of the heart differs during inspiration and

expiration.

The values derived from the slope of the fitted lines suggest that the upper

and lower heart correction factors are not uniform and offer evidence of the dis-

similarities in the respiratory-induced cardiac motion between subjects. These

results confirm the earlier reported studies indicating the intersubject variability

of correction factors [53, 79]. Additionally, the intrasubject difference of the up-

per heart and lower heart correction factor indicates the nonrigid motion of the

heart in the SI direction. This means that the motion of the heart experiences

not only SI translation but SI scaling as well.

The results show that the lower part of the heart experiences more SI dis-

placement than the upper part during free breathing. With a 1 mm movement of

the top of the hemidiaphragm, the motion of the lower heart ranges from more

than 0.3 mm to 1 mm while its only 0.1 to 0.5 mm for the upper heart. This can

be attributed to the physiology of the heart where the lower part is located in

the pericardium, which is attached to the middle of the diaphragm. Every time

the diaphragm moves in the inferior direction during inspiration, it pulls the peri-
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cardium along with the heart. This, together with the gravity pull on the heart

makes up the majority of the SI translation in the inferior direction. However,

on the duration of the expiration, the upper heart’s motion is restricted by the

physiology around it. The upper part of the heart is anchored to the aorta and

the major pulmonary veins. These connections restrict the upper heart motion

during respiration. The pericardium surrounding the heart is also attached to

the posterior part of the sternum and further limits its movement.

Tracking of the different heart ROIs in free-breathing scout cine scans allowed

for the estimation of affine motion parameters like translation and scaling (SI and

RL). The estimation of the affine parameters was done without further image

processing or segmentation, therefore, it did not require a long calculation time.

The resulting affine motion model showed better accuracy in predicting the heart

motion in 2D as compared to the 1D SI motion model.

Furthermore, the proposed estimation of affine motion parameters has several

advantages compared to previous implementations of affine motion correction.

First, it does not require an iterative search and large matrix multiplications,

which can lead to high computational costs. In addition, it takes into account

the difference in displacement of the upper and lower heart during respiration.

The lower part of the heart experiences more motion than the upper part during

free-breathing. The estimation of the scaling parameters compensates for this

difference in displacement, thus giving a more accurate heart deformation model

as compared to rigid transformation.

The image difference of the transformed 2D images and the original acquired

cine images vary from slice to slice due to the blood intensity variations from

turbulent flow effects and the cardiac gating during the scout scans. Changes in

the shape of the heart, however, still reflected the effects of diaphragm motion

and were predicted by both the SI motion with scaling and affine transformation

model.
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Chapter 4

Respiratory Motion Correction

Simulation Platform

Coronary Magnetic Resonance Angiography has been increasingly used in the

clinical imaging of coronary arteries. It offers sharp contrast between the blood

and the arterial wall and enables a more accurate diagnostic of lesions and arterial

blockage. Since it is a form of MRI, it does not expose patients to radiation, unlike

CT or positron emission tomography (PET). However, CMRA can be adversely

affected by patient motion, more specifically by cardiac cycle and respiratory

motion. Cardiac cycle motion is usually addressed using ECG triggering.

Many studies have been done to compensate for respiratory motion and avoid

image degradation in CMRA. The more common methods are under the prospec-

tive motion correction type, which predict and correct for respiratory motion

during the duration of the scan. These include the navigator-guided, 1D trans-

lation correction [53]. This method tracks the motion of the diaphragm in the

SI direction and uses the fixed correction factor value of 0.6, which indicates the

displacement of the heart, in mm, for every 1 mm movement of the diaphragm.

The method is commonly used in CMRA scanners because it is simple and easy

to implement. However, it treats the heart as a rigid object and does not entirely

describe the respiratory heart motion. Other more recent studies try to correct

for two- and three-dimensional motion [81], [88]. The increase in motion ap-

proximation accuracy consequently increases the complexity of implementing the

method in the MR scanner. More complex methods are not easily implemented in
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scanners because of their proprietary nature. In addition, the more complex the

correction becomes, the more it can add to the possibility of prolonging CMRA

scans, which already take around 20 to 30 minutes for each patient.

In addition, the acquisition of a high quality 3D coronary data depends on

the patient or subject under study. The respiratory motion of the heart is highly

subject-specific. The previous chapter also indicates that there are significant

variability in the motion of the upper and lower heart. These present a problem

during acquisition since the tailoring of correction for each patient can add to

acquisition time. It adds a factor for CMRA clinicians and radiologists to consider

in deciding which is the appropriate and practical correction method for them.

The number of these respiratory motion studies and the complexity of their

implementation make it impractical to test and evaluate them for multiple sub-

jects. A quantitative comparison of these proposed methods is also not available

because these studies used different types of scanners and different subjects. To

clinically evaluate these methods using the same scanner and subjects would be

impractical and time-consuming. Furthermore, the use of clinical scans would

result in other sources of artifacts that affect the image quality of the result-

ing scan like cardiac cycle motion and magnetic inhomogeneities in the machine

[89]. A quantitative comparison should be able to measure the effectiveness of a

motion correction study while eliminating the effects of other sources of motion.

With this, we propose a method to quantitatively compare different respiratory

motion correction techniques, independent of other sources of motion and image

artifacts.

We designed and implemented a CMRA simulation platform that clinicians

can use to compare different respiratory motion correction methods. The simu-

lation software can run in general-purpose computers, so the clinicians does not

have to implement the different methods under evaluation in the actual scanner.

In addition, it can be used to standardize the evaluation of correction meth-

ods. The platform utilizes a patient-based voxelized model with the capacity to

recreate the patient-specific respiratory motion derived from cardiac MR scout

scans.

In terms of using the navigator-guided 1D translation correction, we used the

platform to evaluate different CF candidates to determine which CF can best
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predict a subject’s respiratory motion. We evaluated this method because it is

readily available in most clinical scanners, including the one we used in this study.

4.1. Method

The proposed simulation platform for comparing respiratory motion correction

methods is composed of two major parts, namely, respiratory motion model and

CMRA motion correction simulator. The respiratory motion model recreates the

subject-specific cardiac motion as a function of diaphragm motion. The respira-

tory motion modelling involves tracking and correlating the diaphragm and heart

motion from real 2-D scout scans. The CMRA motion simulator virtually im-

plements motion correction methods to correct the simulated respiratory-induced

motion artifacts on a CMRA scan. The simulation method uses the k -space for-

malism to introduce and correct motion in a reference 3D scan. In addition, the

motion correction simulator includes the quantitative image quality comparison

of the generated scans from different correction methods.

4.1.1 Simulation Platform Algorithm

This section describes the inputs and outputs of the proposed simulation platform

as well as the steps to generate the outputs. Given a set of 2-D MRI scout scans

R = {R1, R2, . . . , RM}, where M is number of 2D image slices, and a reference

3D Coronary MRA image QRef , the goal of the simulation platform is to find the

motion correction method cp from C = (c1, c2, . . . , cZ) that can best predict the

respiratory-induced motion of the heart during the CMRA scan. The simulation

platform process can be described with the following algorithm:

1. Estimate the respiratory motion correlation coefficients from a set of 2D

MRI scout scans.

2. Generate a discrete respiratory waveform with K translation levels from a

randomly-generated sinusoidal wave.

3. Apply spatial transformation to a reference 3D Coronary MRA image,
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QRef , for each translation level yk ∈ Y = {y1, y2, . . . , yK} using the es-

timated correlation coefficients.

4. Acquire the uncorrected k -space data, Qnc, using in-vivo MRI k -space ac-

quisition simulation and by sampling the respiratory waveform.

5. Apply motion correction to the uncorrected k -space data Qnc for each of

the correction methods in C = (c1, c2, . . . , cZ).

6. Transform all the motion-corrected k -space data into 3D CMRA image

data.

7. Assess the effectiveness of each method in C by comparing the resulting 3D

CMRA images using some commonly-used image quality measures.

Steps 1 − 3 of the algorithm above belong to the respiratory motion model

part, while steps 4− 7 belong to the CMRA motion simulator part.

As an example implementation of the proposed system, we used the com-

parison of using different values of the correction factor in respiratory motion

correction. It assumes that a single CF is used to correct for respiratory motion

during CMRA scan, which is the technique commonly utilized in many scanners

today. The values of CF are estimated from the correlation coefficient values

between the diaphragm and heart motion. These values are derived from the set

of time-series 2D coronal scout scans R. The final product of the simulation is

the correction factor CF = cp which gives the 3D data with the highest image

quality in terms of SNR, CNR, vessel length and vessel edge definition.

The following subsections give a more detailed description of the steps in the

algorithm. Subsection 4.1.2 elaborates on how the CC s are estimated. Sub-

sections 4.1.2 and 4.1.2 describe how the respiratory waveform is generated and

the reference scan is transformed, respectively. In addition, the last part of the

Method section details the motion correction simulator, which includes the sim-

ulation of MR k -space data acquisition and motion correction.

4.1.2 Modeling Respiratory Motion

The respiratory motion of the heart involve the contribution of diaphragm, chest

wall, and the physiology of the heart itself. When the diaphragm contracts, if
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Figure 4.1: Motion of the diaphragm and the thoracic cage during respiration. Dur-

ing inspiration, the diaphragm contracts forcing the abdominal contents including the

heart to move downward. During expiration, the diaphragm relaxes, pushing the heart

upwards.

forces the abdominal contents downward and increases the volume of the thorax.

When the diaphragm relaxes, the abdominal contents move upward and the vol-

ume of the thorax decreases with its inward motion (Fig. 4.1). The level of the

diaphragm can move up and down from 10-100 mm during breathing. However,

the diaphragm moves only around 10 mm during tidal breathing [90]. During this

cycle, the heart moves upward and downward together with the diaphragm. The

chest wall also moves upwards and downwards, increasing and decreasing both

the transverse and anteroposterior diameters of the thorax but 180 degrees out

of phase with the diaphragm and heart motion.

Motion Parameter Estimation

The first step in simulating respiratory motion correction is to model the subject-

specific respiratory-induced motion of the heart. This involved tracking the heart

as it moves with the diaphragm during respiration and measuring its correla-

tion coefficients. The tracking was done on a cine scout scan, which is a two-

dimensional, time-series image data showing the heart in the coronal plane. In

order to get the CC values of the heart, six regions of interest (ROI) were tracked

for each image in the cine scan. Diaphragm motion was tracked using a rectan-
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Figure 4.2: Region-of-interest (ROI) motion tracking model for the diaphragm and

heart. The right side shows the tracked location of the diaphragm and the heart

ROI for all images in the scout scan. The tracked locations are used to compute the

correlation coefficient (CC) values.

gular ROI with dimensions of 30 × 10 pixel, placed in the dome of right hemidi-

aphragm (Fig. 4.2). The remaining ROIs were placed along the edges of the

heart to track the superior-inferior (SI) and right-left (RL) cardiac motion. To

measure the displacement, the SI location of the horizontal edge was subtracted

from a fixed reference location. The edge location is detected by computing for

the gradient magnitude of each horizontal line in the ROI and then searching for

the local maxima of the gradient.

Least-squares method was used to determine the edge displacements inside the

ROIs. The measured displacements for each image are then correlated with the

corresponding displacements of the diaphragm. The slope of the linear regression

lines in the correlation graph (i.e. diaphragm vs. heart ROI) was assigned as the

CC value for that region of the heart. The CC estimation part of the algorithm

(Step 1) for the upper (CC upr ) and lower (CC lwr ) heart can be summarized as

shown in Algorithm 4.0.1.
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Algorithm 4.0.1: Estimation of motion parameters.

Data: R = {R1, R2, . . . , RM}.

Result: correlation coefficient ccupr and cclwr.

for m← 1 to M do
place regions of interest (ROIs) in Ri

diaph loc[m] ← measureDiaphragmLocation(Rm)

heUpr loc[m] ← measureUpperHeartLocation(Rm)

heLwr loc[m] ← measureLowerHeartLocation(Rm)

CC upr ← calcCorrelCoef(diaph loc, heUpr loc)

CC lwr ← calcCorrelCoef(diaph loc, heLwr loc)

C ← assignCorrectionFactors(CC upr , CC lwr )

Respiratory Waveform Generation

The time varying parameters in the model were chosen to fit a diaphragm motion

curve for normal tidal breathing (Fig. 4.3). The average respiratory rate for

adults is usually given at 12 breaths per minute or a period of 5 seconds but lies

in the range of 12-20 breaths per minute [91]. For a period of 5 seconds, 2 seconds

of that is inspiration while the remaining 3 is expiration. The amplitude of the

motion curve was set to 10 mm, which indicates the maximum displacement of

the diaphragm during free breathing. The zero level or reference position, where

the diaphragm displacement is equal to zero corresponds to the end-expiration

phase.

To simulate the rhythmic motion of the diaphragm during tidal breathing, we

created an arbitrary sinusoidal waveform with a randomly varying frequency. The

frequency range was set at 0.33 to 0.2 Hz to reflect the average range of respiratory

rate for adults, which is around 12 to 20 breaths per minute. We used a sinusoidal

wave so that we can easily randomize the frequency of respiration. Consequently,

a real data of diaphragm motion (e.g. from respiratory bellows) can also be

used to provide a more realistic waveform shape and frequency variation. The

generated diaphragm waveform is described by the following continuous equation:

diaph(t) = 0.5 cos(
π

Pr

)t + 0.5 cm, 0.20 ≤
1

Pr

≤ 0.33Hz, (4.1)

where Pr denotes the random respiration period (3 – 5 s) and t is the time in
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Figure 4.3: The motion curve of the diaphragm. The curve resembles that of a sinu-

soidal wave with a varying period Pr = 4− 5s (12–15 breathes per minute).

Algorithm 4.0.2: Generation of the discrete respiratory waveform.

Data: diaphragm trans levels Y = {y1, y2, . . . , yK}.

Result: discrete respiratory waveform diaph[].

generate continuous respiratory waveform diaph(t)

assign N as number of discrete samples

for n← 1 to N seconds do
diaph[n]← sampleResWave(n, diaph(t)), where diaph[n] ∈ Y

seconds. The waveform oscillates in the [0, 1] amplitude range, which is set as the

displacement range of the diaphragm from end-expiration to end-inspiration (in

cm). The amplitude range is divided into K discrete levels or positions with each

level having the value of yk, where k = 1 to K. The amplitude of 1 cm is the

default maximum displacement of the diaphragm in the simulation platform but

this can easily be changed into any value, depending on the measured diaphragm

movement of the subject. The discrete respiratory waveform generation procedure

(Step 2) can be summarized in Algorithm 4.0.2.

Spatial Transformation of Reference Image

Since most of the induced motion in the coronary arteries is in the SI direction

and most MR scanners only allows for an SI correction factor, the simulation
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Algorithm 4.0.3: Transformation of the reference image for every transla-

tion level yk.

Data: high-quality 3D CMRA reference scan QRef and correlation

coefficients CC upr and CC lwr .

Result: transformed dataset Q[].

A(sx, sy)← calcScalingParams(CC upr , CC lwr )

v(dx, dy)← calcTranslationParams(CC upr , CC lwr )

for k ← 1 to K do
Tk ← createTransformMatrix(yk, A, v)

Q[k]← applyTransformation(QRef , Tk)

only considered motion in the z-direction. In addition to translation, SI scaling

was included in order to get the effect of different motions in the upper and lower

part of the heart. The affine transformation matrix used to transform the 3D

model has only two parameters, the translation and scaling parameter in the SI

direction while the rest are set to zero.

The translation and scaling parameters were based on the results gathered

in Chapter 3 about the motion of the upper and lower heart, specifically the

correction factors CC upr and CC lwr . In addition to some corrections factors

gathered measured in previous studies, this research also took into account the

possible extreme values of these correction factors as correlation coefficient (Table

4.1). This ensures that the simulation considered a wider range of motion that

the average correlation coefficient. In one example, the motion of the lower heart

was set at 1:1 ratio with diaphragm movement and the upper heart at 0.5:1.

This means that for every 1 mm movement of the diaphragm, the lower heart

moves 1 mm (CC lwr = 1) and the upper heart takes a displacement of 0.5 mm

(CC upr = 0.5).

To simulate heart displacement during respiration, the reference dataset is

first assigned as an undeformed heart located in end-expiration. The simulated

diaphragm motion range is set to the default value of 10 mm, from end-expiration

to end-inspiration. The spatial resolution of the diaphragm movement is 0.5 mm,

which gives a total of 20 diaphragm positions (y1, y2, . . . , y20) for the whole range

of motion, excluding the end-expiration position. For each level yk, the reference
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Table 4.1: Correlation coefficients used to transform the reference dataset.

Upper heart CC Lower heart CC

0.20 0.3

0.26 0.36

0.30 0.5

0.30 0.6

0.30 0.8

0.40 0.65

0.40 0.7

0.50 0.9

0.50 1.0

0.70 2.0

0.80 1.2

image QRef undergoes spatial transformation to generate the transformed 3D im-

age Q[k]. The transformation is done by multiplying each voxel in the reference

image by the transformation matrix Tk. The process of generating the trans-

formed images for each diaphragm translation level (Step 3) can be summarized

in Algorithm 4.0.3.

4.1.3 CMRA Motion Correction Simulator

Acquisition of Uncorrected k-space Data

After each transformation, the the transformed 3D image Q[k] is converted to

k -space data Q[k] using 3D Fast Fourier Transform (FFT). Each of these data in

the k -space dataset is used for simulating the MR acquisition of the uncorrected

data Qnc.

MR image acquisition involves the filling of k -space data. The k -space repre-

sents the spatial frequency information in two or three dimensions of an object.

In an actual MRI scanner, the phase and frequency encoding data is structured

in this k -space grid, which is filled one line (or multiple lines) at a time until the

image is complete (Fig. 4.4). Each point in the sampled waveform corresponds

to a diaphragm position and the simulated 3D dataset was created by getting the
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Figure 4.4: k -Space filling using segmented rectilinear sampling. A set of k -space lines

was filled every heart beat with the k -space data from the sampled diaphragm position

in the respiratory waveform.

k -space data in each of these positions. A complete dataset was generated when

all the k -space lines in the volume were filled.

The k -space data is in Fourier space and contains all the necessary information

to reconstruct an image. It is related to the image data through the Fourier

transformation. Sampling of the acquired signal in MRI is arranged such that

low-frequency signals are at the center of the acquired data and the high-frequency

signals are placed around this center. The rightmost column of Fig. 4.5 shows

examples of a typical uniformly sampled k -space data.

To acquire MRI data in the simulation platform, k -space data acquisition

is performed during each sampled point in the generated respiratory waveform

diaph(t). Figure 4.5 shows that a k -space equivalent Q[k] is acquired for each

transformed image Q[k]. Each point in the sampled waveform corresponds to a

diaphragm position where the k -space line(s) will be acquired. The procedure

mimics an interleaved acquisition in actual MRI, where a set of k -space lines

is acquired in one cardiac cycle using segmented rectilinear encoding. A com-

plete dataset is created when all the k -space lines in the volume are filled. The

acquisition of the 3D k -space data without motion correction (Step 4) can be

summarized in Algorithm 4.0.4.
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Algorithm 4.0.4: Acquisition of Uncorrected 3D k -space.

Data: transformed dataset Q[] and discrete resp waveform diaph[].

Result: uncorrected 3D k -space data Qnc.

for k ← 1 to K do
Q[k]← imageToKspace(Q[k])

Qnc ← sampleKspaceData(Q, diaph[])

Motion Correction Simulation

Once the uncorrected k -space data is generated, a motion correction can be ap-

plied using a correction method and the data on diaphragm displacement posi-

tions used to acquire the uncorrected data.

The platform was used to compare the effect of different correction factors on

the image quality of the resulting simulated scans. First, the motion coefficients

to be used for the simulations were measured for one of the volunteer scans. A pair

of motion coefficients of 0.46 and 0.56 for the upper and lower heart, respectively,

were used for the simulations. Once the motion coefficients were determined, five

different CMRA simulations were generated. A 3D volume data was acquired for

each of the following methods:

1. Acquisition without motion compensation (Qnc).

2. Using the standard correction factor (CF = 0.6).

3. Using CC upr as correction factor (CF upr ).

4. Using CC lwr as correction factor (CF lwr ).

5. Using the mean correction factor (CFmean), the average of CF upr and CF lwr .

To complete the simulation, the 3D images were reconstructed from the k -

space data using inverse-FFT. Lastly, each 3D image was evaluated and compared

to the original scan using a number of image-quality measures.
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Figure 4.5: Method for generating the k -space dataset of the deformed cardiac model for

each respiratory diaphragm position. The range of the respiratory waveform is divided

into k discrete levels or positions and in each level a transformed reference image is

produced. The transformed 3D images are then converted to k -space data using FFT.

The generated k -space data for each diaphragm displacement level are used to create

the simulated CMRA acquisitions.

4.2. Experiments

To measure the correlation coefficients from actual subjects, eight healthy adult

volunteers (5 males and 2 females, age 19 to 35 years) who did not have con-

traindications to MR imaging were enrolled for scout scan imaging. A total of

60 ECG-gated, time-series 2D coronal chest images were acquired per subject

during free-breathing. Images were obtained during the measured cardiac rest

period at end-diastole. All images were taken using steady-state free precession

(SSFP) sequence in free breathing, acquired using a 1.5T MRI scanner (Excelart

Vantage, Toshiba Medical Systems, Tochigi, Japan). The study was approved by

the Institutional Review Board of the Kyoto University Hospital and all subjects
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gave their informed written consent prior to enrolment in the study.

The reference scan used in the simulation was derived from a high-quality

3D coronary MR angiography dataset [92]. The 3D axial volume was acquired

using SSFP sequence and consists of 140 slices acquired with TR = 4.3 ms, TE

= 2.2 ms, slice thickness = 1.5 mm that was reconstructed as 0.75 mm thickness,

acquisition matrix 256 × 168 and reconstructed matrix size = 512 × 496. The

dataset was cropped to remove the background and the neighbouring organs,

resulting to a reduced matrix size of 256 × 168. The segmented heart serves as the

reference image (QRef ) for the respiration-induced deformation and respiratory

gating simulation.

4.2.1 Image Quality Assessment

There were two sets of methods used to assess the quality of the simulated 3D

volume acquired using different correction methods. One measure was done by

getting the absolute image difference between the middle coronal reformatted

slice of the simulated scans and the original 3D reference scan. The SI motion of

the heart as well as the image degradation induced by that motion can be seen

in the coronal plane.

The other evaluation used was introduced by Dirksen et al [41]. They sug-

gested four image quality measures as basis for standardized quantitative assess-

ment of coronary MR angiography images. This approach required the measure-

ment and tracing of the right coronary artery (RCA) from the aortic root up to

its distal end and the acquisition of the MPR. The image quality of the recon-

structed image was assessed using these measures: signal-to-noise ratio (SNR),

contrast-to-noise ratio (CNR), vessel length, and vessel-edge definition or sharp-

ness. The first three are well defined image quality measurements [93, 94, 95]

while vessel edge definition has been defined as how well the borders of a par-

ticular vessel are circumscribed. For this study, the quantitative assessment was

conducted on images acquired using a multiplanar reconstruction (MPR) tool in

an Aze Virtual Place workstation (Aze Inc., Tokyo, Japan).

SNR is one of the important image quality measures of the performance of

a magnetic resonance imaging system. It basically describe the relative contri-

bution random superimposed signals or background noise to the detected image.
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Although there is an intrinsic SNR for a particular combination magnetic field

strength, spatial resolution, and the electrical properties of the subject or patient

being image, it can also be affected by motion artifacts.

To measure the SNR, record the mean signal intensity value and standard

deviation of a small ROI in the most homogeneous area of a tissue or organ

being measured. In vessel image quality, it is a measure that quantifies the signal

intensity of the studied vessel as compared with its noise and calculated using

the formula SNR = Signalblood/Noiseblood. Blood signal was defined as the mean

value of the vessel ROI while noise as the standard deviation (SD).

Figure 4.6: Curved MPR view of the right coronary artery near its origin in the aortic

root (a). ROIfg was used for SNR calculations, whereas ROIfg and ROIbg were used

for CNR calculations. (b) The plot shows the multiple intensity line profiles (b), which

are used to compute for sigma of the fitted Gaussian curve (c). The value of sigma was

used to compute for the vessel edge definition.

CNR reflects the visibility of the vessel as compared to its background or

surrounding tissues. It was measured by placing a region-of-interest on a prox-

imal coronary artery and another on the adjacent perivascular tissues in the

myocardium (Fig. 4.6) and using the following equation:

CNR =
2(Signalblood − Signalmyocardium)

SDblood − SDmyocardium

(4.2)

where SDblood and SDmyocardium are the standard deviation of the arterial blood

and myocardium, respectively.

Vessel-edge definition quantifies how well the borders of a particular vessel are

defined. A low vessel-edge definition potentially results in less accurate diagnosis

of significant lesions. It is based on the calculation of signal gradients across the
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borders of the coronary artery. To measure its value, 20 line profiles were placed

perpendicularly at the proximal part of the RCA (Fig. 4.6). The line profiles

traverses the coronary artery and its two edges. The profile curve represents the

gray level intensities, where the highest values corresponds to the bright blood

inside the arteries.

Analysis was performed by using Matlab 2007b on a Dell Precision T3400

workstation. Computation of the vessel edge definition here, however, is distinct

from the one proposed by Dirksen et al [41]. Instead of using the down- and ups-

lope of the line profile set, a Gaussian curve was fitted into the average of the line

profiles for edge calculation. The average value of all the curves was fitted with

a Gaussian bell curve and the normal distribution parameters were computed.

The end variable which signifies the vessel-edge definition was calculated as 1/s,

where s is equal to the standard deviation of the fitted Gaussian distribution

curve. A small value of sigma corresponds to a steeper slope in the average signal

intensity line profile, thus better vessel-edge definition. A large value means that

the line profile and Gaussian curve has a wide distribution and the vessel edge is

less defined.

The measurements for SNR, CNR, vessel length and vessel edge definition were

presented as mean SD. Comparisons between correction methods were made with

two-tailed paired Students t-test with significance level of 0.05.

4.3. Results

The time-series coronal images acquired during the cardiac rest period under

free-breathing enabled tracking of the upper and lower heart during respiration.

There are wide variations in the measured CC values between subjects observed

during the tracking of the scout scans. There was also a wide variation between

the upper and lower heart motion. Lower heart correction factor ranges from

0.36 to 1.0, while upper heart has values of 0.14 to 0.53. Figure 4.7 shows the

measured correlation coefficient values for all the scanned volunteers.

In the simulation experiments, image artifacts such as ghosting and image

blurring occurred when data was acquired without motion correction. Conse-

quently, significant reductions in motion artifacts were observed when the cor-
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Figure 4.7: The measured correlation coefficient (CC ) values for all the volunteer scans.

CC upr and CC lwr indicates the translation of the upper and lower heart, respectively,

for every 1 unit translation of the diaphragm. While CCmean refers to the average of

the two aforementioned values.

rection methods were employed. The simulation results also showed significant

variations in image quality from the different motion compensation methods used.

4.3.1 Coronary Artery Visualization

In Fig. 4.8, the proximal and distal cross-sections of the right coronary artery

in show the effects of the different correction methods in the visual quality of

the RCA. The figure shows the RCA cross-sections for both the simulated and

clinical scans to validate the result of the simulations with that of an actual scan,

with CC upr = 0.46 and CC lwr = 0.56. The proximal cross-section was taken near

the root of the RCA in the aorta while the distal cross-section was acquired from

the main RCA vessel in the posterior region of the right ventricle. The columns

(left to right) indicate the motion correction method used; namely, no motion

correction, CF upr , CFmean , CF lwr , and standard correction factor (CF = 0.6).

The first column of Fig. 4.8 shows that the visibility of the coronary cross-
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Figure 4.8: Shown are the cross-sections of the right coronary artery from the simulated

(upper two rows) and clinical scans (bottom two rows). The first row of the simulated

and clinical scan corresponds to the distal cross-section of the artery while the second

row of each scan shows the proximal cross-section. The columns lists the motion cor-

rection methods used in the scans; namely, no motion correction (A, F, K, P), CF upr

(B, G, L, Q), CFmean (C, H, M, R), CF lwr (D, I, N, S), and standard correction factor

(E, J, O, T).

section is almost zero if there is no correction used. The use of the upper heart

correction factor (CF upr ) results to a good vessel definition of the proximal RCA

(Fig. 4.8(G, Q)) but gives a barely visible distal cross-section (Fig. 4.8(B, L)).

On the other hand, employing the lower heart correction factor (CF lwr ) gives a

relatively better image quality in the distal part (Fig. 4.8(D, N)) and but worse

in the proximal cross-section (Fig. 4.8(I, S)). The image quality of the coronary

cross sections resulting from CFmean is between that of the CF upr and CF lwr .

Of the four correction factors used, the standard correction factor generally gives

the worst image quality, especially with respect to the proximal RCA (Fig. 4.8(J,

T)). This is because its value is relatively far from the value of the actual CC upr

(0.46). The results also show that the relative effects of the different correction
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methods are consistent for both the simulation and actual clinical scan.

The results of the simulated scan image quality assessment for four selected

sets of motion coefficients are shown in Fig. 4.9. The four sets of coefficients

(CC upr/CC lwr) shown are 0.7/2.0, 0.5/1.0, 0.3/0.6, and 0.26/0.36. The five

columns for each set of motion coefficients are the methods used in the simu-

lation studies. The trend shows that the amount of image artifacts gets higher

as the respiratory-induced cardiac motion increases (i.e. correlation coefficient

values increase). The highest set of values for correlation coefficients used, which

are CC upr = 0.7 and CC upr = 2.0, yielded the lowest image quality. Generally,

the mean correction factor (CCmean) gave the highest image quality regardless of

coefficients used.

4.3.2 Simulation vs. Reference Scan

In order to compare the effect of motion across one slice, the image differences

between the middle coronal slice of the reference scan and the simulated scans

for correlation coefficient pair of 0.5/1.0 (CC upr / CC lwr ) are shown in Fig. 4.10.

It shows the effects of using different correction factors on the image quality at

different areas of the heart. Compared with the reference image slice (Fig. 4.10A),

the image without motion correction (Fig. 4.10B) experienced the most difference

(i.e. image distortion). In Fig. 4.10F, the bulk of the image difference and thus

the residual motion artifact between the simulated slice and using the standard

correction factor was highlighted. Since the correlation coefficient values used to

transform these images are 0.5 and 1.0 for the upper and lower heart, respectively,

the standard CF mostly corrected for motion in the upper heart since its value is

closer to CC upr . Using CF = CC lwr results in residual motion artifacts around

the upper region of the heart. In contrast, motion artifacts were not concentrated

on any part of the heart when using the mean correction factor CFmean . The mean

correction factor gives the smallest difference from the reference image. This is

confirmed by the results of the paired t-tests done between the results of using

the mean correction factor and the other compensation methods, where the P

value ranges from 8.2× 10−7 (no correction) to 4.0× 10−5 (using CF lwr ).
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Figure 4.9: The measured image quality in terms of signal-to-noise ratio (A), contrast-

to-noise ratio (B), vessel edge definition (C) and vessel length (D) for a number of

simulations using different combinations of upper and lower heart correlation coeffi-

cients. The set of columns labelled 0.7 / 2.0 means that the simulation values for the

upper heart (CC upr ) and lower heart coefficient (CC lwr ) are 0.7 and 2.0, respectively.

The five individual columns for each set correspond to the methods used in the respi-

ratory motion correction, namely, no motion correction, using CF upr , CFmean , CF lwr ,

and standard correction factor (CF = 0.6)

4.3.3 Simulation vs. Clinical Scan

Validation of the simulation results was done by comparing the image quality

of the simulated images with those of the actual clinical scans acquired using

the same correction factors. Figure 4.11 shows the measured CNR values for

the proximal (upper) and distal (lower) portions of the coronary artery for all

the motion correction factors used. The measured upper and lower heart motion

coefficient for the subject are 0.46 and 0.56, respectively. Results indicated that

the proximal coronary artery image has a comparatively poor CNR when the

lower heart correction factor is used and vice versa. The factor CFmean , on

average, gave the best CNR for all the factors used while the use of the standard
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Figure 4.10: By getting the coronal slice of the 3D image, the effect of respiratory

motion on image quality and visibility of the distal RCA can be shown (top row).

The middle coronal slice of the reference data (A) was compared with the simulated

scans without motion correction (B), with CC upr (C) and with CFmean (D). The image

difference between the reference slice and simulated slice without correction (E), with

CC upr (F) and with CFmean (G) are also shown.

Table 4.2: The average CNR values for the each correction factor used in the simulation

and actual scans. The values for CF upr , CFmean and CF lwr are 0.46, 0.51 and 0.56,

respectively.

Correction Factor

Measure CFupr CFmean CF lwr 0.6

Simulation 299.22 340.24 293.11 192.46

Clinical 191.22 191.86 155.80 130.90

correction factor (0.6) gave the worst. This trend is consistent for both the

simulation and the actual scans as shown in Fig. 4.11b. Table 4.2 summarizes

the mean CNR values for the four different correction methods used. Acquisitions

using the mean correction factor showed the highest CNR for both the simulation

(340.22) and the actual scan (191.86).

The same observation is applicable to the results of the vessel edge defini-

tion measurements (Fig. 4.12. The trend in the simulation scan showed high

correlation with that of the clinical scans (P = 0.038).
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4.4. Discussion

A critical aspect of choosing a respiratory motion correction method or motion

parameter is its impact on the resulting MR image quality. This is evident espe-

cially in the case of coronary imaging like CMRA where a small difference in the

respiratory gating can have adverse effects in the detection of lesions or block-

ages. However, the comparative effectiveness of the available correction methods

is difficult to evaluate using actual MR scans. This is due to the difficulty in

obtaining a ground truth, an assessment not effected by other sources of artifacts

like cardiac cycle or magnetic field noise. Thus, we proposed an alternative, to use

simulation as a tool and realistically recreate the data acquisition process during

an MRI scan. The results of the experiments demonstrated that the simulation

platform can be used to induce respiratory motion in the image and simulate the

application of different motion correction methods.

The image-quality measures showed the effects on image quality of the respi-

ratory motion correction factors used. These factors are translation coefficients

simulating the use of the subject-specific navigator-guided techniques, which are

prevalent in clinical CMRA scans. If the SI motion of the heart due to diaphragm

motion is significantly less than 0.6, using the standard correction factor over-

estimates the motion, thus increasing the induced motion and decreasing image

quality. This poses a significant drawback of using the same correction factor

for all patients since in cases of minimal respiratory motion, it adds rather than

correct motion. Additionally, the increase from the uncorrected data in terms

of SNR (P=0.0091), CNR (P=0.0009) and vessel edge definition (P=0.0087) is

highest when using the mean correction factor.

Aside from the dominant SI motion during respiration, displacement in other

directions was also observed. However, the measured values from the volunteer

scans were very small compared to SI motion. The measured right-left (RL) CC

also have low correlation with diaphragm motion (average R2<0.4). This may

be due to the fact that our tracking method is not robust enough to locate the

specific ROI edge as it moves in the SI direction. Unlike the case for the tracking

the horizontal edge in the SI direction, tracking the vertical edge as it moves in

the RL direction presents more challenges because of the dominant SI movement.

We plan to improve on the robustness of our tracking method in order to provide
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Figure 4.11: Contrast-to-noise ratio (CNR) measurements for the simulation and ac-

quired clinical scans. The CNR was measured for both the upper and lower part of the

heart. The trend of the CNR measurements were consistent for both the simulation and

actual scan. The scan acquired using the mean correction factor (CF = 0.51) gave the

highest average CNR between upper and lower heart CNR values while the standard

correction factor (CF = 0.60), which is higher than the measured upper (CF = 0.46)

and lower (CF = 0.56) factors, gave the lowest.

a more accurate estimation of correlation coefficients.

Using the platform for CMRA scans with the prospective 1D respiratory mo-

tion correction method may help in improving output image quality. A clinician

can test different CF values in the simulator and determine which one would be

the most suitable for a certain subject or patient. This subject-specific CF can

then be used to replace the standard correction factor to acquire a better-quality

CMRA image.

The current modelling of respiratory motion involves the tracking of 2D mo-

tion only. Tracking the 3D motion is also possible although it would present

challenges because two planes has to be tracked (coronal and sagittal). The 3D

compensation may also be impractical to implement in most scanners.
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Figure 4.12: The vessel edge definition measurements for the simulation and actual

clinical scans. The trends show a high correlation between the simulated and actual

results (P = 0.038).

The hardware capability of MR scanners is still one of the main restrictions

in the implementation of respiratory correction methods. Different models from

different manufacturers offer varying technical challenges in addressing motion

artifacts from respiration. For this reason, self-gating methods using image-based

tracking are gaining acceptance since it can be applied to most MR scanners

without significant hardware changes. Future work will include the evaluation of

these self-gating approaches and also further validation using additional clinical

MR scans.

4.5. Conclusion

This study demonstrated an overview of a simulation platform for MR respiratory

motion correction. The model can be used to evaluate different motion correc-

tion techniques without the need to perform actual scans, which are subject to

other sources of image artifacts aside from respiratory motion. The results of the

simulation experiments showed high correlation with those of the actual scan.
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This reflects the capability of the simulation platform to recreate the effects of

respiratory motion in CMRA scans. The system also allows the flexibility to test

different parameter estimation algorithms and MR k -space image reconstruction

methods.

The simulation platform can be used to generate simulated scans for differ-

ent respiratory motion parameters. The resulting scans can then be compared

using a quantitative approach to measure their image quality and the visibility

of coronary arteries. The subject-specific parameter that gives the highest image

quality may be used in an actual CMRA scan to give a good-quality image of the

coronary artery.

Although the simulator functions well in its current state, several issues remain

to be addressed. Additional parameter estimation and more advanced k -space

reconstruction techniques would be useful. Furthermore, there are many possible

improvements that could help improve the overall realism of the output. With

more features, we are confident that this simulator can be modified to evaluate a

wide variety of cardiac motion correction algorithms.
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Chapter 5

Intensity Standardization

5.1. Introduction

The acquisition of scout cine scans is important in determining the subject-specific

motion of the heart during respiration. In the method discussed in the previous

sections, the respiratory motion of the heart is determined by tracking the edge of

the diaphragm and the endocardium. This requires a consistent contrast between

the liver and air for the diaphragm and blood and endocardial wall in the heart

to have a good approximation of the heart motion. If the contrasts in the cine

images are not consistent, it might have adverse effects on the estimation of the

correction factor.

Unlike CT scan, MRI does not have a predefined intensity ranges for different

anatomical regions. There are no defined intensities for the myocardium, epi-

cardium or the blood inside the heart chambers. Different scanners may result

to different intensities for the same region of the heart. In the case of acquiring

scout scans for CMRA, cardiac and respiratory motion can also affect image in-

tensity distributions. These differences in the intensities between image slices for

the same anatomical is referred to as intensity variations.

To address the problem of intensity variations in the MR scans, we proposed a

method to standardize the intensity distributions for all the slices in the acquired

scan. The following sections give the details of the intensity standardization. We

used diffusion-weighted MR imaging (DWI) for the test images since it is one of

the imaging techniques that is highly susceptible to intensity variations. Intensity
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variations are more observable in DWI than in SSFP scans, which is used for the

motion tracking.

5.1.1 Intensity Standardization

The visualization and analysis methods of MR images requires the use of certain

parameters. The one possible exception would be if the assessment is done by

manual method wherein the human knowledge can be thought of as parameters.

However, manual assessment such as the segmentation results of two physicians

can differ significantly because of factors like differences in their training or their

analysis. Observer bias is impossible to remove when using manual observation.

It is also time-consuming and less feasible when it is used to evaluate a large

number of scans. Setting the values of the parameters for an automated method,

on the other hand, becomes difficult without the same protocol-specific intensity

meaning. There is a need for the intensities to be the same for each tissue class

during automated visualization and analysis to ensure efficiency and this can be

achieved using intensity standardization.

Intensity standardization has very important applications in a variety of med-

ical imaging applications such as disease diagnosis, image segmentation, registra-

tion, and quantification [96, 97, 98]. It is especially crucial in studying MR data

since MR image intensities do not possess a specific tissue assigned to it even in

images acquired for the same subject, on the same scanner, for the same body

region, and using the same pulse sequence [99]. It can also improve the anal-

ysis of data affected by motion such as cardiac imaging, where signal intensity

variations can arise from respiratory motion or residual cardiac wall motion. In

the study of myocardial infarct in patients, Fisher et al [100] observed that there

are variations of signal intensity across the myocardium that is not indicative of

a damaged myocardium. This problem may pose restrictions in the evaluation

of cardiac wall and viability since quantitative image analysis of the heart such

as segmentation and registration depends mostly on uniform intensity values for

normal and infarcted tissues.

Previous attempts have been made to calibrate MR signal characteristics dur-

ing acquisition using phantoms [101, 102]. The real-time calibration though, en-

tails additional acquisition requirements that can complicate the imaging and
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increase scan time. Therefore, an alternative that uses post-processing can be

more attractive because such methods would not only make acquiring images

simpler but also make it possible to process the already acquired data. A number

of algorithms were developed to deal with bias field correction after data acqui-

sition [103, 104]. However, these methods do not solve the problem of assigning

specific meaning to image intensity values. Thus, a certain intensity value of the

same or different patient cannot be associated to a specific anatomical meaning

and standard presets cannot be used to visualize certain organs or tissues. These

reasons lead to other studies that deal with inter-scan intensity standardization.

Some of the first published intensity standardization methods made use of 1D

histograms [105]. The basic idea is to find a mapping of landmarks that deforms

the intensity histogram of an input image so that it matches that of a reference

histogram. First, they detected landmarks based on percentiles on the input and

reference histograms. Then a continuous intensity mapping was created by doing

linear interpolation between respective landmark points. Another histogram-

based method was proposed by Hellier [106], where a mixture of Gaussians was

estimated to get the histogram. The fitting was done by aligning the mean

intensities of the tissues. This approach, however, is only applicable to the head

region and highly dependent on the Gaussian fit.

Jager et al [107] introduced the use of joint histograms for intensity standard-

ization. The normalization was achieved by finding a deformation of the joint

histograms between two sets of images while minimizing a distance measure.

Each of these histograms is at least two-dimensional and contains the informa-

tion of two or more MRI sequences. The method treated the process similar to

a nonrigid image registration, where the joint histograms serve as the input and

reference images. However, this approach was only done on T1- and T2-weighted

sequences, which almost has the same spatial features. The study has not also

been conducted on a pair of sequences with a large difference in spatial features

and the number of gray values such as the one between diffusion-weighted and

T2-weighted images.
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5.1.2 Diffusion-weighted MR Imaging

Magnetic resonance imaging offers some major advantages compared to other

modalities. One of this is its ability to discriminate between tissues using their

physical and biochemical properties. Diffusion-weighted MR imaging adds to con-

ventional MRI the capability to probe the tissue structure at a microscopic scale

through the movement of water molecules. The motion of the water molecules are

influenced by the physical orientation of tissue structures and the concentration

of cells in which they are part of. Figure 5.1 shows how the concentration of

cells affects the magnitude of water diffusion. Consequently, in tissues with large

number of fibers such as cardiac and brain matter, the water diffusion moves

fastest along the fiber length orientation and slowest in the direction perpen-

dicular to it. In tissues with few fibers, water moves nearly isotropically. The

capability of DWI to image how water diffuses in tissues provides an intricate

3D representation of tissue composition, architecture, and organization. Addi-

tionally, changes in these tissue properties can be attributed with processes that

occur in their development, degeneration, disease and aging [108, 109]. Gupta et

al [110] used DWI to search and quantify the extent of lesions seen on the T2

and fluid-attenuation inversion recovery (FLAIR) images in patients with chronic

traumatic brain injury with and without epilepsy. It has also been shown that

DWI can help determine the malignancy of tumors [111]. Koh et al [2] demon-

strated the use of whole-body DWI for tumor detection and characterization and

for the monitoring of response to treatment. They have also shown its ability to

predict treatment response to chemotherapy and radiation treatment.

The diffusion of water molecules in tissues over time interval t can be described

by a probability density function pt(r), which gives the probability of water dif-

fusing by r. Since pt(r) is largest in the direction of least resistance and smaller

in other directions, the information about the density function reveals the fiber

orientation of the tissues.

The DWI echo signal s(q) can be computed from the density function pt(r)

through Fourier transformation (FT) with respect to the sensitizing gradient q

by

s(q) = s0

∫

pt(r)e
−iq·rdr, (5.1)
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Figure 5.1: The difference in magnitude of water diffusion in a high (A) and low (B)

cell concentration environment. The water molecules (black circles with arrows) within

extracellular space, intracellular space and intravascular space all contribute to the

measured MR signal. In the less cellular environment, the relative increase in extracel-

lular space allows freer water diffusion than in a more compact environment. Defective

cell membranes (B) also allow movement of water molecules between extracellular and

intracellular spaces.

where s0 is the MR signal in the absence of any gradient. Therefore, pt(r) can be

estimated from the inverse FT of s(q)/s0.

The sensitivity of the DWI sequence to water molecule motion can be varied

by changing the gradient amplitude, the duration of the applied gradient, and

time interval between paired gradients. On clinical scanners, the diffusion sensi-

tivity can easily be changed by modifying the parameter known as the b value,

which is closely related to the gradient amplitude. Water molecules with a large

degree of motion or a large diffusion distance will show signal attenuation with

small b values (e.g. b = 50-100 s/mm2). By contrast, large b values (e.g. b =

1000 s/mm2) are usually required to image slow-moving molecules or small dif-

fusion distance since these show more gradual signal attenuation with increasing

b values.

DWI is typically performed using at least two b values (with b0 = 0 s/mm2

and other b values from 1 to 1000 s/mm2) to enable meaningful interpretation.

The attenuation of signal intensity on images obtained at different b values gives
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Figure 5.2: An example of a diffusion-weighted MR images containing liver metasta-

sis. The images are obtained at different b values show large heterogeneous metastasis

within right lobe of liver. Necrotic center of metastasis (squares) shows attenuation of

signal intensity with increasing b values, indicating less restricted diffusion. By com-

parison, rim of tumor (rectangles) is more cellular and shows little signal attenuation

with increasing b value [2].

the characterization of tissue water diffusion. For instance, in a heterogenous

tumor, the more necrotic fraction of the tumor will show more signal attenuation

on high b-value images because water diffusion is less restricted. Conversely, the

more solid tumor areas will show relatively high signal intensity (Fig. 5.2).

One of the pitfalls of using DWI, as with other MR protocols, is that it suffers

from severe magnetic inhomogeneities that result to intra-scan intensity variations

for the same tissues. This is apparently more so when imaging the abdomen

using single shot echo planar imaging (EPI) sequence, which gives images with

low signal-to-noise-ratio. The EPI technique allows the DWI of the abdomen

with fast imaging times minimizing the effect of gross physiologic motion from

respiration and cardiac cycle. However, EPI images has the limitations of low

resolution in addition to susceptibility artifacts from field inhomogeneities. This
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makes the image intensity corrections even more difficult for DWI images acquired

using EPI.

The contribution of this paper is the standardization of DWI images using

joint histograms. The joint histogram is composed of DWI and T2 image. The

method is the only approach that deals with abdominal DWI scans. In addition,

even though T2 images were used jointly with DWI images, other protocols can

also be used. The introduced method is independent of the region of interest and

can further be applied to whole body DWI.

The standardization of the DWI images are done as an initial step in the

registration of DWI and T2-weighted abdominal images. The acquisition of ab-

dominal DWI is limited by the motion artifacts contributed by the respiratory

and cardiac cycle. The ultra-fast EPI acquisition itself cannot account for the

very sensitive nature of gradient sensitivity that the intensity standardization af-

ter the acquisition of DWI images is crucial in overcoming the low signal-to-noise

ratios.

5.2. Method

The intensity standardization involves the mapping of the intensities of a set of

paired current images U = (UT2, UDW ), where the paired images are acquired

using T2-weighted and diffusion-weighted imaging, respectively. This set of input

images is mapped into a reference pair R = (RT2, RDW ) so that a same tissue class

in both sets will have the same intensity value. The mapping can be achieved by

the minimization of the distance between the probability density function (pdf)

of the joint histogram of the two pairs of images [107]. Since DWI images suffer

from low signal-to-noise ratio and cover a fewer number of gray values compared

to other MR protocols (e.g. T2), no complete registration of the joint histogram

pdfs is possible (i.e. the difference can not be zero). This is also true because

the volume and anatomical information of tissues differ for interpatient as well as

intrapatient measurements. When the joint histograms are treated as images, the

process can be treated as a non-rigid image registration. Ideally, we are looking

for a transformation u: Rd → Rd such that the reference image pR and input

image pU are similar regarding a certain distance measure D.
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5.2.1 Data Acquisition and Joint Histogram Computation

Two sets of 3D coronal abdominal scans were acquired using T2-weighted imaging

and DWI for six subjects. Both of the scans has an FOV of 50 cm × 34 cm (RL

× SI) with 66 slices of 3.5 mm thickness. The matrix size for the T2 data is 192 ×

320 and 144 × 98 for DWI, which were interpolated into 472 × 320 and 144 × 98,

respectively. This means that the interpolated dataset for T2 images has a slice

thickness of 1.1 mm while the DWI retains its 3.5 mm thickness. The volumes

were acquired in interleaved mode with odd and even slices. The T2 images were

automatically reordered and unified as a single volume while the DWI images

were stored separately for odd and even folders. In terms of spatial location, the

first and second slice of the T2 volume dataset corresponds to the first slice of

the odd and first slice of the even DTI volume, respectively.

The T2 images were obtained using Fast Spin Echo (FSE) sequence in free

breathing with TR = 4200 ms, TE = 90 ms, and parallel factor of 2. The DWI

images were acquired using DSE-EPI with TR = 5000 ms and TE = 75 ms,

and parallel factor of 2. For the DWI data, volumes were acquired for b = 0

s/mm2 (b0) and b = 1000 s/mm2 (b1000). The T2 and DWI sequences were done

in a 1.5T Excelart VantageTM MRI scanner (Toshiba Medical Systems, Tochigi,

Japan).

As seen in the images in Fig. 5.3, the distortion of the b0 and b1000 is severe

compared to the T2 images. The distortion is brought by two main factors,

namely, the EPI acquisition and the diffusion weighting of b = 1000 s/mm2. The

majority of the distortion though comes from EPI. There is not much tissue data

in the b0 and the noise in b1000 overlaps with the detected tissue diffusion. This

prompted us to use only the b0 together with the T2 images for the intensity

standardization.

Once the data volumes were acquired, an arbitrary patient data was chosen

as a reference and the rest were assigned as the input datasets that need to

be intensity standardized to the reference. The joint histogram H(a, b), where

entry is the number of times an intensity a in one image corresponds to intensity

b in the other, was computed for the reference pair and the input pairs. For

the reference histogram, H(RT2(i), RDW (j)) denotes the number of occurrences

when the reference T2 pixel is gray level i and the corresponding DWI pixel is j.
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Figure 5.3: The abdominal T2, DWI b0 and b1000 images for subject 3 (top) and

subject 5 (bottom). The DWI images are distorted, especially the images where b =

1000 s/mm2 (b1000). There are spatial distortion with the b0 images as indicated by

the presence of the curved spinal column (arrows).

Therefore, the reference joint histogram density function pR(i, j) can be solved

by

pR(i, j) =
H(RT2(i), RDW (j))

n×m
0 ≤ i < K | 0 ≤ j < L (5.2)

where n × m is the total number of pixels, K and L are the total number of gray

levels in the T2 and DWI image, respectively. A similar computation was done

to get the density function pU of the input images.

Prior to registration, pre-processing of the images and joint histograms was

done to improve the results of standardization. The image intensities were scaled

due to the large difference in the number of gray values between T2 and DWI

images. Combinations of background pixels in which both gray values in the

joint histogram bin are less than 10 (i, j < 10) were also removed by applying
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a threshold to the joint histogram range. Finally, outliers were removed that

resulted to about 98% of histogram points being used.

To make the method independent from anatomical and histogram shape dif-

ferences, the whole joint histogram volume was divided into partitions. Each

partition has equal number of joint histograms, which were added together to

form one histogram. The sum was then divided by the total number of histogram

points to get the joint histogram average of each partition. Figure 5.4 illustrates

the partitioning done on the joint histogram data.

partition

n 1 n 2 n n

Figure 5.4: Partitioning of the series of input (moving) and reference histograms into

sets. The joint histograms were derived from the image pair of T2 and DWI images

and have a total of 66 each for the input and reference. The 66 joints histogram is

divided into n number of partitions (e.g. n = 3) and all the histograms in the partition

are added together.

All experiments were conducted on the Matlab 7.4 environment on a Dell

Precision T3400 workstation. For the curvature-based registration, the Matlab

classes from Flexible Algorithms for Image Registration (FAIR) were used.
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5.2.2 Intensity Standardization

The search for gray scale value mapping during intensity standardization can

be treated as an image registration. Image registration can be summarized as

the problem of finding an optimal geometric transformation between a reference

image A and input image B so that the transformed input image is similar to the

reference with respect to a distance measure D. Here, we assigned the reference

image A to the pdf pR representing the two-dimensional density function of R

and similarly B = pU , the density of U .

For the distance measure, sum of squared distances (SSD) is sufficient enough

to be used in this paper since the function values of both pdfs have equal meaning.

The registration problem can be solved using the approach introduced by J.

Modersitzki [112] and formulated as

T [pR, pU ; u] = D[pR, pU ; u] + αS[u], (5.3)

where S represents the smoother and the factor α defines the influence of the

smoother on the objective function. The smoother used in this paper is a

curvature-based regularizer, also introduced in [112]. The distance measure based

on SSD can be computed by

DSSD[pR, pU ; u] =
1

2

∫

Ω

(pU(i)− pR(i))
2di. (5.4)

It calculates the distance between the functions relative to their function values

at a position i, with Ω = [0, 1]n representing the image domain.

The curvature-based smoother is defined by Neumann boundary conditions

and can be expressed by

Scurv[u] =
1

2

n
∑

l=1

∫

Ω

(∆ul)
2dx, (5.5)

with ∆ as the Laplacian operator. A Gateaux derivative has to be applied to the

objective function T , which is a first-order variational problem. The optimization

problem can then be solved using Euler-Lagrange resulting to

dScurv[u]− fSSD(i, u(i)) = 0 for all i ∈ Ω. (5.6)
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The desired result of the optimization problem is the deformation function

u: Rd → Rd. Likewise, the technique used is multi-level, matrix-free image

registration. The whole method can be summarized by the following steps:

Input: Given two pairs of T2 and DWI images, UT2 and UDW for input pair

and RT2 and RDW as reference.

Output: The deformation or mapping function u between the input images or

a lookup table (LUT) that stores the standardizer τP .

1. Compute the joint histogram HU and HR.

2. Separate the series of joint histograms into a number of partitions to nor-

malize and reduce the number of registrations.

3. Determine the intensity density function pU and pR from the joint his-

tograms.

4. Calculate the distance measure DSSD.

5. Register pU to pR while minimizing T [pR; pU ; u] + αS(u).

6. Map the intensity value of every pixel pair in pU using the deformation

function u to get the output mapping in an LUT τp.

5.3. Results

The experiment was evaluated using partitions in the PI direction of the his-

togram dataset. All the joint histograms in the partition were added together

and the pdf of the total was computed. There were different number of partitions

used to determine which one offers the most reduction in the difference between

the input pdf and the reference. Each reference and its corresponding current

partition were registered independently. An sample partitioned pdf set where

the total data pdf were divided into 6 partitions is shown in Fig. 5.5. The fig-

ure shows the difference in the concentration of the joint histogram, indicating
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Figure 5.5: The reference (A) and input (B) probability density function (pdf) of the

summation of histograms using six partitions. These pdfs belong to the fourth partition

(summation of joint histograms 34-44).

the intensity variations between input and reference images. Different number of

partitions was used in the evaluation.

To compute the effect of registration on the input histogram, its difference

with the reference histogram was computed using SSD. The SSD distance is ex-

pressed as d. The smaller the difference means that the registration made a

better transformation of the input histogram to fit that of the reference, meaning

a more effective intensity standardization. The large anatomical differences and

large deformations in the DWI images make voxel-wise evaluation not ideal. In-

stead, the quality measure used was the relative distance between the reference

and the current histogram before and after standardization. The measure q, is

expressed as

q =
dafter
dbefore

× 100 (5.7)

where dbefore and dafter are the distance between input and reference histogram

before and after registration, respectively.

Figure 5.6 shows the graph of relative distance between input and reference

pdf with respect to the number of partitions. Six number of partitions were tried,

1 combined data, 3, 6, 9, 11, and 15 partitions. The one where all the data were

combined in one partition gives the biggest difference between input and reference

pdf, thus the biggest intensity variations. The difference was almost 75%. The 3
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and 6 partitions, on the other hand gives the best intensity standardization result

with only 41% relative distance between input and reference pdf.

Figure 5.6: The graph shows the relative distance between the reference and current

histograms with respect to the number of standardization partitions used in the inten-

sity standardization. The optimal number of partitions (i.e. one with least difference)

are 3 and 6. This means the use of 3-6 partitions offer the most similarity between

input and reference pdf after image registration.

5.4. Discussion

The method used for inter-slice intensity variation reduction used the combined

histogram of a pair of images instead of using a single reference or input image.

It also uses spatial information between the set of images to estimate the linear

mapping between the intensities of the adjacent slices. In intensity standardiza-

tion, the common problem that complicates its application is the task of getting

the corresponding locations between the input image and the reference. With the

use of joint histogram, however, the two sets of images for the same patients give

the same location for tissues and organ. Thus, the joint histogram includes the

unique correspondence of a tissue class in T2-weighted and DWI images. This
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correspondence incorporates a spatial information on the tissues and organs char-

acterized by those intensity level combinations. It can then be used to correct

intensity variations in other scans without having to align landmarks in the input

images and the corresponding template images.

The results of the experiment show that it is best to use between three to six

partitions to get the optimal intensity standardization. Increasing the number of

partitions will make the estimation of pdfs unreliable. On the other hand, fewer

partitions means the standardization is affected by inhomogeneities and small

structures are bypassed in the registration.

The use of SSD as distance measure made it possible to reach a relative

distance of q = 0.4122 as shown in Fig. 5.6. This means an almost 60% reduction

in the distance between the joint histograms. Achieving higher results, on the

other hand is not possible due to the anatomical differences between datasets and

the deformations present in the DWI images.

With this method, it is possible to make the intensities of the heart anatomical

regions consistent for all slices in the cine scout scan. This can improve the accu-

racy of the automatic computation of the subject-specific respiratory correction

factors to be used in the CMRA scan.
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Chapter 6

Conclusion

Coronary MR angiography presents a non-invasive and efficient way of detecting

blockages and lesions in the coronary artery. This capability can help detect the

severity of the coronary artery disease and aid physicians in giving diagnostics.

However, CMRA does not come without its limitations. Respiratory motion

during scan can produce artifacts that adversely affect the quality of the CMRA

scan. Consequently, the visibility of the coronary artery and its lesions are also

affected. To address this, this paper discussed methods that can help minimize

the effects of respiratory motion. The first solution is the use of subject-specific

correction factors from the tracking of the heart motion. The second is the use of

a simulation platform to evaluate different respiratory motion correction methods

and their effect on the CMRA acquisition. With the simulation platform, it is

possible to evaluate the correction methods without the effects of other sources of

image artifacts like cardiac cycle or magnetic inhomogeneities in the MR scanner.

6.1. Subject-specific Respiratory Motion Correc-

tion

The use of navigator gating to correct for respiratory motion in CMRA scans is

one of most commonly used techniques by clinicians today. However, most scans

rely on the use of a fixed correction factor that assumes that the SI motion of the

heart is a factor 0.6 of the diaphragm motion. This fixed correction factor does
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not take into account the motion variations between patients. The acquisition of

a patient-specific correction factor offers a more accurate way of estimating the

respiratory motion of the heart. We presented a method to estimate the upper

and lower heart correction factor by tracking the upper and lower endocardium,

respectively. Results showed that using the average of these two correction factors

gives the best image quality compared to using either of the two or the fixed

correction factor commonly used in clinical scans.

6.2. Respiratory Motion Correction Simulation

Platform

This study demonstrated a simulation platform that can be used to simulate

respiration-induced cardiac motion and the subsequent respiratory gating. The

simulation was done to compare the effectiveness of different respiratory motion

correction methods and the use of different motion correction factors or parame-

ters. The initial part of the study confirmed that there is intersubject variability

in heart motion. There is also a significant difference in the motion of the upper

and the lower heart during respiration. The simulation platform was used to eval-

uate the effects of using the correction factors acquired in the cine scan and other

respiratory motion correction methods like the affine motion correction. The ac-

tual acquisition of a CMRA scan and motion correction is simulated for all the

methods. The simulation platform includes a set of image quality assessments

to quantitatively measure the resulting scan for each correction method. This

enables the evaluation of different respiratory motion correction methods with-

out other sources of motion artifacts. Comparison of the image quality results

for different correction parameters shows good correlation between the results of

the simulated scans and that of the actual CMRA scan. The simulation and

subsequent quantitative comparison allows for the estimation of subject-specific

respiratory motion correction parameters that can be used in an actual CMRA

scan.
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6.3. Future Work

Although the software and implementation are sufficient for the objectives de-

scribed above, there are some additional features that will be added for this study.

For the subject-specific tracking of the heart, a 2D motion estimation from the

cine images is desired. A non-rigid image registration of the cine slices to esti-

mate the motion between slices will be added as one option in the heart motion

tracking. For the simulation platform, a number of k-space image reconstruction

techniques will also be added, including the most commonly used techniques in

commercial MR scanners. However, since these techniques are proprietary, the

implementation of the exact algorithms will not be possible. The basic techniques

are described in publications and can be implemented in the simulation platform.

Finally, a user interface will be developed for users to easily choose and design

their simulation experiments.
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