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I Gede Puja Astawa

Abstract

Multiple-input and multiple-output (MIMO) is a key technique to achieve broad-
band wireless communication systems in a limitted frequency bandwidth environment.
Orthogonal Frequency Division Multiplexing (OFDM) is an another key technique to
establish a reliable wireless transmission over time-dispersive environment. The latest
broadband wireless communication systems such as LTE (Long Term Evolution) based
Cellular system, W-LAN (Wireless Local Area Network) standard, IEEE 802.11n, and
metropolitan area network standard, IEEE 802.16, also known as WiMAX, employ
both MIMO and OFDM technologies.

Although MIMO and OFDM are mandatory techniques for broadband wireless
communication systems, it has a drawback in hardware size. MIMO transmitter and
receiver require the same number of RF front-end circuits. It is difficult to reduce
the size and the power consumption of an analog RF front-end circuits, while those
from the digital signal processing part can be drastically reduced, thanks to the recent
improvement of LSI (Large Scale Integrated circuit) technology. Our research aim is
to reduce RF front-end circuit and improve the performance.

The contribution of this dissertation is to improve the bit error rate performance of
the MIMO-OFDM system by making efficient use of RF signal processing. Although
a 2×2 MIMO-OFDM system can double the capacity without expanding the occupied
frequency bandwidth, it does not give additional diversity gain in case of using linear
MIMO decomposition algorithm. On the other hand, the proposed RF signal process-
ing assisted by MIMO-OFDM is capable of improving the bit error rate performance.

∗Doctoral Dissertation, Department of Information Systems, Graduate School of Information
Science, Nara Institute of Science and Technology, NAIST-IS-DD0861208, February 15, 2012.
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Computer simulation results show that the proposed scheme gives additional di-
versity gain. In comparison to the conventional SISO-OFDM, the proposed scheme
gives 10.9dB of diversity gain in case of ideal channel estimation, and 9.45 dB when
the MMSE (Minimum Mean Square Estimation) - based channel estimator is used.

In order to reduce the computational cost for MIMO decomposition block of the
proposed receiver, a new MIMO decoder using Kalman filter with error correction
coding (ECC) technique is proposed here. The proposed Kalman filter based MIMO
detector still outperforms the conventional coded 2 × 2 MIMO-OFDM with MLD de-
tector.

Keywords:

MIMO-OFDM systems, RF signal processing, MIMO decomposition, V-BLAST de-
tection, cyclic shift, pilot sequence.
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Chapter 1

Introduction

MIMO (Multiple Input Multiple Output) is an efficient technology in achieving
broadband wireless communication systems in a limited frequency bandwidth

environment [1]. Most of the wireless communication systems developed before the
mid 1990s is referred to as single input single output (SISO). The systems use single
antenna for both transmitter and receiver. Similarly, space diversity scheme having
multiple antennas at the receiver is called single input multiple output (SIMO). Space
diversity, or SIMO, can improve the bit error rate performance in a multipath fading
environment.

MIMO systems offer a significant capacity improvement over SISO system by ex-
ploiting multiple antennas at both transmitter and receiver. MIMO not only can im-
prove the bit error rate performance, but also can increase the bit rate without expand-
ing the occupied frequency bandwidth. To develop the broadband mobile wireless
communication systems, frequency efficient and reliable digital transmission is very
important. MIMO satisfies both requirements.

Although MIMO is thus an atractive technique for broadband wireless communica-
tion systems, there are several problems. Some of them are more relevant to equipment
vendors or to network carriers, for example, how additional antennas interact with ex-
isting base-stations without changing a new air interface, and how to minimize the
interference generated by introducing additional antennas. From the operators point of
view, however, the most important issue lies on the capacity and spectrum efficiency,
that is, how one can best exploit the properties of MIMO links in mobile networks to

1



improve the spectrum efficiency in bit/s/Hz, the coverage in cell radius, and the quality
of service regarding link budget and system capacity. The latest broadband communi-
cation systems are LTE (Long Term Evolution) cellular systems, IEEE 802.11n WLAN
(Wireless Local Area Network) standard, and IEEE802.16 MAN (Metropolitan Area
Network) standard also known as WiMax [1], [2], [3], [4].

In terms of implementing MIMO onto miniature handheld devices, the hardware
size and power consumption could be a problem. Generally speaking, the hardware
size and power consumption are strictly limitted in handheld devices. However, MIMO
requires the same number of Radio Frequency (RF) front-end circuits as the number
of antennas. It is generally difficult to reduce the size and the power consumption of
an analog RF front-end circuits, while those from the digital signal processing part
can be drastically reduced, thanks to the recent improvement in the LSI (Large Scale
Integrated circuit) technology. The objective of this research is to reduce the number
of RF front-end circuits without sacrificing the performance.

A single RF MIMO system based on RF signal processing has been proposed in
[5]. In this work reported in [5], transmitter for MIMO wireless communication uses
a single RF front-end at the mobile terminal. Although their proposal can reduce the
number of RF front-end, it could not be applied to MIMO-OFDM system. Further-
more, the bit error rate performance in [5] for MIMO system 2 × 2 using 3 and 5
elements RF signal processing is still worse than MIMO system.

Our research group has proposed a new diversity scheme based on RF signal pro-
cessing [6]. In this work, the schemes are based on RF signal processing, whose beam
direction is oscillated in the symbol time of the received OFDM signal. This scheme
gives diversity gain in frequency selective fading channels, but the system presented in
[6] is still SISO (Single-Input Single-Output) system.

In this dissertation, I propose an RF signal processing based diversity scheme for
2×2 MIMO-OFDM system using V-BLAST as a MIMO decomposition. Although the
proposed scheme is capable of reducing the number of RF front-end circuit, the com-
putational cost in the digital signal processing part was too huge to be implemented.
The size of channel matrix to be solved is the same as the number of effective sub-
carriers. In case of IEEE 802.11n, the matrix size is 56 × 56. It would be difficult to
implement the proposed MIMO receiver as it is with the full-size matrix operations
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even if the latest LSI accomodates huge computational cost. Therefore in order to
solve this problem, I propose a modification of MIMO decomposition algorithm using
a reduced size channel matrix. In the proposed reduced MIMO decomposition algo-
rithm, the channel matrix is divided into two or four sub matrices and each sub-matrix
is processed by two or four decomposition processors.

Though the proposed MIMO decomposition algorithm using sub-matrix can re-
duce the computational cost, but it is still huge and cannot be implemented in some
applications where the hardware size is limitted. Then in order to reduce the compu-
tational cost, I show another proposal to reduce complexity of computational cost by
using Kalman filter based MIMO decomposition and by adding the Error Correction
Coding (ECC) technique which is to improve error rate performance.

Computer simulation is carried out in order to confirm the validity of the proposed
scheme. The proposed method to simplify the MIMO decomposition algorithm, how-
ever, leads the degradation in the bit error rate performance. This thesis reveals the
trade-offs among the computational cost and degradation in terms of bit error rate per-
formance through the computer simulation analysis.

1.1. Outline of Dissertation

The rest of the thesis is organized as follows:

• Chapter 2 introduces the overview of MIMO system. In MIMO system I discuss
MIMO system model, MIMO detection and also MIMO capacity.

• Chapter 3 shows the overview of MIMO-OFDM systems. Firstly, this chapter
gives the principle of OFDM. Then, combination of MIMO and OFDM is dis-
cussed.

• Chapter 4 presents an RF signal processing based diversity receiver for the SISO-
OFDM system [6]. This chapter describes a new diversity schemes based on
RF signal processing. The beam directivity is controlled by the OFDM symbol
clock.

• Chapter 5 presents the proposed RF signal processing based diversity scheme

3



for MIMO-OFDM systems. Also, the computational cost reduction of MIMO
decomposition algorithm by making use of sub-matrix.

• Chapter 6 presents computer simulation and discussions. Rayleigh Fading chan-
nel model, IEEE 80211.n channel model and WINNER channel model are as-
sumed in the simulation analysis.

• Chapter 7 presents another type of low computational cost MIMO decomposition
algorithm using Kalman filter. Furthermore, in this chapter, joint use of Kalman
filter and the error corection code (ECC) for MIMO decomposition is proposed.

• Finally, Chapter 8 concludes the thesis.
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Chapter 2

Introduction of MIMO System

THIS chapter introduces the principle of Multi-Input Multi-Output (MIMO). The
overview of MIMO system is introduced, followed by the MIMO decomposition

algorithms. Then MIMO channel model is formulated and the capacity of a MIMO
system is analyzed.

2.1. MIMO systems

2.1.1 MIMO System Model

A typical example of the MIMO system is shown in Fig. 2.1. In the figure, the num-
ber of transmitter and receiver antenna elements are given by NT and NR, respectively.
The data stream is divided into NT sub-streams by the serial-to-parallel converter and
applied to the digital modulators followed by the transmitter antennas. The transmit-
ted signals propagate through the MIMO channel and received by NR antennas. The
received signals are applied to demodulators to convert signal into equivalent low pass
expressions. Then the signals are collected to the detector, where the MIMO decom-
position is carried out. The decomposed signals are finally sent from the parallel to
serial converter to recover the transmitted signal.

If NT = 1 and NR = 1 the system turns out to be SISO (Single-Input Single-Output)
and the corresponding channel is SISO channel. Likewise if NT ≥ 2 and NR = 1 the
system is called MISO (Multi-Input Single-Output) and the corresponding channel is
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Figure 2.1. A typical MIMO system

MISO channel, and again if NT = 1 and NR ≥ 2 the system is SIMO (Single-Input
Multi-Output).

The equivalent lowpass expression of channel impulse response between i-th re-
ceive antenna from j-th transmit antenna at time t is expressed as hi j(τ; t), where τ is
delay variable. Furthermore, let us assume the channel matrix as:

H(τ; t) =


h11(τ; t) h12(τ; t) · · · h1NT (τ; t)
h21(τ; t) h22(τ; t) · · · h2NT (τ; t)
...

...
...

hNR1(τ; t) hNR2(τ; t) · · · hNRNT (τ; t)


, (2.1)

The signal received at the i-th antenna is given by

ri(t) =
NT∑
j=1

∫ +∞

−∞
hi j(τ; t)s j(t − τ) (2.2)

=

NT∑
j=1

hi j(τ; t) ∗ s j(τ),

where s j(t) is the signal transmitted from the j-th transmit antenna, j = 1, 2, · · · ,NT ,
i starts from 1 until NR, and ∗ denotes convolution. And in matrix form the equation

6



(2.2) can be expressed as
r(t) = H(τ; t) ∗ s(τ), (2.3)

where s(t) and r(t) are NT and NR dimensional vectors, respectively that. In the follow-
ing, a frequency flat channel is assumed. That is, the impulse response can be written
as:

hi j(τ; t) = hi j(t)δ(τ), (2.4)

where δ(τ) is the Dirac delta function. The channel matrix can be modified as:

H(t) =


h11(t) h12(t) · · · h1NT (t)
h21(t) h22(t) · · · h2NT (t)
...

...
...

hNR1(t) hNR2(t) · · · hNRNT (t)


, (2.5)

The signal received at the i-th antenna is given by

ri(t) =
NT∑
j=1

hi j(t)s j(t), (2.6)

where i = 1, 2, · · · ,NR. The equation (2.6) can be expressed in matrix form as:

r(t) = H(t)s(t). (2.7)

As in equation (2.6), each received signal is the sum of the transmitted signals. In order
to recover the transmitted signals, the receiver is required to decompose the received
signals. In the following, I will describe several type of MIMO detector.

2.1.2 MIMO Detectors

Zero Forcing

In this section one of equalizer types in MIMO system is described. Figure 2.2 illus-
trates the block diagram of the equivalent discrete-time domain equalizer. This output
equalizer can be expressed by the simple equation C(z) = 1

F(z) . This equation is known
as zero forcing equalizer.
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Figure 2.2. Block diagram of MIMO channel with zero forcing equalizer

The zero forcing MIMO detector is derived by the same manner. If the channel
transfer matrix H is invertible, H is inverted and the transmitted MIMO vector x is
estimated as

x̂ = H−1r. (2.8)

In this technique, each substream in turn is considered to be the desired signal,
and the remaining data streams are considered as interferers. Nulling of the interferers
is performed by linearly weighting the received signals such that all interfering terms
are cancelled. Sometimes if the channel matrix, H is not square, the inverse matrix H
obtained by the following pseudo-inverse matrix :

W = H† =
(
HHH

)−1
H. (2.9)

Then the transmitted MIMO vector x can be estimated as shown in Eq.(2.10)

x̂ZF =Wr = H†r =
(
HHH

)−1
Hr (2.10)

Although the zero forcing is a simple algorithm, it suffers from noise enhancement.

Minimum Mean Square Error (MMSE)

Another approach in estimation theory to the problem of estimating a random vector
x on the basis of observations r is to choose a function f (r) that minimizes the Mean
Square Error (MSE). The MMSE equalizer is given by

x̂MMS E =Wr =
(
αINt +HHH

)−1
HHr, (2.11)
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where α denotes the variance of the noise and I denotes the identity matrix. The
advantage of MMSE equalizer against zero forcing equalizer is to reduce the noise
enhancement. It is noted that the MMSE in equation (2.11) reaches ZF when α = 0.

V-BLAST Detection

The block diagram of V-BLAST system is illustrated in Fig. 2.3. The input data
stream is divided into M substreams, and each substream is encoded into symbols and
fed to its corresponding transmitter. The M transmitters operate at the same frequency
channel at symbol rate 1

T symbol/sec.
In the receiver, N receivers receive the signals radiated from all M transmit anten-

nas. If fading channel is flat then the channel matrix transfer function is HN×M, where
hi j is the complex transfer function between the receiver i and transmitter j. In general,
the system satisfies M ≤ N.

Figure 2.3. Block diagram of V-BLAST system

In the V-BLAST detection algorithms, the symbols are first decomposed using a
linear process such as zero-forcing (ZF) or minimum mean square error (MMSE) al-
gorithm. One of the decomposed signals is applied to the modulator to re-generate the
tentative estimate of the transmitted signal, and the re-generated signal is subtracted
from the received signals in order to reduce the interfering signal components. This
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process is repeated until all N symbols are decomposed [7]. The decomposition pro-
cess of V-BLAST algorithm is given by,

• Ordering : choose the best channel

• Nulling : use Zero Forcing (ZF) or MMSE

• Slicing : make a symbol decision

• Canceling : subtract the detected symbol

• Iteration : going to the first step to detect the next symbol.

Now let us go into the detail of the V-BLAST algorithm. Let a = [a1, a2, · · · , aNt]
T

be the transmit symbol vector, then the received symbol is r = Ha + v where H is
the channel matrix. Let us also assume that S = {k1, k2, · · · , kNt} denotes the set of
substream data index to be decomposed. As an initialization, I set H1 = H, r = r1 and
i = 1.

The decomposition procedure of the V-BLAST is as follows:

• INITIALIZATION

• i← 1

• compute G = H†i for ZF and G = HH
(
HHH + σ2I

)−1
for MMSE

• Ordering, by using k1 = arg min︸  ︷︷  ︸
j

‖(G1) j‖2

• RECURSION

• Nulling vector, wki = (Gi)ki

• Nulling, yki = wkiri

• Hard decision, âki = Q(yki)

• Canceling, ri+1 = ri − âkiHki

• Gi+1 = H†ki

10



• k1+1 = arg min︸  ︷︷  ︸
j<{k1,k2,··· ,ki}

‖(Gi+1) j‖2

• i← i + 1

where

• H† denotes the Moore-Penrose pseudoinverse

• (H)ki denotes the ki-th column

• (H)k̄i denotes the matrix obtained by zeroing columns k1, k2, · · · , ki of H

In order to make clear the explanation of V-BLAST detection, I give an example of
the V-BLAST detection for 3 × 5 MIMO systems. The channel matrix is given by

H =



h11 h12 h13

h21 h22 h23

h31 h32 h33

h41 h42 h43

h51 h52 h53


. (2.12)

Let a = [a1, a2, a3]T be the transmit symbol vector, and the received symbol is r =
[r1, r2, r3, r4, r5]T . I will find transmitted symbol which is estimated. Based on V-
BLAST detection procedure at the INITIALIZATION stage, G = H† is shown as
follows:

G1 = H† =


hab hac had hae ha f

hba hbc hbd hbe hb f

hca hcb hcd hce hc f

 . (2.13)

Then we can get the order of the channel using k1 = arg min︸  ︷︷  ︸
j

‖(G1) j‖2. It is shown as

follows:

G1 =


hab hac had hae ha f

hba hbc hbd hbe hb f

hca hcb hcd hce hc f

 . (2.14)

In order to explain the algorithm, it is assume that the k1 is 2. At the RECURSION
stage, the number of iterations are three. For the first iteration, the nulling vector is
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given by
w2 = (G1)2 =

(
hba hbc hbd hbe hb f

)
. (2.15)

Using the nulling process, we can get the tentative decomposed symbol as

y2 = w2r1 (2.16)

=
(
hba hbc hbd hbe hb f

)


r1

r2

r3

r4

r5


. (2.17)

Using hard decision, the second transmitted symbol can be decoded as

â2 = Q(y2). (2.18)

In the next step, the obtained symbol is subtracted from the received signal in order
to reduce the interference. The received signal after cancelling the second symbol is
given by

r2 = r1 − â2(H)2 (2.19)

=



r1

r2

r3

r4

r5


− â2



h12

h22

h32

h42

h52


. (2.20)

After cancelling process, let’s update G as

G2 = H†
2̄

(2.21)

=


h13 h23 h33 h43 h53

0 0 0 0 0
h11 h21 h31 h41 h51

 (2.22)
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where

H2̄ =



h11 0 h13

h21 0 h23

h31 0 h33

h41 0 h43

h51 0 h53


. (2.23)

On the next step, the same decomposition and canceling process is carried out. The
second best channel k is determined using k2 = arg min︸  ︷︷  ︸

j

‖(G2) j‖2. G2 is given by

G2 =


h13 h23 h33 h43 h53

0 0 0 0 0
h11 h21 h31 h41 h51

 . (2.24)

Let’s assume k2 is 1. At the second iteration, nulling vector is given by

w1 = (G2)1 =
(
h13 h23 h33 h43 h53

)
. (2.25)

Using cancelling process, the second decomposed signal is given by

y1 = w1r2 (2.26)

=
(
h13 h23 h33 h43 h53

)


r1

r2

r3

r4

r5


. (2.27)

Using hard decision again, the first transmission symbol is obtained as

â1 = Q(y1) (2.28)

Again, the the estimated symbol component is subtracted from the received signal as:

r3 = r2 − â1(H)1 (2.29)

=



r1

r2

r3

r4

r5


− â1



h12

h22

h32

h42

h52


. (2.30)
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And after cancelling process, G is updated to:

G3 = H†
1̄

(2.31)

=


0 0 0 0 0
0 0 0 0 0

h11 h21 h31 h41 h51

 (2.32)

where

H1̄ =



h11 0 0
h21 0 0
h31 0 0
h41 0 0
h51 0 0


. (2.33)

At the last step, channel matrix is updated as:

G3 =


0 0 0 0 0

0 0 0 0 0
h11 h21 h31 h41 h51

 . (2.34)

The remaining nulling vector w3 is again given by

w3 = (G3)3 =
(
h11 h21 h31 h41 h51

)
. (2.35)

And the transmitted symbol can be estimated by:

y3 = w3r3 (2.36)

=
(
h11 h21 h31 h41 h51

)


r1

r2

r3

r4

r5


. (2.37)

Finally, the remaining third transmitted symbol is demodulated as follows:

â3 = Q(y3) (2.38)

The output of the V-BLAST processor is as follows:

â = {â1 â2 â3}. (2.39)
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Maximum Likelihood Detection (MLD)

Maximum Likelihood Detection (MLD) is a method that performs a maximum likeli-
hood search over all possible transmitted vectors x. The equation is expressed as

x̂MLD = arg min︸︷︷︸
x j∈{x1,··· ,xl}

‖r −Hx‖2 (2.40)

where a search is performed over all vectors xi that is a part of the ensemble x1, · · · , xl

formed by all possible transmitted vectors. Their number equals to

PROB = MNt (2.41)

where PROB denotes combination of all possible transmitted vectors, M denotes num-
ber of constellation point, and Nt number of transmitter antenna elements. The MLD
is the high precession of the equalizer but the disadvantage is the complexity. The
computational cost grows exponentially with increase in Nt.

2.1.3 Gain and Properties of MIMO

MIMO has many advantages over traditional SISO such as the beamforming gain, the
diversity gain, and the multiplexing gain. The beamforming and diversity gains ex-
ist in SIMO and MISO respectively too. The multiplexing gain, however, is a unique
characteristic of MIMO channels. Some gains can be simultaneously achieved while
others compete and establish a tradeoff. Beamforming gain, or the improvement in
SINR (signal to interference-plus-noise power ratio) is obtained by coherently com-
bining the signals on multiple transmit or multiple receive dimensions. If the BER of a
communication system is plotted with respect to the transmitted power or the received
power per antenna (using a logarithmic scale), the beamforming gain is characterized
as a shift of the curve due to the gain in SINR. In diversity gain, or the improvement
in link reliability, the received symbol is obtained by receiving replicas of the infor-
mation signal through independently faded channels. This type of diversity is clearly
related to the random nature of the channel and is closely connected to the specific
channel statistics. If the BER of a communication system is plotted with respect to the
transmitted power or the received power per antenna (using a logarithmic scale), the
diversity gain is easily characterized as the increase of the slope of the curve in the low
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BER region. Multiplexing gain is equivalent to the increase in bit rate, at no additional
power consumption, obtained through multiple dimensions at both sides of the com-
munication link. While the beamforming and the diversity gains can be obtained when
multiple dimensions are present at either the transmitter or the receiver side. That is,
the multiplexing gain requires multiple dimensions at both ends of the link.

2.2. Capacity of MIMO System

This section briefly introduces the capacity of MIMO system according to the refer-
ence [8]. In order to determine the capacity of MIMO system, the mutual information
has to be computed between the transmitted signal vector s and the received vector r,
denoted as I(s; y). Then the probability distribution of the signal vector s is optimized
to maximize I(s; y). The channel capacity is given by

C = max
p(s)

I(s; y) (2.42)

Through some derivations, the capacity of the MIMO channel is given by

C = max
tr(Rss)=εs

log2 det
(
INR +

1
N0

HRssHH

)
bps/Hz (2.43)

where εs is the energy per symbol, Rss is the covariance matrix of the transmitted
signals and tr(∗) is the trace of ∗. In case that the signal among the NT transmitters
are statistically independent, Rss =

εs
NT

INT the capacity is rewritten as according to the
statistically independent assumption of the transmitted signals

C = log2 det
(
INR +

εs

NT N0
HHH

)
bps/Hz (2.44)

The equation (2.44) can also be modified in terms of eigen value decomposition,
HHH = Q∆QH, where Q is the unitary matrix whose columns are the eigen vectors
of HHH and ∆ are the diagonal matrix whose diagonal elements are the eigen values.
Then the equation (2.44) can be rewritten as

C =
r∑

i=1

log2

(
1 +

εs

NT N0
λi

)
(2.45)
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where r is the rank of the channel matrix H.
In case of SISO, equation (2.45) is reduced to

Csiso = log2

(
1 +
εs

N0
|h11|2

)
bps/Hz (2.46)

where λ1 = |h11|2.

In case of SIMO, by substituting λ1 = ||h||2F =
NR∑
i=1

|hi1|2 to equation (2.45), the

capacity is given by

Csimo = log2

1 + εs

N0

NR∑
i=1

|hi1|2
 bps/Hz (2.47)

Also in MISO, λ1 = ||h||2F =
NT∑
j=1

|h1 j|2 is applied to the equation (2.45), the capacity is

given by

Cmiso = log2

1 + εs

NT N0

NT∑
j=1

|h1 j|2
 bps/Hz (2.48)
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Chapter 3

Overview MIMO-OFDM system

THE growing demand of multimedia services and the growth of internet related
contents lead to increasing interest to high speed communications. The require-

ment for wide bandwidth and flexibility impose the use of efficient transmission meth-
ods that would fit to the characteristics of wideband channels especially in wireless
environment where the channel is very challenging. In wireless environment the signal
is propagating from the transmitter to the receiver along a number of different paths,
collectively referred as multipath. While propagating the signal power drops due to
three effects: path loss, macroscopic fading and microscopic fading. Fading of the sig-
nal can be mitigated by different diversity techniques. To obtain diversity, the signal is
transmitted through multiple (ideally) independent fading paths e.g. in time, frequency
or space and combined constructively at the receiver. Multiple-Input Multiple-Output
(MIMO) exploits spatial diversity by having several transmiter and receiver antennas.
However MIMO principles assume frequency flat fading MIMO channels. OFDM is a
modulation method known for its capability to mitigate multipath. In OFDM the high
speed data stream is divided into Nc narrowband data streams, Nc corresponding to the
subcarriers or subchannels i.e. one OFDM symbol consists of N symbols modulated
for example by QAM or PSK. As a result the symbol duration is N times longer than in
a single carrier system with the same symbol rate. The symbol duration is made even
longer by adding a cyclic prefix to each symbol. As long as the cyclic prefix is longer
than the channel delay spread OFDM offers inter-symbol interference (ISI) free trans-
mission. Another key advantage of OFDM is that it dramatically reduces equalization
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complexity by enabling equalization in the frequency domain. OFDM, implemented
with IFFT at the transmitter and FFT at the receiver, converts the wideband signal,
affected by frequency selective fading, into N narrowband flat fading signals [1] thus
the equalization can be performed in the frequency domain by a scalar division carrier-
wise with the subcarrier related channel coefficients. The channel should be known or
learned at the receiver. The combination MIMO-OFDM is very natural and beneficial
since OFDM enables support of more antennas and larger bandwidth since it simplifies
equalization dramatically in MIMO systems.

In this chapter, first the principle of OFDM is explained in section 3.1. Then, the
combination of MIMO and OFDM is described in section 3.2. Section 3.3 introduces
MIMO-OFDM which shows that the MIMO-OFDM processing transfers the wide-
band frequency-selective MIMO channel into a number of parallel flat-fading MIMO
subchannels. In the next section the frequency-selective MIMO capacity is determined
and the corresponding outage PER is defined.

3.1. Introduction of Orthogonal Frequency Division Mul-
tiplexing (OFDM) System

Orthogonal Frequency Division Multiplexing (OFDM) is a multi-carrier modulation
technique. It achieves high speed data rates, prevents inter-symbol interference (ISI),
and overcomes multi-path fading. It also allows communications in areas where non-
line-of-sight (NLOS) is a limiting factor for wireless deployments. OFDM modulation
divides the available spectrum channel into several or more independent sub-carriers.
This is achieved by making all the sub-carriers orthogonal to one another, prevent-
ing interference between the closely spaced sub-carriers. In an OFDM signal, all the
orthogonal sub-carriers are transmitted simultaneously.

3.1.1 Generation of Subcarriers using the IFFT

An OFDM signal consists of a sum of subcarriers that are modulated by using phase
shift keying (PSK) or quadrature amplitudo modulation (QAM). An OFDM symbol is
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given by

s(t) = <


Ns
2 −1∑

i=− Ns
2

di+Ns/2exp( j2π( fc −
i + 0.5

T
)(t − ts))

 , ts ≤ t ≤ ts + T

s(t) = 0, t < ts ∧ t > ts + T (3.1)

where di are the complex QAM symbols, Ns is the number of subcarriers, T is the
symbol duration, and fc the carrier frequency and ts is the guard interval.

The equation (3.1) is often shown as a complex baseband notation :

slp(t) =

Ns
2 −1∑

i=− Ns
2

di+Ns/2exp( j2π(− i
T

)(t − ts)), ts ≤ t ≤ ts + T

slp(t) = 0, t < ts ∧ t > ts + T (3.2)

This equation reperesents the real and imaginary parts that correspond to the in-phase
and quadrature parts of the OFDM signal, which have to be multiplied by a cosine
and sine of the desired carrier frequency to produce the final OFDM signal. The block
diagram of OFDM modulator is shown in Fig. 3.1. If the k-th subcarrier from (3.2) is
demodulated by downconverting the signal with a frequency of k/T and then integrat-
ing the signal over T seconds, the results are as shown in (3.3).

Figure 3.1. OFDM modulator demodulator

∫ ts+T

ts

exp(− j2π
k
T

(t − ts))

Ns
2 −1∑

i=− Ns
2

di+Ns/2exp( j2π
i
T

(t − ts))dt

=

Ns
2 −1∑

i=− Ns
2

di+Ns/2exp( j2π
i − k

T
(t − ts))dt = dk+Ns/2T (3.3)
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For the k-th demodulated subcarrier, this integration gives the desired output dk+N/2

(multiplied by a constant factor T). For all other subcarriers, the integration is zero,
because the frequency difference (i−k)/T produces an integer number of cycles within
the integration interval T .

Figure 3.2. Spectra of individual subcarriers

Figures 3.2 shows the typical example of OFDM spectrum. The figure shows seven
subcarriers in frequency domain.

Multipath distortion is unavoidable in radio communication systems and the re-
ceived signal is affected. Although the truncated subchannel sinusoids are delayed by
different amounts as channel delays, the distortion is concentrated at the on-off trans-
missions of these waveforms. Hence, the guard interval is allocated among consecutive
OFDM symbols, and Cyclic Prefix (CP) or cyclic extension is placed in the guard in-
terval as shown in Fig. 3.3. The guard interval is set to be longer than the maximal
delay spread. The waveform of the tail region of the OFDM signal is copied to the
guard interval region. CP eliminates the interference among subcarriers referred to as
Inter Carrier Interference (ICI) and between adjacent transmission blocks as an Inter
Symbol Interference (ISI). The CP which, in general, is chosen equal to the last part of
the OFDM symbol is referred to as cyclic extension.

3.1.2 OFDM Transmitter and Receiver

A block diagram of the baseband of an OFDM transmitter and receiver is shown in
Fig. 3.4. The transmitter performs QAM mapping, Nc-point IFFT, and adds a cyclic
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Figure 3.3. OFDM symbol with cyclic prefix

extension before the final TX signal is windowed, transferred to the analogue domain
and converted up to the Radio Frequency (RF) and transmitted on air. In order to get
an output spectrum with relatively low out-of-band radiation, the size of the IFFT can
be chosen larger than the number of subcarriers that is actually used for transmission.
For reliable detection, it is, in general, necessary that the receiver know the situation
of the wireless communication channel and keep track of phase and amplitude drifts.
To enable estimation of the wireless communication channel, the transmitter occasion-
ally sends known training symbols. In Wireless Local Area Networks (WLANs) a
preamble, which includes channel training sequences, is added to every packet. Pilot
symbols are inserted to every OFDM data symbol on predefined subcarriers.

3.2. MIMO-OFDM System

In order to deal with the frequency-selective nature of wideband wireless channels,
MIMO can be combined with OFDM. Effectively, OFDM transforms a frequency-
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Figure 3.4. OFDM symbol with cyclic prefix

selective channel into parallel flat-fading subchannels, hence the signals on the sub-
carriers undergo narrowband fading. Hence, by performing MIMO transmission and
detection per subcarrier, MIMO algorithms can be applied to broadband wireless com-
munication systems. Now let us suppose MIMO-OFDM system with Nt transmitter
(TX) and Nr receiver (RX) antennas. In addition to the spatial and temporal dimension
of MIMO, OFDM adds one extra dimension to exploit, namely, the frequency dimen-
sion. Block diagram of a MIMO-OFDM transmitter can be envisioned as presented
in Fig. 3.5. In general, the incoming bit stream is first encoded by a one-dimensional
encoder after which the encoded bits are mapped onto the three available dimensions
by the Space-Time- Frequency (STF) mapper. After the STF mapper, each TX branch
consists of almost an entire OFDM transmitter.

Block diagram of a MIMO-OFDM receiver is illustrated in Fig. 3.6. After a digital
representation of the Nr received signals are obtained by the Analog to Digital Con-
verters (ADC), the receiver first estimates and compensates for the frequency offset
and retrieve the symbol timing. Note that it is convenient for the remaining processing
to have all receiver branches jointly synchronized and, therefore, the synchronization
task should not be performed in parallel per branch, but jointly. Furthermore, for proper
frequency synchronisation of the multiple branches it is beneficial to have all branches
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Figure 3.5. Block diagram of a MIMO-OFDM transmitter

at one end of the communication link connected to the same local oscillator in a homo-
dyne structure, or to the same local oscillators providing the multiple frequency levels
in a heterodyne structure.

Figure 3.6. Block diagram of a MIMO-OFDM receiver

After synchronisation, the guard interval (GI) is removed and the Nc-point FFT is
carried out for all the branches. The received signals corresponding to i-th subcar-
rier are routed to the i-th MIMO detector to recover the Nt QAM symbols transmitted
on that subcarrier. Next, the symbols per TX stream are combined and, finally, STF
demapping/ deinterleaving and decoding are performed on these Nt parallel streams
and the resulting data are combined to obtain the binary output data. For reliable de-
tection, it is typically necessary that the receiver know the wireless communication
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channel and keep track of phase and amplitude drifts. In order to estimate the chan-
nel response, the transmitter occasionally sends known training symbols. In WLANs,
a preamble, which includes channel-training sequences, is transmitted before sending
the data. Moreover, to track the phase drift, pilot symbols are inserted into the pre-
defined subcarriers of every MIMO-OFDM data symbols. Finally, note that OFDM
has advantage that it introduces a certain amount of parallelism by means of its Nc

subcarriers. This fact can be exploited by MIMO-OFDM. Namely, if MIMO detection
is performed per subcarrier, then a given detector is allowed to work Nc times slower
than the MIMO detector of an equivalent single carrier system with comparable data
rate. Although in the case of MIMO-OFDM Nc of such detectors are required, they
can work in parallel, which might make the implementation better.

3.3. MIMO-OFDM Signal Model

In this section, a signal model is introduced for a MIMO-OFDM system in which
the relation between the transmitted and received MIMO-OFDM symbols is captured
in matrix form. With this concise matrix notation it is shown mathematically that
the signal model per subcarrier is equal the narrowband signal model. The strength
of this matrix signal model is that it allows for mathematical evaluations of MIMO-
OFDM systems, including the outage performance and space-frequency analysis of
this chapter. To describe MIMO-OFDM signal model I refer to [9]. The block diagram
of MIMO-OFDM transceiver is shown as Figs.3.5 and 3.6.

3.3.1 SISO-OFDM Signal Model

The SISO-OFDM model is first described. This means the system uses a single element
antennas at both the receiver and transmiter (MR = MT = 1). The channel impulse
response is given by g[l] where l = 0, 1, · · · , L − 1, and L is channel length. The
transmitted data symbol s is given by

s = [s[0] s[1] · · · s[N − 1]]T (3.4)

The data symbol is applied to the IFFT processor. This yields the vector

s̃ = [s̃[0] s̃[1] · · · s̃[N − 1]]T (3.5)
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This process can be accomplished by

s̃ = DHs (3.6)

and

D =
1
√

N


1 1 1 · · · 1
1 WN W2 · · · WN−1

N
...

...
...

. . .
...

1 WN−1
N W2(N−1)

N · · · W (N−1)
N

2


(3.7)

where WN = e− j2π/N .
At the receiver side, the receiver gets a vector y′. And after in GI remover process

I obtain N samples of the received signal, ỹ = [y′[0] y′[1] · · · y′[N −1]]T are obtained.
The received signal vector is given by

ỹ = G̃s′ + ñ (3.8)

where G̃ is Nx(N + L − 1) circular matrix derived from the channel impulse response
and it is given by

G̃ =



g[L − 1] · · · g[1] g[0] 0 0 · · · 0
0 g[L − 1] · · · g[1] g[0] 0 · · · 0
... 0 . . .

. . .
. . .

. . .
. . .

...

0
... 0 g[L − 1] · · · g[1] g[0] 0

0 0 0 0 g[L − 1] · · · g[1] g[0]


(3.9)

The last (L−1) samples of transmitted sequence of s′ are identical to the first (L−1)
samples of the Guard Interval Adder, then I can simplify equation (3.8) as

ỹ = G̃hs̃ + ñ (3.10)
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where

G̃h =



g[0] 0 · · · 0 0 g[L − 1] · · · g[1]

g[1] g[0] 0 · · · 0 0 . . .
...

... g[1] g[0] 0 0 . . . 0 g[L − 1]

g[L − 1]
... g[1] . . . 0 . . . 0 0

0 g[L − 1]
...

. . . g[0] . . .
. . . 0

... 0 g[L − 1] . . . g[1] g[0] 0 0

...
... 0 . . .

...
. . .

. . . 0
0 0 · · · 0 g[L − 1] · · · g[1] g[0]


(3.11)

The Guard Interval (GI) adder gives the matrix Gh circulant which can be expressed
by

Gh = DHΩD (3.12)

where

Ω =



ω[0]] 0 0 0 0
0 ω[1] 0 0 0
0 0 ω[2] 0 0

0 0 0 . . . 0
0 0 0 0 ω[N − 1


(3.13)

and

ω[k] =
L−1∑
l=0

g[l]e−
j2πkl

N (3.14)

where k is tone index; k = 0, 1, · · · ,N − 1. The received signal is applied to the FFT.
The output of the FFT is given by

y = Dỹ (3.15)

where y = [y[0] y[1] y[2] · · · y[N − 1]]. Using the equations (3.6),(3.10),(3.12) and
(3.15), The received signal before and after FFT are rewritten respectively as

ỹ = Ghs̃ + ñ (3.16)

= Gh

(
DHs

)
+ ñ

= DHΩD[Ds] + ñ
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and

y = Dỹ (3.17)

= DDHΩD(DH s) + ñ

= DDHΩDDHs + Dñ

= Ωs + n

SinceΩ is a diagonal matrix, the k-th subcarrier component of Equation (3.18) is given
by

y[k] = ω[k]s[k] + n[k] (3.18)

where n[k] is the k-th element of noise, n; k = 0, 1, 2, · · · , (N − 1).

3.3.2 MIMO-OFDM Signal Model

The SISO-OFDM signal model has been described in the previous section. In this
section, MIMO-OFDM systems are explained. A frequency selective MIMO channel
with MT transmitter antennas, MR receiver antennas is assumed. The channel impulse
response is assumed to be gi, j[l], where l = 0, 1, · · · , L − 1 and L is the maximum
channel length, i, j are ith receive antenna (i = 1, 2, · · · ,MR) and j-th transmitte an-
tenna ( j = 1, 2, · · · ,MT ). Let the sequence be transmitted over the j-th transmitter
antenna be s j[k], where k = 0, 1, 2, · · · ,N − 1. Similarly to the SISO-OFDM sys-
tem, the signal received at the i-th receive antenna over the k-th subcarrier, yi[k]; and
k = 0, 1, 2, · · · ,N − 1 is given by

yi[k] =

√
1

MT

MT∑
j=1

ωi, j[k]s j[k] + ni[k] (3.19)

where i is i-th receiver antenna (1, 2, .. · · · ,MR) and ni[k] is a noise with variance N0

and ωi, j[k] is the channel gain between the j-th transmitter antennas. And ωi, j[k] is
shown as

ωi, j[k] =
L−1∑
l=0

gi, j[l]e−
j2πkl

N (3.20)
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where k is tone index; k = 0, 1, · · · ,N − 1. From the equation (3.19) I can show the
MIMO channel response for the k-th subcarrier can be shown as:

y[k] =

√
1

MT
H[k]s[k] + n[k] (3.21)

where y[k] = [y1[k] y2[k] · · · yMR[k]]T , n[k] = [n1[k] n2[k] · · · nMR[k]]T and H[k] is
MR × MT matrix with [H[k]]i, j = ωi, j[k]. The matrix H[k] is the frequency response of
the matrix channel corresponding to the k-th tone and is related to G[l]. And G is from

H[k] =
L−1∑
l=0

G[l]e−
j2πkl

N .
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Chapter 4

An RF Signal Processing Based
Diversity Receiver for the
SISO-OFDM System

IN this section, I will briefly introduce the RF signal processing based diversity
receiver for the SISO-OFDM system.

4.1. Block diagram

Figure 4.1 illustrates the receiver block diagram of the SISO-OFDM system using
RF signal processing. The RF signal processing in this scheme is composed of a phase
non-shifting element and a phase shifting element terminated with a variable capacitor.
Since the phase non-shifting element and the phase shifting element are electromag-
netically coupled, the output of the RF signal processing is the weighted sum of the
received signal at each element [10].

Figure 4.2 shows the frequency spectrum of the transmitted and the received sig-
nals. Figure 4.2(a) is the frequency spectrum of the transmitted signal. Subcarriers
are divided into two groups and allocated to the positive and negative sides of the
frequency band. The frequency spectrum of the received signal at the output of the
phase shifting element is illustrated in Fig. 4.2(b), whose frequency is positive fre-
quency shifted for subcarrier frequency spacing. The received signal is composed of
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Figure 4.1. Block diagram of the SISO-OFDM receiver with RF signal processing

the shifted and the non-shifted signal components as shown in Fig. 4.2(c), the overall
number of efficient subcarriers are N+2, where N is the number of subcarriers.

Now, let vd(t) and vp(t) be the received signals corresponding to the phase non-
shifting and the phase shifting elements respectively.

In this scheme the phase shifter is controlled by the oscillator whose frequency is
the same as the subcarrier spacing of the OFDM signal. Then the output of the RF
signal processing is given by

v(t) = αvd(t) + βe
j2πt
Ts vp(t), (4.1)

where Ts is a FFT (Fast Fourier Transform) window period of the OFDM signal, while
α and β are weighting factors for the phase non-shifting element and the phase shifting
element. At the receiver, a specific type of equalization is required to reduce the ICI
(Inter Channel Interference) generated by the proposed scheme. In the following, let
me derive the channel estimation algorithm for the proposed RF signal processing
based diversity receiver. The received signal is applied to the FFT processor followed
by the frequency-domain equalizer.

Now let us assume that the transmitted symbol vector in the frequency-domain is

x = [x0, x1, · · · , xN−1]T , (4.2)
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Figure 4.2. The frequency spectrum of transmitted and received signals. (a) In the
transmitter, (b) In the phase shifting element of receiver, and (c) In the combiner of
receiver

where xk is the data symbol of the k-th subcarrier. The transmitted symbol vector is
divided into two parts, and zeros are padded to adjust the vector size to FFT window.
The modified transmitted vector is given by

x̂ =
[
0
∣∣∣ x0 x1 · · · xN/2−1

∣∣∣ 0NFFT−N−1

∣∣∣ xN/2 · · · xN−1

]T
, (4.3)

where NFFT is the FFT window size.
The data symbol in the time-domain is given by

v = F−1x̂, (4.4)

where F is the Fourier transformation matrix. That is, the k-th column l-th raw element
of F is e− j 2πkl

NFFT . The transmitted symbol v is then propagated through the multipath
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fading channel. The received signal component at the i-th element is given by

qi = Civ, (4.5)

where Ci is the channel impulse response matrix corresponding to the i-th element.
The received signal at the input of the baseband demodulation block is given by

r = qi + Dqi+1 + zT

= (C1 + DC2) v + zT

= (C1 + DC2) F−1x + zT , (4.6)

where zT is the thermal noise component in the time-domain, and D = diag{d0, · · · dN−1}
is a diagonal matrix, whose k-th diagonal element is dk. According to (4.1), dk is given
by

dk = e j 2πk
NFFT . (4.7)

The received signal is applied to the FFT. The output of the FFT is then given by

û = Fr =
(
Ĥ1 + ĜĤ2

)
x̂ + ẑ, (4.8)

where ẑ = F zT is the thermal noise component in the frequency-domain. And

Ĥi = FCiF−1, (4.9)

is a diagonal matrix (i = 1, 2), whose diagonal elements represent the frequency re-
sponse.

Ĝ = FDF−1, (4.10)

represents the ICI matrix in the frequency-domain.
I can further reduce (4.8) by removing the elements without data symbols as

u = (H1 +GH2) x + z, (4.11)

where
u =

[
û1 û2 · · · ûN/2

∣∣∣ ûNFFT−N/2−1 · · · ûNFFT−1

]
, (4.12)

G =

 Ĝ(1 : N
2 + 1, 1 : N

2 ) zeros( N
2 + 1, N

2 )

zeros( N
2 + 1, N

2 ) Ĝ(aG : NFFT , aG : NFFT − 1)

 , (4.13)

33



where aG = NFFT − N/2, and

Hi =


Ĥi(dH : eH , aH : bH) zeros( N

2 ,
N
2 )

zeros(1,N)

zeros( N
2 ,

N
2 ) Ĥi(gH : hH , bH + 2 : cH + 1)

 , (4.14)

where aH = (NFFT − N + 2)/2, bH = NFFT/2, cH = (NFFT − 4), dH = aH − 1 + i,
eH = bH −1+ i, gH = bH +1+ i, hH = cH + i, and i = 1, 2. The operation of zeros (m, n)
denote an m-by-n matrix of zeros and Ĥi(r: j, k:l) is the Ĥi matrix with (r-th until j-th)
rows and (k-th until l-th) columns respectively.

4.2. Channel Estimation

According to (4.8), the adjacent subcarrier signals interfere with the received signal.
That is, the receiver requires frequency-domain equalization. To equalize the signal,
the frequency response of the channel must be estimated. To estimate the frequency
response, the sender first transmits a pilot symbol before transmitting the data. Now
let us assume that the pilot symbol vector in the frequency-domain is

p = [p0, p1, · · · , pN−1]T , (4.15)

where pk is the pilot symbol at the k-th subcarrier. The received signal at the pilot
symbol is then given by

u = (H1 +GH2) p + z. (4.16)

Now, let us assume that the vector p and hi denote the diagonal components of the
matrices P and Hi respectively. That is,

P = diag{p0, p1, · · · , pN−1}, (4.17)

and
Hi = diag{h1, · · · ,hi}. (4.18)

Then without loss of generality, can be exchanged the diagonal matrices and vectors
as in

u = Ph1 +GPh2 + z. (4.19)
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The auto-correlation (R) and cross-correlation (B) matrices are now derived as follows.

R = E
[
uuH

]
= E

[
(Ph1 +GPh2 + z)(Ph1 +GPh2 + z)H

]
= E

[
(Ph1 +GPh2 + z)(Ph1)H

]
+

E
[
(Ph1 +GPh2 + z)(GPh2)H

]
+

E
[
(Ph1 +GPh2 + z)(z)H

]
= PRhPH +GPRhPHGH + σ2

ZI, (4.20)

where E[×] is the ensemble average of random variable, ×. In the following, let us
assume that h1 and h2 are uncorrelated. That is,

E[h1hH
2 ] = 0, (4.21)

and
E[h1hH

1 ] = E[h2hH
2 ] = Rh, (4.22)

is the covariance matrix of hi (i = 1, 2), and

Bi = E
[
uhH

i

]
. (4.23)

The cross-correlation matrices for the phase non-shifting element (B1) and the phase
shifting element (B2) are further given by

B1 = PRh, (4.24)

and
B2 = GPRh. (4.25)

The channel response is finally estimated by

hi =WH
i u, (4.26)

where
Wi = R−1Bi, (4.27)

is the weight matrix in terms of the minimum mean square error (MMSE) criterion,
where R−1 is the inverse matrix of R.
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4.3. Frequency-domain Equalizer

From the estimated channel response, the received data symbols can be equalized. In
the following is assumed a straightforward ZF (Zero Forcing) equalizer. The estimated
value of the transmitted symbol is given by

x̃ =
(
H̃1 +GH̃2

)+
u, (4.28)

where H̃i is the estimated channel response.
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Chapter 5

The Proposed RF
Signal-processing-based
MIMO-OFDM System

THE proposed MIMO-OFDM system with RF signal processing is an extension of
the RF signal processing based diversity receiver proposed in the previous work

[6]. In this section let me present a 2 × 2 MIMO-OFDM system with RF signal pro-
cessing. The transmitter and receiver block diagrams of the proposed MIMO-OFDM
systems with RF signal processing are shown in Figs. 5.1 and 5.2. Figure 5.1 repre-
sents the pilot symbol transmission phase of the MIMO-OFDM transmitter. As intro-
duced in the MIMO-OFDM WLAN (Wireless Local Area Network) standard in IEEE
802.11n [11], the pilot tone for the second stream of the transmitter is shifted by a CS
(Cyclic Shift) block. The signals are then applied to the corresponding Mod (Modula-
tor), IFFT processor, GI (Guard Interval) adder, D/A (Digital to Analog) converter and
HPA (High Processor Amplifier) respectively for further transmission by transmitter
antenna. At the receiver as shown in Fig. 5.2, use two RF signal processing to receive
the signal. The received signals are then applied to the corresponding A/D (Analog to
Digital) converter, GI (Guard Interval) remover and FFT processors respectively, fol-
lowed by the channel estimator and MIMO decoder. The output of the MIMO decoder
is then applied to the demapper to demodulate the symbol.
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Figure 5.1. Block diagram of the MIMO-OFDM transmitter

5.1. Channel Estimation

Let the pilot symbol and its cyclic shifted one be P1 and P2 respectively. The received
signal ui calculated as in [6] at the i-th RF signal processing in the frequency-domain
is given by

ui = P1hns
i,1 +GP1hs

i,1

+ P2hns
i,2 +GP2hs

i,2 + z, (5.1)

where hns
i,l and hs

i,l are the channel response between the i-th receiver antenna element
and l-th transmitter antenna element for the phase non-shifting element (ns) and the
phase shiting element (s), respectively.

By using R = E[uiuH
i ] and Bi = E[u hH] for auto-correlation and cross-correlation

respectively, then from (5.1), the auto-correlation matrix can be obtained by

R = P1RhPH
1 +GP1RhPH

1 GH

+ P2RhPH
2 +GP2RhPH

2 GH + σ2
zI, (5.2)

and cross-correlation is given by

Bns
i = PiRh,

Bs
i = GPiRh,

(5.3)

where i = 1, 2. Bns
i and Bs

i are a cross-correlation matrix in i-th receiver antenna
element for the phase non-shifting element (ns) and the phase shifting element (s)
respectively.
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In this research a rectangular shaping filter for the Rayleigh fading channel model is
used. In this section, it is described in detail. Considering Fig. 5.3, following equation
can be given

p(τ) =

 1; 0 ≤ τ ≤ T1

0; otherwise
, (5.4)

for time domain. And for frequency domain, the covariance matrix is given as follows.

R(∆ f ) =
∫ ∞

0
pτe− j2π∆ f τdτ (5.5)

=

∫ ∞

0
e− j2π∆ f τdτ

=

[
e− j2π∆ f τ

− j2π∆ fτ

]T1

0

=
1 − e− j2π∆ f T1

j2π∆ f T1

= e− jπ∆ f T1
e jπ∆ f T1 − e− jπ∆ f T1

j2π∆ f T1

To realize this equation, it can be modified as shown in (5.6).

Rh(k) = e− jπ∆ f T1
sin

(
π∆ f T1(l − k)

)
π∆ f T1(l − k)

, (5.6)

where∆ f denotes the subcarrier spacing, l, k are l-th row and k-th column with 1, 2, · · · ,N
and T1 denotes the root-mean-squared delay spread respectively for the Rayleigh fad-
ing channel model.

In this research an exponential shaping filter is used for IEEE 802.11n channel
model and WINNER channel model. In this section it is described in detail. Consider-
ing Fig. 5.4, following equation can be given

pex(τ) =

 1
T1

e−
τ

T1 0 ≥ τ
0 otherwise

, (5.7)
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for time domain. And for frequency domain, the covariance matrix is given as follows.

Rex(∆ f ) =
∫ ∞

0
pex(τ)e− j2π∆ f τdτ (5.8)

=

∫ ∞

0

1
T1

e−
τ

T1 e− j2π∆ f τdτ

=
1
T1

∫ ∞

0
e−τ(

1
T1
+ j2π∆ f )dτ

= − 1
T1

1
1

T1
+ j2π∆ f

e−τ(
1

T1
+ j2π∆ f )

∣∣∣∣∣∣∞
0

=
1

1 + j2π∆ f T1
.

To realize this equation, it can be modified it as shown in (5.9).

Rh(k) =
1

1 + j2π ∆ f T1(l − k)
, (5.9)

where∆ f denotes the subcarrier spacing, l, k are l-th row and k-th column with 1, 2, · · · ,N
and T1 denotes the root-mean-squared delay spread respectively for IEEE 802.11n
channel model and WINNER channel model.

The channel response for a 2 × 2 MIMO-OFDM system with RF signal process-
ing corresponding to the first receiver (5.10) and the second receiver (5.11) is finally
estimated respectively by

hns
i,l =

(
Wns

i
)Hui, (5.10)

and

hs
i,l =

(
Ws

i
)Hui, (5.11)

where i = 1, 2 ; l = 1, 2. And the weight matrix W is given by

Wns
i = R−1Bns

i ,

Ws
i = R−1Bs

i . (5.12)

5.2. MIMO Decoding

After the estimation of channel response, MIMO decoding is carried out. In the fol-
lowing I use a V-BLAST based algorithm, which simultaneously performs both the
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MIMO decoding and frequency-domain equalization for RF signal processing. Let us
describe the three schemes for MIMO detection using n V-BLAST processors (n = 1,
2 and 4) as follows.

5.2.1 MIMO Detection Using 1 V-BLAST Processor

In the following, the number of subcarriers used for data transmission is assumed N.
Similar to the RF signal processing based diversity receiver in Sec. 4, the ICI is gen-
erated at the RF signal processing section. According to Fig. 4.2(c), the number of
received symbols is N+2.

The block diagram of the MIMO decoder using 1 V-BLAST processor is shown in
Fig. 5.5. The V-BLAST processor performs MIMO decoding and frequency-domain
equalization simultaneously. The channel matrices frequency components are given
by (5.14) where Hi, j is the channel matrix for a receiver j from transmitter i, and the
size of each matrix is (N + 2) × N, hence the size of matrix H is 2(N + 2) × 2N. Hi j is
shown in (5.13).

H =
H1,1 H1,2

H2,1 H2,2

 . (5.14)

In the V-BLAST detection algorithms [7] and [12], the symbols are first detected
using a linear process such as ZF or MMSE. The detected symbols are regenerated,
and the corresponding signal portion is subtracted from the received signal vector with
the fewest interfering signal components. This process is repeated, until all N symbols
are detected [7]. The detection process using V-BLAST algorithms is illustrated in
Table 5.1. From this table the procedure of V-BLAST detection for our scheme is as
follows.

Let a = [a1, a2, · · · , a2(N+2)]T be the transmitted symbol vector, then the received
symbol is r = Ha + z where H is either one of the channel matrices given in (5.14)
and z is a noise vector. Assuming that S = {m1,m2, · · · ,m2N} denotes a sequence
of substream received data. As an initialization, I set H1 = H, where the size of the
channel matrix is 2(N + 2) × 2N, r = r1 and i = 1.

The following steps are repeated until all substreams are detected :

• Compute G= H+i and select substream as mi
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• Use the equalization vector wmi to yield ymi

• Make a decision based on ymi to get the estimation âmi

• Assuming that âmi is correct, cancel âmi from ri to get ri+1

• Obtain the modified channel matrix Hi+1 by removing the mi-th column of Hi,
and set i = i + 1

Table 5.1. V-BLAST detection algorithms

Initialization Recursion
i← 1 wmi = (Gi)mi
G1 = H+ ymi = wmiri

m1 = arg min︸  ︷︷  ︸
j

‖(G1) j‖2 âmi = Q(ym)i

ri+1 = ri − âmiHmi-
Gi+1 = H+mi

m1+1 = arg min︸  ︷︷  ︸
j<{m1,m2,··· ,mi}

‖(Gi+1) j‖2

i← i + 1

5.2.2 MIMO Detection Using 2 V-BLAST Processors

In this section let me modify the channel matrix size to one half of the original chan-
nel matrix size. The channel matrix is shown in (5.15) and (5.16) for upper channel
matrices (Hup) and lower channel matrices (Hlo) with (N + 2) × N matrix size respec-
tively. The upper channel matrices correspond to the phase non-shifting element and
the lower channel matrices correspond to the phase shifting element. These channel
matrices are applied in each V-BLAST processor. Figure 5.6 shows a MIMO decoder
using 2 V-BLAST processors.
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5.2.3 MIMO Detection Using 4 V-BLAST Processors

In this section, let me modify the channel matrix size to one quarter of the original
channel matrix size. The channel matrix is shown in (5.17) and (5.18) for upper chan-
nel matrices (HuA) and (HuB), and in (5.19) and (5.20) for lower channel matrices (HlA)
and (HlB) with (N/2 + 2) × N/2 matrix size respectively. The upper channel matrices
correspond to the phase non-shifting element and the lower channel matrices corre-
spond to the phase shifting element. These channel matrices are

applied in each V-BLAST processor. Figure 5.7 shows a MIMO decoder using 4
V-BLAST processors.

5.3. Evaluation of MIMO Detection Using n V-BLAST
Processors

MIMO detection using 1 V-BLAST processor with the original size was described
above; however, the computations became too complex and required a long processing
time, so I must simplify the size of the V-BLAST processor. Two scenarios for reduc-
ing the computational cost and complexity. The first scheme : the size of the matrix is
half of the original channel matrix size requiring 2 V-BLAST processors. The second
scheme : the size of the matrix is a quarter of the original channel matrix size requiring
4 V-BLAST processors. From the computer simulation, using 1 V-BLAST processor
and 2 V-BLAST processors, the performance of the system is almost the same, but
the computational time with 2 processors is less than that of 1 processor. However,
because the inter channel interference (ICI) from the adjacent segments cannot be can-
celled by the corresponding V-BLAST processors and this information is not informed
by the corresponding V-BLAST processors, the performance of the system using 4 V-
BLAST processors is very bad (SNR is very large or infinite), so attempting to use a
channel matrix a quarter of the size of the original channel matrix is not worthwhile.
Figure 5.8 shows the curve of error performances (at BER = 10−3) for n V-BLAST pro-
cessors. So I decided to use a V-BLAST algorithm with 2 processors for the MIMO
detection.
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Figure 5.2. Block diagram of the MIMO-OFDM receiver with RF signal processing
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Figure 5.3. Rectangular shaping

Figure 5.4. Exponential shaping
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Figure 5.5. Block diagram of a MIMO decoder using 1 V-BLAST processor

Hi, j =



H1,− N
2

0 . . . . . . . . . . . . . . . . . . . . . 0
H2,− N

2
H1,−( N

2 −1) 0 . . . . . . . . . . . . . . . . . . . . .

0 H2,−( N
2 −1) H1,−( N

2 −2) 0 . . . . . . . . . . . . . . . . . .

. . . 0 H2,−( N
2 −2)

. . . 0 . . . . . . . . . . . . . . .

. . . . . . 0
. . . H1,−1 0

...
...

...
...

. . . . . . . . . 0 H2,−1 0 . . . . . . . . . . . .

. . . . . . . . . . . . 0 H1,+1 0 . . . . . . . . .
...

...
...

... 0 H2,+1
. . . 0 . . . . . .

. . . . . . . . . . . . . . . 0
. . . H1,+( N

2 −2) 0 . . .

. . . . . . . . . . . . . . . . . . 0 H2,+( N
2 −2) H1,+( N

2 −1) 0
. . . . . . . . . . . . . . . . . . . . . 0 H2,+( N

2 −1) H1,+ N
2

0 . . . . . . . . . . . . . . . . . . . . . 0 H2,+ N
2


(5.13)
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Figure 5.6. Block diagram of a MIMO decoder using 2 V-BLAST processors

Hup =



H1,−N/2 0 . . . 0 H1,−N/2 0 . . . 0

H2,−N/2
. . .
. . .

... H2,−N/2
. . .
. . .

...

0 . . .
. . . 0 0 . . .

. . . 0
...

. . .
. . . H1,−1

...
. . .
. . . H1,−1

0 . . . 0 H2,−1 0 . . . 0 H2,−1

H1,−N/2 0 . . . 0 H1,−N/2 0 . . . 0

H2,−N/2
. . .
. . .

... H2,−N/2
. . .
. . .

...

0 . . .
. . . 0 0 . . .

. . . 0
...

. . .
. . . H1,−1

...
. . .
. . . H1,−1

0 . . . 0 H2,−1 0 . . . 0 H2,−1



, (5.15)
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Hlo =



H1,+N/2 0 . . . 0 H1,+N/2 0 . . . 0

H2,+N/2
. . .
. . .

... H2,+N/2
. . .
. . .

...

0 . . .
. . . 0 0 . . .

. . . 0
...

. . .
. . . H1,+1

...
. . .
. . . H1,+1

0 . . . 0 H2,+1 0 . . . 0 H2,+1

H1,+N/2 0 . . . 0 H1,+N/2 0 . . . 0

H2,+N/2
. . .
. . .

... H2,+N/2
. . .
. . .

...

0 . . .
. . . 0 0 . . .

. . . 0
...

. . .
. . . H1,+1

...
. . .
. . . H1,+1

0 . . . 0 H2,+1 0 . . . 0 H2,+1



(5.16)

Figure 5.7. Block diagram of a MIMO decoder using 4 V-BLAST processors
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HuA =



H1,−N/2 0 . . . 0 H1,−N/2 0 . . . 0

H2,−N/2
. . .
. . .

... H2,−N/2
. . .
. . .

...

0 . . .
. . . 0 0 . . .

. . . 0
...

. . .
. . . H1,−N/4

...
. . .
. . . H1,−N/4

0 . . . 0 H2,−N/4 0 . . . 0 H2,−N/4

H1,−N/2 0 . . . 0 H1,−N/2 0 . . . 0

H2,−N/2
. . .
. . .

... H2,−N/2
. . .
. . .

...

0 . . .
. . . 0 0 . . .

. . . 0
...

. . .
. . . H1,−N/4

...
. . .
. . . H1,−N/4

0 . . . 0 H2,−N/4 0 . . . 0 H2,−N/4



, (5.17)

HuB =



H1,−N/4 0 . . . 0 H1,−N/4 0 . . . 0

H2,−N/4
. . .
. . .

... H2,−N/4
. . .
. . .

...

0 . . .
. . . 0 0 . . .

. . . 0
...

. . .
. . . H1,−1

...
. . .
. . . H1,−1

0 . . . 0 H2,−1 0 . . . 0 H2,−1

H1,−N/4 0 . . . 0 H1,−N/4 0 . . . 0

H2,−N/4
. . .
. . .

... H2,−N/4
. . .
. . .

...

0 . . .
. . . 0 0 . . .

. . . 0
...

. . .
. . . H1,−1

...
. . .
. . . H1,−1

0 . . . 0 H2,−1 0 . . . 0 H2,−1



, (5.18)

HlA =



H1,+N/2 0 . . . 0 H1,+N/2 0 . . . 0

H2,+N/2
. . .
. . .

... H2,+N/2
. . .
. . .

...

0 . . .
. . . 0 0 . . .

. . . 0
...

. . .
. . . H1,+N/4

...
. . .
. . . H1,N/4

0 . . . 0 H2,+N/4 0 . . . 0 H2,N/4

H1,+N/2 0 . . . 0 H1,+N/2 0 . . . 0

H2,+N/2
. . .
. . .

... H2,+N/2
. . .
. . .

...

0 . . .
. . . 0 0 . . .

. . . 0
...

. . .
. . . H1,+N/4

...
. . .
. . . H1,+N/4

0 . . . 0 H2,+N/4 0 . . . 0 H2,+N/4



, (5.19)
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HlB =



H1,+N/4 0 . . . 0 H1,+N/4 0 . . . 0

H2,+N/4
. . .
. . .

... H2,+N/4
. . .
. . .

...

0 . . .
. . . 0 0 . . .

. . . 0
...

. . .
. . . H1,+1

...
. . .
. . . H1,+1

0 . . . 0 H2,+1 0 . . . 0 H2,+1

H1,+N/4 0 . . . 0 H1,+N/4 0 . . . 0

H2,+N/4
. . .
. . .

... H2,+N/4
. . .
. . .

...

0 . . .
. . . 0 0 . . .

. . . 0
...

. . .
. . . H1,+1

...
. . .
. . . H1,+1

0 . . . 0 H2,+1 0 . . . 0 H2,+1



, (5.20)

Figure 5.8. Error rate performances for n V-BLAST processors

50



Chapter 6

Simulation Results and Discussion

IN this section I will explain the simulation results and discussion.

6.1. System Parameter

The transmitted symbol belongs to a QPSK (Quadrature Phase Shift Keying) constel-
lation and is obtained from the information bits through of usual modulation. A block
diagram of the MIMO detection of the simulation is shown in Fig. 5.6. In this simu-
lation the pilot sequence of HTLTF (High Throughput Long Training Field) based on
IEEE 802.11n in 20 MHz frequency is used. This pilot sequence is given by Eq. (6.1).

HTLTF28:28 = {1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1,
1, 1, 1, 1, 1, 1, 1, 0, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1,

1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1} (6.1)

The total number of subcarriers is 56 and all simulation parameters are shown in
Table 6.1. The multipath fading channel is generated by the Rayleigh fading channel
model [13], IEEE 802.11n Typical Resident model channel (τs = 15 ns and Bc = 12.8
MHz) and Winner Channel Scenario A1 channel model (τs = 12.89 ns and Bc = 15.5
MHz), respectively. The Power Delay Profile (PDP) of the Winner channel model and
IEEE 802.11n are shown in Tables 6.2 and 6.3 respectively.
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Table 6.1. Simulation parameters

Parameters Value

Transmitter

Pilot Sequence HTLTF
Modulation QPSK

Number of sub-carriers 56
FFT size 64

Antenna Dimension 2x2
Guard Interval Length (GI) 1/4

Channel
Rayleigh Fading 2-rays

IEEE802.11n Typical Resident 9-path
Winner Channel Scenario A1 12-path

Receiver
Channel Estimation MMSE

Equalization V-BLAST

6.2. Performance Assessment

In this section, the results of computer simulation are shown for 2 × 2 MIMO-OFDM
systems using RF signal processing over a two-rays Rayleigh fading channel model,
IEEE 802.11n channel model and WINNER channel model. The BER characteristics
of these three channel models are plotted in Figs. 6.2, 6.3 and 6.4. The performances
are compared to conventional MIMO-OFDM systems for 2×4, 2×2, and SISO-OFDM
system, respectively, using the same modulation schemes.

The technique to apply two-rays Rayleigh fading channel model can be explained
as follows. The block diagram transceiver system using this channel model is shown
in Fig.6.1. This figure explains that the channel impulse response (h) in the receiver
antenna is the sum of impulse response in tranmitter antennas 1 and 2. The equation
in time domain can be written by

h(τ) = h00δ(τ) + h01δ(τ − Td) + h10δ(τ − TCS D) + h11δ(τ − Td − TCS D) (6.2)

where h•,• denotes channel impulse coeficient in receiver from transmitter, Td denotes
time delay and TCS D denotes cyclic shift. And the equation (6.2) can be rewritten in
frequency domain as shown below

H( f ) = h00 + h01e− j2π f Td + h10e− j2π f TCS D + h11e− j2π f (Td+TCS D) (6.3)
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Table 6.2. Characteristics of IEEE802.11n typical resident 9-path channel model with
τs = 15 ns and Bc = 12.8 MHz

Path Power(dB) Delay(ns)
1 0 0
2 -5.4287 10
3 -2.5162 20
4 -5.8905 30
5 -9.1603 40
6 -12.5105 50
7 -15.6126 60
8 -18.7147 70
9 -21.8168 80

In Fig. 6.2 we compare the BER of our approaches for several MIMO detectors. At
BER = 10−3 our proposed scheme gives improved performance with a diversity gain
of 10.9 dB for an ideal channel and 9.45 dB for an estimated channel when compared
to the conventional 2 × 2 MIMO-OFDM systems. Our proposed scheme also gives
a diversity gain of 3.9 dB for an ideal channel and 2.55 dB for an estimated channel
when compared to Maximum Likelihood Detection (MLD) (2 × 2).

Our scheme also gives a diversity gain over the IEEE 802.11n channel model and
WINNER channel model as illustrated in Fig. 6.3 and Fig. 6.4. A MIMO-OFDM
system using RF signal processing yields better results than conventional 2×2 MIMO-
OFDM systems and SISO-OFDM systems.

Compared to the IEEE 802.11n channel model, our approach gives an improved
performance at BER = 10−2 with a diversity gain of 7.5 dB for an ideal channel and
5.5 dB for an estimated channel when compared to a 2 × 2 MIMO-OFDM system. In
the case of the WINNER channel model, our approach gives an improved performance
at BER = 10−2 with a diversity gain of 7 dB for an ideal channel and 5 dB for an
estimated channel when compared to conventional 2×2 MIMO-OFDM systems. Con-
ventional 2×2 MIMO systems cannot give as much diversity gain as conventional 2×4
MIMO systems [14], but a 2 × 2 MIMO-OFDM using RF signal processing can yield
better performance for increasing diversity gain than conventional 2×2 MIMO-OFDM

53



Table 6.3. Winner channel scenario A1 12-path channel model with τs = 12.89 ns and
Bc = 15.5 MHz

Path Power(dB) Delay(ns)
1 0 0
2 -1.7 5
3 -6.2 10
4 -7.7 15
5 -9.3 20
6 -12.1 25
7 -12.7 30
8 -12.7 35
9 -14.7 45

10 -16.3 55
11 -16.8 65
12 -18.4 75

systems. MLD is an optimum detection algorithm and it provides the best transmission
performance [15]. In the proposed scheme, in addition to the RF components at each
receiver antenna, 2×2 scheme is also related to conventional 2×4 MIMO systems, our
proposed scheme outperforms a 2 × 2 MIMO-OFDM using MLD in the conventional
system.

6.3. Computational Cost

In this section the computational cost is discussed for MIMO decomposition for MIMO-
OFDM using RF signal processing and conventional MIMO-OFDM system. The re-
sults of this evaluation are shown in Table 6.4 and Table 6.5. Bold font in these tables is
for proposal. In these tables the computational complexity of our proposal (ZF, MMSE
and V-BLAST for the first scheme) is higher than conventional (MLD). But the com-
plexity of computational cost of proposed system (V-BLAST for second scheme) is
comparable.
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Figure 6.1. Block diagram of transceiver MIMO system using two-rays Rayleigh fad-
ing channel model

6.4. Performances Summary

In this section we show performances summary of the three model schemes for the
three classification measurement.

The three model schemes are 2×2 V-BLAST, 2×4 V-BLAST and 2×2 RF-MIMO
(proposed). The three classification are BER, computational cost and number of RF
front-end. Performances summary for all schemes are shown in Table 6.6.

For the BER classification, 2×4 V-BLAST is the best, followed by 2×2 V-BLAST
and 2 × 2 RF-MIMO (proposed). For the computational cost classification, 2 × 2 V-
BLAST is the best, followed by 2 × 4 V-BLAST and RF-MIMO (proposed). And the
other one, for the number of RF front-end classification, 2 × 2 RF-MIMO (proposed)
and 2×2 V-BLAST are the best followed by 2×4 V-BLAST. Although the BER and the
computational cost classification on 2× 2 RF-MIMO (proposed) is lower than 2× 4 V-
BLAST, the 2×2 RF-MIMO (proposed) can reduce number of RF front-end. Reduction
in the number of front-end will be followed by reducing power consumption. And the
focus of our research is to reduce the number of RF front-ends.
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Table 6.4. Computational cost for 4 QAM modulation

MIMO Detection Multiplication Addition
ZF (2x2) 43.1x102 35.3x102

MMSE (2x2) 45.4x102 37.5x102

MLD (2x2) 23.8x103 20.0x103

V-BLAST (2x2) 11.0x103 79.0x102

ZF (2x4) 79.0x102 68.9x102

MMSE (2x4) 81.2x102 70.6x102

V-BLAST (2x4) 21.1x103 16.3x103

Kalman (2x2) 28.3x103 28.2x103

ZF (2x2) 11.8x106 11.7x106

MMSE (2x2) 11.8x106 11.7x106

V-BLAST (2x2) -1 23.5x106 23.4x106

V-BLAST (2x2) -2 59.7x105 59.1x105

Table 6.5. Computational cost for 64 QAM modulation

MIMO Detection Multiplication Addition
ZF (2x2) 43.1x102 35.3x102

MMSE (2x2) 45.4x102 37.5x102

MLD (2x2) 57.3x105 48.2x105

V-BLAST (2x2) 28.4x103 15.0x103

ZF (2x4) 79.0x102 68.9x102

MMSE (2x4) 81.2x102 70.6x102

V-BLAST (2x4) 38.6x103 23.5x103

Kalman (2x2) 28.3x103 28.2x103

ZF (2x2) 11.8x106 11.7x106

MMSE (2x2) 11.8x106 11.7x106

V-BLAST (2x2) -1 23.6x106 23.4x106

V-BLAST (2x2) -2 59.7x105 59.1x105
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Figure 6.2. BER performance of MIMO-OFDM system using RF signal processing
over two-rays Rayleigh fading channel model
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Figure 6.3. BER performance of MIMO-OFDM system using RF signal processing
over IEEE 802.11n channel model

Table 6.6. Performances summary

Model Schemes BER Computational Cost Number of RF front-end
2x2 V-BLAST Bad Best 2
2x4 V-BLAST Best Good 4

2x2 RF-MIMO (proposed) Good Bad 2
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Figure 6.4. BER performance of MIMO-OFDM system using RF signal processing
over Winner channel model
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Chapter 7

Low Complexity MIMO Detection
Using Kalman Filter

IN this section, let me introduced a Kalman filter-based MIMO decomposition algo-
rithm in order to reduce the computational cost. The proposed scheme uses Kalman

filter as a MIMO decomposition algorithm. Furthermore ECC (Error Corection Cod-
ing) is jointly used for improving the decomposition performance.

7.1. Kalman Filter

There are a lot of literatures to introduce Kalman filter algorithm such as [16] and
[17]. In this section, Kalman filter addresses the general problem for trying to estimate
the state x∈<n of a discrete-time controlled process that is given by Eq.(7.1) with an
observation z∈<m shown in Eq.(7.2)

xk = Fxk−1 + vk−1 (7.1)

zk = Hkxk + wk (7.2)

where F and Hk are known n×n dimensional state transition matrix and m×n dimension
observation matrix, respectively. And v and w are mutually independent zero mean
with Gaussian, with covariance matrices Q and R, respectively.

The discrete Kalman filter algorithm is as follows:
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Time Update (Predict) :
(A) Project the state ahead

x̂k = Fx̂k−1 (7.3)

(B) Project the error covariance ahead

Pk = FPk−1FT + Q (7.4)

Measurement Update(Correct) :
(A) Compute the Kalman Gain

Kk = PkHT (HPkHT + R)−1 (7.5)

(B) Update the estimate with measurement zk

x̂k = x̂k + Kk(zk − Hx̂k) (7.6)

(C) Update the error covariance

Pk = (I − KkH)Pk−1 (7.7)

7.2. Kalman Filter Based MIMO Detector

This section describes the proposed Kalman filter based MIMO detector. The pro-
posed detector can reduce the computational cost required for the V-BLAST based
MIMO detector shown in the last chapters. In general, Kalman filter works in time do-
main, but the concept of estimation techniques is in the same manner as in frequency
domain processing. Therefore, we have proposed to estimate the number of symbols
of subcarrier by considering the frequency shifting and frequency non-shifting. Let me
start from SIMO (1 × 2) and then I extend it to MIMO (2 × 2).

7.2.1 Kalman Filter Based SIMO Detector (1 × 2)

Fig.7.3 shows the SIMO system (1 × 2) using four subcarriers for simplifying discus-
sion. The signal forms are shown in Fig.7.5 for transmitter and in Fig.7.6 for receiver.
The channel matrix for four subcarriers is shown in Eq.(7.8). The size of this matrix is
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5 × 4, then it is converted to 1 × 2 size and as shown in Eq.(7.9). In case the number
of subcarrier is four, the corresponding number of iteration in Kalman filter equalizer
is 4 + 1 = 5. So, the channnel matrices for this case are H1, · · · ,H5.

The output simulation for SIMO system using four subcarriers are shown in Fig.7.1
and Fig.7.2

H =



h1,1 0 0 0
h2,1 h1,2 0 0
0 h2,2 h1,3 0
0 0 h2,3 h1,4

0 0 0 h2,4


(7.8)

H1 =
[

0 h1,1

]
H2 =

[
h2,1 h1,2

]
H3 =

[
h2,2 h1,3

]
H4 =

[
h2,3 h1,4

]
H5 =

[
h2,4 0

]
(7.9)

7.2.2 Kalman Filter Based 2 × 2 MIMO Detector

In Fig.7.4 shows SIMO system (2×2). To simplify the discussion I use four subcarriers.
The signal forms at transmitter and receiver look like similar as in SIMO system. The
channel matrix for four subcarrier are shown in Eq. (7.10). The size of this matrix is
10 × 8, then it is converted to 2 × 4 size as shown in Eq.(7.11). In case the number of
subcarrier is four, the corresponding number of iteration in Kalman filter equalizer is
4 + 1 = 5. So, the channnel matrices for this case are H1, · · · ,H5.
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Figure 7.1. Kalman filter equalizer in SIMO system in real part

H =



h1,1 0 0 0 h1,1 0 0 0
h2,1 h1,2 0 0 h2,1 h1,2 0 0
0 h2,2 h1,3 0 0 h2,2 h1,3 0
0 0 h2,3 h1,4 0 0 h2,3 h1,4

0 0 0 h2,4 0 0 0 h2,4

h1,1 0 0 0 h1,1 0 0 0
h2,1 h1,2 0 0 h2,1 h1,2 0 0
0 h2,2 h1,3 0 0 h2,2 h1,3 0
0 0 h2,3 h1,4 0 0 h2,3 h1,4

0 0 0 h2,4 0 0 0 h2,4



(7.10)
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Figure 7.2. Kalman filter equalizer in SIMO system in imaginer part

H1 =

 0 h1,1 0 h1,1

0 h1,1 0 h1,1


H2 =

 h2,1 h1,2 h2,1 h1,2

h2,1 h1,2 h2,1 h1,2


H3 =

 h2,2 h1,3 h2,2 h1,3

h2,2 h1,3 h2,2 h1,3


H4 =

 h2,3 h1,4 h2,3 h1,4

h2,3 h1,4 h2,3 h1,4


H5 =

 h2,4 0 h2,4 0
h2,4 0 h2,4 0

 (7.11)
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ModulatorModulator DeModulatorDeModulator

Shift freqShift freq

Figure 7.3. SIMO system

The output simulation for MIMO system using four subcarriers as shown in Fig.7.7,
Fig.7.8, Fig.7.9 and Fig.7.10.

7.2.3 Kalman Filter Based MIMO Detector with RF signal process-
ing

In this section I apply Kalman filter for MIMO detector with RF signal processing. The
channel matrix size is 116× 112, and I convert it to chanel matrices of size 2× 4. Then
I have 58 channel matrices of size 2 × 4 as shown in Eq.7.12. Based on IEEE80211n
WLAN standard, the pilot signal has a DC signal and the signal form is shown in
Fig.7.11.
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Figure 7.4. MIMO system

H1 =

 0 h1,1 0 h1,1

0 h1,1 0 h1,1


H2 · · ·H28 =

 h2,1 h1,2 h2,1 h1,2

h2,1 h1,2 h2,1 h1,2


H29 =

 h2,29 0 h2,29 0
h2,29 0 h2,29 0


H30 =

 0 h1,30 0 h1,30

0 h1,30 0 h1,30


H31 · · ·H57 =

 h2,31 h1,32 h2,31 h1,32

h2,31 h1,32 h2,31 h1,32


H58 =

 h2,58 0 h2,58 0
h2,58 0 h2,58 0

 (7.12)

In Eq.7.2 I have components of equation as in Eq.7.13 for zk, Eq.7.14 for channel
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Figure 7.5. Signal four subcarriers in transmitter SIMO system
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Figure 7.6. Signal four subcarriers in receiver SIMO system

matrices and Eq.7.15 for input state, and k refers to k-th carrier number.

zk =

 z(0)
k

z(1)
k

 (7.13)

Hk =

 hk,k−1 hk,k hk,k−1 hk,k

hk,k−1 hk,k hk,k−1 hk,k

 (7.14)

x =


x(0)

k−1

x(0)
k

x(1)
k−1

x(1)
k

 (7.15)
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Figure 7.7. Kalman filter equalizer in MIMO system in real part for first signal

The state matrices of F is shown in Eq.(7.16)

F =


0 1 0 0
0 0 0 0
0 0 0 1
0 0 0 0

 (7.16)
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Figure 7.8. Kalman filter equalizer in MIMO system in imaginer part for first signal

7.3. Performance of the RF signal-processing Based Di-
versity Scheme for Coded MIMO-OFDM Systems

In this section I evaluate the bit error rate performance with error correction coding
(ECC) techniques. The block diagrams of coded transmitter and coded receiver are
shown in Fig.7.12 and in Fig.7.13, respectively. In the encoder I use convolutional
coding with coding rate = 1/2 and constraint length is 7 and the generator is [131 171].
And for decoding I use Viterbi decoding.
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Figure 7.9. Kalman filter equalizer in MIMO system in real part for second signal

7.4. Performance Assessment

The results of the simulation for a 2 x 2 MIMO-OFDM system using RF signal pro-
cessing over a two-rays Rayleigh fading channel model are shown in this section. The
BER characteristics are plotted in Figs. 7.14 and 7.15. The performances are com-
pared to four methods, those are (a) traditional MIMO-OFDM system using MLD
detector, (b) RF signal-processing-based diversity scheme for uncoded MIMO-OFDM
using V-BLAST detector [13], (c) RF signal-processing-based diversity scheme for
coded MIMO-OFDM using MMSE detector and (d) Kalman filter detector using the
same modulation schemes. In these figures the BER of our approaches is compared for
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Figure 7.10. Kalman filter equalizer in MIMO system in imaginer part for second
signal

various kinds of MIMO detector for both ideal and estimated channels. For Kalman
filter based MIMO detector with the error corection coding (ECC) technique, shows
that our approach has improved performance compared to a MLD detector for the rank
of SNR from 0 through 5 dB and to a V-BLAST detector for 0 until 16 dB SNR for
an ideal channel (Fig.7.14). Our proposal also has improved performance to a MLD
detector for 0 until 6 dB and to a V-BLAST detector for 0 until 21 dB SNR for an
estimated channel (Fig. 7.15). Comparison with MMSE detector, the performance of
Kalman filter approach is still low.

The approach of Kalman filter based MIMO detector has disadvantage that it can-
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Figure 7.11. Signal 56 subcarriers in receiver MIMO system

Figure 7.12. Block diagram of coded MIMO-OFDM RF signal-processing transmitter

not be equalized properly of the symbol for the existing measurement noise covariance
(R) (the variance around 0.0562 ∼ 1) . The Kalman filter works well if the variance
is very small. It is difficult/ impossible to get it, since the most common minimum
variance is approximately 0.0562 (SNR = 25 dB).

However, in the MMSE detector, all existing variance can be processed properly.
That is the reason why the Kalman filter based MIMO detector in our scheme is lower
performance than MMSE. Then the Kalman filter based detector can reduce the com-
plexity of computational cost compared with several detectors as shown in Table 7.1.
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Figure 7.13. Block diagram of coded MIMO-OFDM RF signal-processing receiver

Table 7.1. Complexity of computational cost

MIMO detection Multiplication Addition
RF V-BLAST[13] 23.5 x 106 23.4 x 106

RF MMSE 11.86 x 106 11.7 x 106

Traditional MLD[13] 23.8 x 103 20 x 103

RF Kalman filter 28.3 x 103 28.2 x 103
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Figure 7.14. BER performance of RF-VBLAST comparison over perfect Rayleigh
fading channel
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Figure 7.15. BER performance of RF-VBLAST comparison over estimated Rayleigh
fading channel
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Chapter 8

Conclusion

IN this dissertation, RF signal processing assisted MIMO-OFDM receiver has been
proposed. Computer simulations has been carried out in order to confirm the valid-

ity of the proposed scheme. The results showed that the proposed receiver was capable
of improving the bit error rate performance in a frequency selective fading enviroment
without increasing in the hardware size. In a two-ray Rayleigh fading environment,
the proposed scheme achieved the diversity gain of 10.9 dB in case of perfect channel
estimation, and 9.45 dB when the MMSE-based channel estimator was employed. Al-
though the proposed scheme is confirmed to be effective in terms of improving the bit
error rate performance, the computational cost required for MIMO decomposition of
the proposed MIMO-OFDM receiver is too huge to implement directly. Then, in order
to reduce the computational cost, proposed the Kalman filter-based MIMO detector
with ECC and it has successfully reduced the computational cost with relatively small
degradation in the bit error rate performance.
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