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Abstract

Multichannel sound field reproduction (SFR) methods are promising for im-
proving the quality and interactivity of acoustic telecommunication experience.
In this dissertation, robust and high-quality SFR is addressed with a new pro-
posed method integrating of multi-point sound field control and wave field syn-
thesis (WFS). In SFR, the competing requirements of a wide listening area and a
high reproduction accuracy arise. In this dissertation, a new method of meeting
these requirements sis proposed: the null space of a generalized inverse matrix
is dedicated to a compensation filter of a wave field outside the control points
by imposing WFS into multi-point sound field control. The results of the exper-
iments show that the proposed method can meet these competing requirements
under realistic acoustical conditions. In applying the proposed method to the re-
production of commercially available sound contents, the localization information
of each sound source is required as a cue of the primary sources generated in WFS.
Therefore, in this dissertation, a new sound field coding method and an interactive
controller for audio object localization are proposed. The developed controller
enables a listener to intuitively operate displayed audio objects with a touch pen.
The results of the experiments clarify that the controller enables the listener to
change the localization of audio objects without sound degradation if the gain op-
eration is not extreme. From these findings, we can conclude that these proposed
methods have wide applicability in an actual environment.

†Doctoral Dissertation, Department of Information Processing, Graduate School of Informa-
tion Science, Nara Institute of Science and Technology, NAIST-IS-DD0961010, February 2, 2012.
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Chapter 1

Prologue

1.1. Background

The application of electronic communication over large distances is a rapidly
evolving technological field, and these applications are already a natural part of
our everyday lives. In the field of acoustical digital communications, these tech-
nologies, particularly the application of internet protocol phones or smart mobile
phones, provide a wide range of usability. The ultimate aim of these applications
is to perfectly convey the characteristics of natural hearing over the entire spatial
and frequency domains from one side to another. However, the present communi-
cation experiences provided by the above technologies do not satisfy the required
naturalness compared with that of a real face-to-face conversation because recent
technological developments have focused on only sound quality.

One of the important reasons for the degeneracy of naturalness is that the tech-
nologies mentioned above pay no particular attention to the spatial localization
information of sound sources during both recording and playback. This defective
information becomes more apparent in simultaneous communication with two or
more people on the other side, e.g., online conference. Multi-channel sound field
coding and multichannel sound field reproduction are prospective candidate solu-
tions to these problems, they use a large number of microphones and loudspeakers
to improve the quality of these experiences.

1.2. Multichannel sound field reproduction

1.2.1 Stereophonic-based system

Until 1930, sounds were reproduced in a monaural manner. The sound field
reproduction system was first introduced and developed by Blumlein [1] as a
two-channel stereo system, so-called the two-channel ”Stereophonic”. The typ-
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Figure 1. Typical loudspeaker setups and sweet-spots of (a) two-channel stereo
system and (b) 5.1-channel surround sound system.

ical loudspeaker setup of the Stereophonic is shown in Fig. 1 (a). With this
stereophonic-based system, the location of each recorded original sound source is
perceived in different directions of the real playback loudspeakers near the orig-
inal direction of the recorded sound source. The recorded original sound source
is called the ”primary source” and the reproduced perceived sound image of the
primary source is called the ”virtual source.” Also, the reproducible ability of
the virtual source is called ”sound localization.” Therefore, the possibility of the
reproducible direction of virtual sources was extended to some extent in compar-
ison with previous monaural systems. Details of the histories of the two-channel
Stereophonic are described in [2].

The reproducible directions of virtual sources are restricted within the area
of the baseline of two-channel loudspeakers. Therefore, after the development
of a two-channel stereophonic system, this system was then extended to a four-
channel Quadraphonic system to enable full-circle spatial reproduction [3]. The
loudspeakers are located at the four corners of the listening space in the Quadra-
phonic system. However, the sound localization performance was poor in the front
half-plane, the formats were more expensive to produce than those of the stan-
dard two-channel stereo, and the playback required additional loudspeakers and
custom-designed decoders and amplifiers. Hence, the Quadraphonic was quickly
abandoned.

2



The ”surround system” using a larger number of channels, such as 5.1 and
7.1, was proposed to compensate for the Quadraphonic sound localization [4, 5],
so-called the ”multichannel stereophonic.” The typical loudspeaker setup of the
5.1 surround system is shown in Fig. 1 (b). The first surround sound system was
provided by Disney as the discrete six-channel system so-called ”Fantasound”
in ”Fantasia” in 1941 [6]. The direction with the poorest sound quality in the
Quadraphonic is the frontal localization direction. Therefore, the surround system
uses more loudspeakers in front of the listener to improve frontal localization.
In addition, loudspeakers on the lateral side (which are only used in the 7.1ch
system) and behind the listening position are used for providing ambience and
side or rear sound localization. The red area located at the center of the circle of
the listening area, shown in Fig. 1, is called the ”sweet-spot.” The reproduced
sound field provides correct localization and ambience effects only at this small
sweet-spot position and the area outside of the sweet-spot cannot be controlled
using a stereophonic-based system.

To summarize the above-mentioned facts, all stereophonic-based multichan-
nel sound field reproduction systems generally suffer from the same problems as
follows.

1. The system suffers from having a very small sweet-spot.

2. The system can only reproduce virtual sources between the loudspeaker
positions or farther, but not at the gap between the listener and the loud-
speakers, i.e., the perceptual distance control of the virtual source.

1.2.2 Acoustic window and wave field synthesis

In parallel with the development of multichannel stereophonic systems, extensive
investigations of the above-mentioned problems have been conducted. The first
successful approach to extending the sweet-spot was introduced by Snow in 1934
[7] and the proposed system recorded sound sources by nine microphones and
played the signals through nine similarly located loudspeakers in another remote
room in real time. Interestingly, the best experimental results were provided by

3



connecting each of the microphones to the corresponding loudspeakers directly,
and the virtual source localization almost matches the localization of the primary
source. The behavior of this reproduction system seems to be like a real me-
chanical window between two experimental rooms. Therefore, we refer to this
mechanism as ”virtual acoustic opening,” and the reproduction system was called
the ”acoustic window” between two remote rooms. The sound-emitting room that
generates the sound field is called the ”primary sound field,” the sound-receiving
room that receives the reproduced sound field is called the ”secondary sound
field,” and the reproduction loudspeakers are called the ”secondary sources.” Fig-
ure 2 shows an overview of the concept of the acoustic window [8]. Unfortunately,
the concept of the acoustic window was soon abandoned owing to the enormous
bandwidth necessary to send a large number of audio signals in the 1930s. In re-
cent years, however, with the advent of powerful multichannel perceptual coders
(like MPEG4), this scheme has become much more feasible and the acoustic open-
ing concept has been reviewed [9, 10, 11].

On another front, the concept of the acoustic window seems to be like the
”Huygens principle [12].” The Huygens principle states that the propagation of
a wave through a medium can be formulated by summing up the contributions
of all of the secondary sources positioned along a wavefront. Figure 3 shows an
overview of the Huygens principle [13]. In Fig. 3, the primary source generates
a wavefront that propagates along the surface, which is called the ”primary wave-
front.” The Huygens principle indicates that a primary wavefront can be generated
by an infinite number of secondary sources along any position defined by the pas-
sage of the primary wavefront, which is called the ”secondary wavefront.” This
secondary wavefront is perfectly accurate outside the field delimited by the sec-
ondary source distribution. The secondary sources therefore serve to relay sound
propagation, and can reproduce the primary wavefront in the absence of the pri-
mary source as well as the acoustic window concept.

The mathematical descriptions of the Huygens principle can be found through
the Kirchhoff-Helmholtz integral. Wave field synthesis (WFS) [14, 15, 16] is
premised on an anechoic reproduction environment and offers a large listening
area with a flexible high perceptual reproduction quality for multiple listeners

4
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Figure 2. Concept of acoustic window.

based on the Kirchhoff-Helmholtz integral. However, its reproduction accuracy
decreases in practice owing to the inherent disadvantages of the physical inaccu-
racies found in the Kirchhoff-Helmholtz integral and room reverberation [17] in
WFS. Therefore, WFS cannot accurately reproduce the sound field at the sweet-
spot.

1.2.3 Multi-point controlled sound field reproduction

In parallel with the development of WFS, in recent years, research interest in
multi-point controlled robust sound field reproduction methods operated in a re-
verberant environment has been increasing. These methods reproduce the multi-
point sound pressure at the observation microphones in the secondary sound field
and that of wavefronts. The locations of the microphones for observing the con-
trolled pressure are called ”control-points.” Many of the systems based on multi-
point controlled sound field reproduction were developed using inverse filtering.
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Figure 3. Huygens principle: wavefronts emitted by the primary source (violin)
behave as an ensemble of secondary sources located along an equiphase surface
of the primary source.

The transaural system [18, 19] based on the multiple input/output inverse theo-
rem (MINT) [20] is a typical system aimed at reproducing binaural recording to
achieve realistic sensation, where an inverse filter compensates for transfer func-
tions at the user’s ears including room reverberation. However, outside the control
points (sweet-spot), the inverse filter does not compensate for transfer functions
satisfactorily, and a method based on the inverse filtering of multi-point controlled
reproduction does not work well with the user’s movements. Multi-point con-
trolled wavefront synthesis (MCWS) [21, 22, 23, 24, 25] is a technique of solving
this problem using a number of control points located in the listening area. Al-
though the theory of the WFS has been well studied, the optimal control-point
geometry and the behavior of the synthesized secondary wavefront within and
above the frequency band-limit in MCWS have not been investigated so far.
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In MCWS, ensuring a large sweet-spot by placing a sensor array on the con-
trol points fills the reproduction space with a large number of sensors, which is
impractical. With the practical placement of the control points, the potential prob-
lem in the reproduction area persists in MCWS because the wavefront formed out-
side the control points is entirely different from that formed in the primary sound
field, and sound localization degrades considerably when the user moves from the
controlled area. To mitigate the effect of the listener’s movement in such multi-
point control-based methods, an improved inverse filter design has been proposed
[26, 27]. This method can maintain the perceptual direction of sound outside the
sweet-spot, while keeping the accuracy at the control points by substituting ar-
bitrary subspace components of MINT with a simple emphasis filter that drives
the nearest loudspeaker to the primary source. However, this emphasis filter can-
not compensate for the perceptual distance, and the reproducible position of the
primary source becomes circumscribed only at the loudspeaker position. There-
fore, this framework still requires further improvement in accuracy as well as a
flexible method of reproducing the arbitrary primary wavefront regardless of the
loudspeaker position, a problem mentioned in the previous stereophonic section.

Through recent studies, typical multi-point controlled sound field reproduction
methods are classified into two groups depending on whether the methods use a
null-space of the spatial impedance matrix of the secondary sound field to solve
the filter of the robust sound field reproduction.

1.3. Multichannel sound field coding and interactive
sound field control

On another front, the increase in the number of audio channels additionally in-
creases the amount of audio data to be transferred by such an acoustic window
system between two remote locations. Sending a huge amount of audio data from
tens of microphones over the same connection that is normally used for only a
couple of channels becomes impossible. The problem has been investigated, and
coding methods of audio transfer have been proposed [9]. In addition, in apply-
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Figure 4. Orientation of conventional methods and target region of proposed
method from the perspective of triaxial scale. 1. Scale and censurability of sys-
tem. 2. Reproduction accuracy and size of sweet-spot. 3. Compatibility with
conventional contents. BoSC and AWFS will be discussed later.

ing WFS to commercially available sound contents, the localization information
of each sound source is required as a cue of the primary sources generated in
WFS. This means that a method of analyzing and decomposing the sound sources
is indispensable for the total system of multichannel sound field reproduction.
Alternatively, the reproduction of music with a high sense of reality has been su-
perceded by the development of sound reproduction systems with a creative sense
of reality, in which the user can operate each sound object individually in audio
signals [28]. As a system for achieving the above-mentioned problems related to
sound field coding and a creative sense of reality, MPEG Spatial Audio Object
Coding (MPEG-SAOC) is being devised by the Moving Picture Experts Group
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(MPEG) [29, 30, 31, 32]. MPEG-SAOC basically requires separated audio object
sources. Such sources are, however, difficult to obtain for common-end users be-
cause separated sources are not generally supplied via normal music distribution
media such as compact discs, in which all sources are mixed. Thus, such a codec
is difficult to use.

1.4. Objective and Overviews of this dissertation

Figure 4 shows the orientation of conventional methods summarized in the pre-
vious sections and the target region of the proposed method from the perspective
of triaxial scale. My aim in this dissertation is to extend the current multichan-
nel sound field coding and multichannel sound field reproduction frameworks to
a new system with the flexibility of user experiments, as shown in Fig. 4. In
particular, I have addressed the following issues.

1. To evaluate the performance of sound reproduction systems, a real-apparatus-
based sound measurement system is developed in a real acoustical environ-
ment.

2. To achieve more accurate reproduction, I investigate the optimization of the
MCWS, and perform a comparative study of MCWS and WFS.

3. A new hybrid sound reproduction method combining MCWS and null-
space-imposed WFS is proposed for achieving both requirements of a high
accuracy in the sweet-spot and a large listening area.

4. In applying WFS to commercially available sound contents, the localiza-
tion information of each sound source is required as a cue for the primary
sources generated in WFS. This means that a method of analyzing and de-
composing the sound sources is indispensable for the total system of multi-
channel sound reproduction.

The dissertation is organized as follows.
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First, I describe the MCWS and WFS as basic frameworks of the sound field
reproduction in Chapter 2. Next, I investigate the optimal control-point geometry
and the behavior of the synthesized secondary wavefront in MCWS, and I evaluate
the effectiveness of MCWS through comparison with WFS in Chapter 3. Since
the wavefront has the frequency characteristics of actual audio applications, I de-
termine the spatial spectrum characteristics of MCWS in an actual environment.
Hence, I derive the spatial spectrum characteristics from the impulse responses
at each observation point and measure the MCWS wavefront using a wavefront
measurement system [33] in an actual environment in Chapter 4.

In Chapter 5, to mitigate the trade-off problem between the accuracy and re-
producible region caused by the practical location of the control-points of the
sound field reproduced in both conventional methods, I propose a new robust
sound field reproduction method that enables high-accuracy reproduction with
a large listening area by integrating our previously proposed multi-point sound
field reproduction method and WFS with practical control-point locations. In the
proposed method, the wavefront for the desired spatial cue outside the sweet spot
is derived by approximating the WFS-synthesized wavefront, but the sweet-spot
sound is perfectly preserved. The efficacy of the proposed method is ascertained
by objective evaluation through computer-based simulations and wavefront mea-
surement. The mathematical relationship and differences between the conven-
tional multi-point-controlled-based method and the proposed method by a new
interpretation, which is given by the generalized singular value decomposition
(GSVD) [34, 35, 36, 37] in Chapter 6.

In Chapter 7, I propose a new audio coding framework enabling the localiza-
tion operation of audio objects (e.g., vocal, guitar and drums) by the temporal
quantization of spatial information and introduce an audio object controller devel-
oped for interactive sound field reproduction using audio object localization based
on spatial representative vector operations. An audio object is represented by the
centroid vector of a spatial clustering algorithm, similarly to k-means [38]. Since
the angle of the centroid expresses the direction of the spatial image of the audio
object, we can operate the localization of audio objects individually by steering
the spatial representative centroid vector of interest. In addition, the proposed au-
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dio object controller enables the listener to operate an initial sound field and build
a new virtual sound field by performing sound field operations on a stereo mixed
source. The main contribution of this dissertation is the bridging of the theories
of multi-point control-based sound field reproduction and WFS, while achieving
accurate sweet-spot reproduction and large-area wavefront generation.

Finally, in Chapter 8, I conclude this thesis and clarify and discuss the remain-
ing problems.
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Chapter 2

Basic theory of conventional sound field
reproduction

2.1. Introduction

In this chapter, WFS and MCWS are described theoretically and the equations
used for numerical calculations are derived in detail. It will be shown that the
physical and mathematical descriptions of WFS and MCWS. In addition, sec-
ondary source driving functions are derived that allows for a spatial and frequency
reconstruction of the primary wave field in the secondary sound field. In this dis-
sertation, these methods are based on linear loudspeaker array.

2.2. WFS

The geometric configuration and parameters in WFS are depicted in Fig. 5, where
S P(ω) and S S n(ω) denote the spectra of the primary and the nth secondary sources,
respectively, on the x-y horizontal plane.

The spectrum of the nth secondary source, which synthesizes the primary
spherical wavefront, S S n(ω) is expressed as [39]

S S n(ω) = Q(WFS)
n (ω)S P(ω)

= S P(ω)

√
sign(ζ)k

2π j
C(ζ)

exp(sign(ζ) jkrPn)√rPn

cos θPn∆x, (1)

where Q(WFS)
n (ω) is the wavefront synthesis filter, j is the imaginary unit, k is the

wave number (ω/c), c is the sound velocity, ω is the angular frequency, ∆x is the
interelement interval among the secondary sources, rPn is the distance between
the primary source and the nth secondary source, and θPn is the angle between the
y-axis and the line connecting the nth secondary and primary sources. C(ζ) is a
function that compensates for the level of mismatch due to the stationary phase
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Figure 5. Configuration of WFS and MCWS.

approximation along the x-direction [40], which is a function of only the reference
listening distance yR and is given as

C(ζ) =

√
ζ

ζ − 1
, (2)

ζ =
yR

yP
. (3)

Outside the reference listening line, the level of the sound field is expressed in
[41] as

AttS S (y) =

√
|yR|
|y|

√
|y| + |yP|
|yR| + |yP|

1
|y − yP|

. (4)

2.3. MCWS

The geometric parameters of MCWS are shown in Fig. 5. MCWS controls the
spatial spectra at the control points, which are located on the x-y horizontal plane
in front of the secondary sources, and generates the desired wavefront. Here,
S Cm(ω) denotes the secondary wavefront spectrum at the mth control-point posi-
tion. Also, θCm is the angle between the y-axis and the line connecting the mth
control point and the primary source, θS nm is the angle between the y-axis and
the line connecting the mth control point and the nth secondary source, rCm is the
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spatial distance between the mth control point and the primary source, rS nm is the
spatial distance between the mth control point and the nth secondary source, N is
the number of secondary sources, and M is the number of control points.

Here, we derive the spectrum of the secondary source S S n(ω), which syn-
thesizes the primary spherical wavefront. The transfer function between the nth
secondary monopole source and the mth control point, Hnm(ω), is written as

Znm(ω) =
exp(− jkrS nm)

rS nm
. (5)

From Eq. (5), we define the transfer function matrix

Z(ω) =




Z1,1(ω) Z2,1(ω) · · · ZN,1(ω)
Z1,2(ω) Z2,2(ω) · · · ZN,2(ω)

...

Z1,M(ω) Z2,M(ω) · · · ZN,M(ω)




. (6)

We write the secondary wavefront spectrum vector at the mth control-point posi-
tion as

SC(ω) = Z(ω)SS(ω), (7)

where

SC(ω) = [S C1(ω), S C2(ω), · · · , S CM]T , (8)

SS(ω) = [S S 1(ω), S S 2(ω), · · · , S S N]T , (9)

and the superscript T denotes the transpose of the vector or matrix. If the primary
wavefront spectrum is equal to the secondary wavefront spectrum at the control-
point position, Eq. (7) can be transformed into

SC(ω) =W(ω)S P(ω), (10)

where

W(ω) =
[

e− jkrC1

rC1
,

e− jkrC2

rC2
, · · · , e− jkrCM

rCM

]T

. (11)

From Eqs. (7) and (10) and the Moore-Penrose (MP) generalized inverse matrix
of Z(ω), Z+(ω), we obtain the secondary source spectrum vector SS(ω) with a
wavefront synthesis filter of MCWS Q(MC)(ω) in the form,

SS(ω) = Q(MC)(ω)S P(ω) = Z+(ω)W(ω)S P(ω). (12)
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2.4. Directly-aligned MCWS

In MCWS, there is one typical case in which each control point is located on the
reference listening line of WFS which is parallel to the x-axis and intersecting
the y-axis at yR (its geometric parameters are depicted in Fig. 6). In this case, the
wavefront synthesis method is called DMCWS (Directly-aligned MCWS), named
after its control-point geometry.

2.5. Summary of this Chapter

In this chapter, the theory of conventional sound field reproduction methods WFS,
MCWS and DMCWS were described with the geometric configuration and pa-
rameters.
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Chapter 3

Computer-Simulation based verification of
DMCWS

3.1. Introduction

The secondary wavefront spectrum vector in DMCWS contains the control line
geometry, and its optimal geometry has not been elucidated completely. Hence,
I study its geometry through a wavefront calculation in this chapter. In addition,
I compare DMCWS and WFS through computer-simulation-based experiments
in terms of the amplitude, phase, and attenuation of the synthesized secondary
wavefront spectrum.

3.2. Optimized control point geometry of MCWS

3.2.1 Calculation conditions

The conditions of the wavefront calculation are shown in Table 1. The diaphragm
radius b and secondary source distance ∆x mimic those of the Soundevice SD-0.6
loudspeaker shown in Fig. 7. The spatial aliasing frequency in front of the center
of the array of the loudspeakers is given as

falias =
c

2∆x
=

340.64
2 × 0.12

$ 1417 [Hz], (13)

where ∆x denotes the distance between the elements of the secondary loudspeaker
array and c denotes the sound velocity. The inter-aural time differences (ITD)
which are obtained by evaluated wavefront band frequencies below 1600 Hz are
major cues for sound source localization in case of conflicting cues of ITD, inter-
aural time differences (ILD), head and torso [42, 43]. The geometric parameters
in the wavefront calculation are illustrated in Fig. 8. The height of an evaluating
horizontal plane is set to zO = 1.22 m at the ear level of the sitting position for
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Table 1. Wavefront calculation conditions
PARAMETER VALUE

Temperature 15◦C

Sound velocity c 340.64 m/s

Evaluated wavefront band frequencies 20–1600 Hz

(10 Hz interval)

Spatial aliasing frequency 1417 Hz

Primary source geometry (xP, yP, zP) (1.2, -0.1– -1.0,1.22) m

Secondary source and

Control point interval ∆x 0.12 m

Diaphragm radius b 0.05 m

Number of secondary sources N and

Control points M 16

y-coordinate of reference listening line yR 0.1–2.0 m

Height of evaluating horizontal plane zO 1.22 m

Height of secondary sources 1.22 m

a normal listener. In addition, the number of secondary sources is determined by
the hardware limitation. In terms of the control area, the more control points, the
better. However, under the terms of N < M, the rank-deficient problem occur
in the transfer function matrix H(ω) and the reproduction accuracy becomes di-
minished. Therefore, we set the number of control points to the maximum value
which satisfies N ≥ M = 16.

3.2.2 Method of calculating secondary wavefront

The secondary source and observation point geometric parameters are shown in
Fig. 9. Equation (14) defines S O(ω), which denotes the spectrum of the secondary
wavefront at the observation point, given as

S O(ω) =
N∑

n=1

[
S S n(ω)G(θOn,ω)

exp(−jkrOn)
rOn

]
. (14)
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Figure 7. Soundevice SD-0.6 loudspeaker, whose diaphragm radius and source
distance were assumed in the experiment.

The secondary sources are circular vibration planes on an infinite baffle whose
directional characteristic is

G(θ,ω) =
2J1(kb sin θ)

kb sin θ
, (15)

where J1(·) is the Bessel function of the first kind and b is the diaphragm radius of
each circular vibration plane.

3.2.3 Evaluation criterion of secondary wavefront

Ew f (yP, yR) is the criterion used for evaluating the reproduced wavefront accuracy,

Ew f (yP, yR)

= 10 log10

∑

i, j

∑

ω

{|SWF(i, j,ω)| − |PWF(i, j,ω)|}2

∑

i, j

∑

ω

|PWF(i, j,ω)|2
[dB], (16)

where PWF(i, j,ω) is a function of the primary wavefront spectrum at the obser-
vation point (i, j);

PWF(i, j,ω) =
exp

(
−jkrO(i, j)

)

rO(i, j)
, (17)
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where rO(i, j) is the spatial distance between the primary source and the observation
point (i, j). SWF(i, j,ω) is a function of the DMCWS secondary wavefront spec-
trum at the same position. Here,

∑
ω is the summation over ω in the evaluation

frequency band, and
∑

i, j is the summation over the observation position (i, j). In
this paper, we define the optimal control line geometry yRopt as

yRopt(yP) = argmin
yR

Ew f (yP, yR), (18)

where argminyR
· denotes the minimization function. We calculate the optimal

control line geometry yRopt with numerical simulation.

3.2.4 Calculation results

Figure 10 shows the results of the calculation, where the contour lines show val-
ues of Ew f (yP, yR) with an interval of 2 dB. Figure 11 shows yP for the optimized
yR, and the corresponding value of Ew f (yP, yR). Figure 11(a) shows that when yR

is optimized, the y-coordinate yRopt ranges from 0.6 to 0.7 m for the synthesized
secondary wavefront. Also, Fig. 11(b) shows an increase in the evaluation crite-
rion Ew f with the primary source y-coordinate yP, and that the value of yP which
minimize Ew f in Fig.11(b) is 0.1 m. Hence, we define the control line coordinate
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.

yRopt as 0.6 m when the primary y-coordinate yP is 0.1 m according to the condi-
tion shown in Fig. 8. We decided to use these values in the subsequent computer
simulations.

3.3. Computer-Simulation based comparison of DM-
CWS and WFS

3.3.1 Calculation conditions

The wavefront calculation conditions are listed in Table 2 and the other conditions
are the same as those in Table 1 and Fig. 8.

3.3.2 Evaluation criteria of secondary wavefront

The evaluation criteria EA(i, j) and EP(i, j) used to evaluate the complex amplitude
and phase errors of the secondary wavefront are respectively defined as

EA(i, j)

= 10 log10

∑

ω

{|WF(i, j,ω)| − |PWF(i, j,ω)|}2

∑

ω

|PWF(i, j,ω)|2
[dB], (19)
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Figure 10. Contour plot of Ew f (yP, yR).

EP(i, j)

= 10 log10
1
K

∑

ω

∣∣∣∣∣∣
1
π

arg
(

PO(WF(i, j,ω))
PO(PWF(i, j,ω))

)∣∣∣∣∣∣ [dB], (20)

where WF(i, j,ω) denotes the secondary wavefront synthesized by DMCWS or
WFS, K is the number of frequency bins and PO(·) denotes the phase function
given by

PO(x) =
x
|x| , (21)

where x is a complex-valued variable.

3.3.3 Calculation results

Figures 12 and 13 show the amplitude error EA of WFS and DMCWS that of the
evaluated wavefront band frequencies is 20–1400 Hz and 20–1600 Hz, respec-
tively. The values of EA are given on the contour lines, and the intervals between
the contour lines are 1.0 dB in Figs. 12(a) and 12(c) and 4.0 dB in Figs. 13(b) and
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Figure 11. (a) Resultant optimized control line yRopt for various yP and (b) calcu-
lation results for evaluation value Ew f on the line with a y-coordinate of yRopt.

13(d). As can be seen in Figs. 12 and 13, the amplitude error of WFS is serious by
comparison with that of DMCWS both for the upper-limit of the evaluation fre-
quency band which are below and above the spatial aliasing frequency (1417 Hz).
In contrast, in Figs. 12(b), 12(d), 13(b) and 13(d), the amplitude error of DMCWS
is from −8 to −20 dB, which is small in comparison with that of WFS, and is gen-
erally smallest in the vicinity of the control points. The amplitude error difference
between the results of WFS and that of DMCWS indicates 60–120 dB around the
control points.

Figures 14 and 15 show the phase error EP of WFS and DMCWS that of the
evaluated wavefront band frequencies is 20–1400 Hz and 20–1600 Hz, respec-
tively. The values of EP are given on the contour lines, and the intervals between
the contour lines are 1.0 dB in Figs. 14(a), 14(c), 15(a) and 15(c) and 2.0 dB
in Figs. 14(b), 14(d), 15(b) and 15(d). According to Figs. 14 and 15, there is a
significant phase error EP by comparison with that of DMCWS, similar to the am-
plitude error shown in Figs. 12 and 13, in the case of WFS. In contrast, there is
an extremely small phase error in DMCWS, as shown in Figs. 14(b), 14(d), 15(b)
and 15(d).

In Figs. 12 and 13, the amplitude error and the phase error is smaller than that
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Table 2. Calculation conditions used in evaluation of DMCWS and WFS
PARAMETER VALUE

Primary source geometry (xP, yP, zP) (1.2,−0.1, 1.22), (1.2,−0.7, 1.22) m
Control line y-coordinate yR 0.6 m
Evaluated wavefront
band frequencies 20-1400 and 20-1600 Hz

(10 Hz interval)
Reference listening distance
y-coordinate yR 0.6 m

of WFS.
We next calculate the attenuation to examine the characteristic of the wave-

front amplitude error. Figure 16 shows the attenuations of the primary wavefront
and the WFS and DMCWS secondary wavefronts, as well as AttS S (see Eq. (4))
in front of the primary source at the upper-limit frequency of the evaluation band
(1600 Hz). To determine the effect of the y-coordinate of the primary source yP

on wavefront attenuation, we calculate the attenuation for yP of −0.1 and −0.7 m,
as shown in Figs. 16(a), (c) and 16(b), (d), respectively. The attenuation plot for
WFS undergoes greater fluctuation than the other attenuation plots in Figs. 16(c)
and (d), because the evaluation frequency of 1600 Hz is above the spatial aliasing
frequency (1417 Hz). On the other hand, the amplitude in DMCWS undergoes
little fluctuation compared with that in WFS, suggesting the applicability of DM-
CWS in frequency bands higher than the spatial aliasing frequency. Also, Fig. 16
shows that the attenuation in DMCWS is very similar to AttS S rather than that of
the primary sound source. This result implies the possibility that spatial decay
[44] occurs in DMCWS in the same way as it does in WFS, suggesting the ease
of estimating the amplitude error in DMCWS.

3.4. Summary of this Chapter

In this Chapter, the optimal control-point geometry and the behavior of the syn-
thesized secondary wavefront in MCWS was investigated. It has been shown that
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the accuracy of the synthesized secondary wavefront is related to the control-point
coordinates and the wavefront measurement results of DMCWS through the nu-
merical calculations.

Numerical wavefront calculations clarified that the optimum y-coordinate of
the directly aligned control point is yR = 0.6–0.7 m in the target area of our sound
field reproduction system.

Next, the effectiveness of DMCWS was evaluated through the comparison
with WFS. Numerical wavefront calculations obtained WFS and DMCWS wave-
fronts compared using this range of yR that DMCWS has a larger listening area
with fewer amplitude and phase errors than WFS, whereas they have a similar
attenuation error.

From these findings, the results clarified that the advantageousness of DM-
CWS compared with WFS.
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(a) Calculated amplitude error EA for WFS.

(b) Calculated amplitude error EA for DMCWS.

(c) Calculated amplitude error EA for WFS.

(d) Calculated amplitude error EA for DMCWS.

Figure 12. Comparison of the calculated EA of WFS and DMCWS. The evaluated
frequency bands are 20–1400 Hz. The primary source geometry of (a) and (b) are
(xP, yP, zP) = (1.2,−0.1, 1.22), and (c) and (d) are (xP, yP, zP) = (1.2,−0.7, 1.22).
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(a) Calculated amplitude error EA for WFS.

(b) Calculated amplitude error EA for DMCWS.

(c) Calculated amplitude error EA for WFS.

(d) Calculated amplitude error EA for DMCWS.

Figure 13. Comparison of the calculated EA of WFS and DMCWS. The evaluated
frequency bands are 20–1600 Hz. The primary source geometry of (a) and (b) are
(xP, yP, zP) = (1.2,−0.1, 1.22), and (c) and (d) are (xP, yP, zP) = (1.2,−0.7, 1.22).
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(a) Calculated phase error EP for WFS.

(b) Calculated phase error EP for DMCWS.

(c) Calculated phase error EP for WFS.

(d) Calculated phase error EP for DMCWS.

Figure 14. Comparison of the calculated EP of WFS and DMCWS. The evaluated
frequency bands are 20–1400 Hz. The primary source geometry of (a) and (b) are
(xP, yP, zP) = (1.2,−0.1, 1.22), and (c) and (d) are (xP, yP, zP) = (1.2,−0.7, 1.22).
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(a) Calculated phase error EP for WFS.

(b) Calculated phase error EP for DMCWS.

(c) Calculated phase error EP for WFS.

(d) Calculated phase error EP for DMCWS.

Figure 15. Comparison of the calculated EP of WFS and DMCWS. The evaluated
frequency bands are 20–1600 Hz. The primary source geometry of (a) and (b) are
(xP, yP, zP) = (1.2,−0.1, 1.22), and (c) and (d) are (xP, yP, zP) = (1.2,−0.7, 1.22).
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(a) Primary source is located at (xP, yP, zP) =
(1.2,−0.1, 1.22) m and wavefront frequency
is 1400 Hz.

(b) Primary source is located at (xP, yP, zP) =
(1.2,−0.7, 1.22) m and wavefront frequency
is 1400 Hz.

(c) Primary source is located at (xP, yP, zP) =
(1.2,−0.1, 1.22) m and wavefront frequency
is 1600 Hz.

(d) Primary source is located at (xP, yP, zP) =
(1.2,−0.7, 1.22) m and wavefront frequency
is 1600 Hz.

Figure 16. Comparison of attenuation in front of primary source.

29



Chapter 4

Evaluation in actual environment of
DMCWS

4.1. Introcution

The numerical evaluation results in the previous chapter clarify the effectivity of
the wavefront synthesized with DMCWS. In this chapter, we propose a wavefront
measurement method using the spatial spectrum characteristics obtained from the
impulse response at each observation point, and we measure the wavefront to
verify the numerical evaluation results of DMCWS in actual environment.

4.2. Spatial spectrum characteristics obtained from
impulse responses

In this section, we propose a wavefront measurement method using the spatial
spectrum characteristics obtained from the impulse response at each observation
point.

The wavefront spectrum characteristics (Eq. (14)) at the observation point
S O(ω) are expressed below in vector form:

S O(ω) = QT(ω)SS(ω)

= QT(ω)H+(ω)P(ω)S P(ω)

= S arr(ω)S P(ω), (22)

where

Q(ω) = [Q1(ω),Q2(ω), ...,QN(ω)]T , (23)

Qn(ω) = GS n(θOn,ω)
exp(−jkrOn)

rOn
. (24)
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Qn(ω) is the radiation characteristic of the nth sound source at the azimuth
angle θ for angular frequency ω, and the loudspeaker array characteristic S arr(ω)
is assumed to be the radiation characteristic of a single sound source.

Hence, we can estimate the spectrum characteristic of a loudspeaker array
S arr(ω) using an acoustic impulse response measurement method with a signal
input to a primary source S P(ω) and an output signal at the observation point
S O(ω). The set of spatial spectrum characteristic of loudspeaker array S arr(ω) in
the observation area around the construct wavefront, since we can estimate the
spatial spectrum characteristic of synthesized secondary wavefront to measure the
set of S arr(ω).

Figure 17 shows the observation area arranged in a reticular pattern of observa-
tion point. In Fig. 17, the set of spectrum characteristic of synthesized secondary
wavefront at each observation point in matrix form:

Sarr(ω) =




S arr(1,1)(ω) · · · S arr(1,J)(ω)
S arr(2,1)(ω) · · · S arr(2,J)(ω)

...
. . .

...

S arr(I,1)(ω) · · · S arr(I,J)(ω)



, (25)

where I and J are the total numbers of spatial sampling index of i and j, respec-
tively.

From Eq. (25), we obtain the temporal wavefront using inverse fourier trans-
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Figure 18. Wavefront measurement system consists of electric two axes actuator
and microphone array.

form;

sarr(t) =
1

2π

∫ ∞

−∞
Sarr(ω)e jωtdω =




sarr(1,1)(t) · · · sarr(1,J)(t)
sarr(2,1)(t) · · · sarr(2,J)(t)
...

. . .
...

sarr(I,1)(t) · · · sarr(I,J)(t)




. (26)

In this paper, we estimate S arr(ω) using the M-sequence method [45] to mea-
sure the acoustic impulse response.

4.3. Wavefront measurement system

Figure 18 shows the wavefront measurement system for visualization of the wave-
front obtained by Eq. (25).
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The measuring microphones are placed on the electric two axes actuator so that
the microhpones can move around the horizontal plane in front of the loudspeaker
array and measure the spectrum characteristics S arr(i, j)(ω). In addition, we use a
linear microphone array to save the amount of time spent for measurement. The
interval of the microphones is 0.48 m and the total number of microphones is 4,
i.e., microphone array width is 1.44 m, and the microphones are audio-technica
ATM14a omnidirectional microphones. The electric actuator has 0.96 m range of
movement on each axis. As a result, the width (x-axis) and height (y-axis) of the
observation area are 2.4 m and 0.96 m, respectively.

Figure 19 shows the procedure used to construct resultant all wavefronts of
all the observation areas from measured wavefront at each observation area. The
wavefront constructed in all the observation areas, shown in Fig. 19 (b), can be
obtained as an overlap of each wavefront measured from adjacent microphones,
shown in Fig. 19 (a).

4.4. Wavefront measurement conditions

Table 3 shows the wavefront measurement conditions. The control line y-coordinate
yC is set to 0.6 m. The order L of M-Sequence is determined by the relation be-
tween measurement room’s reverberation time Tr and sampling frequency fs as

L ≥ (log2( fsTr)), (27)

where (·) denotes ceiling function. Table 3 and Eq. (27) show L ≥ (log2(48000 ×
0.3)) = 14, and consequently we use L=15 in this paper.

4.5. Results of wavefront measurement

Figures 20 and 21 show the calculate and measured wavefronts obtained using
DMCWS, respectively. Compared with Fig. 20, we can see a clearer interfer-
ence pattern in Fig. 21. Figures 22 and 23 show the calculated and measured
frequency-amplitude characteristics in front of the center of the loudspeaker array,
respectively. In Fig. 23, a pattern due to the interference can also be observed.
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Table 3. Wavefront measurement conditions
PARAMETER VALUE

Measurement room Nagaoka University of

Technology

Acoustically isolated room

W 5.3×H 9.5×D 4.3 m

Reverberation time Tr 0.3 s

Room temperature 15◦C

Sound velocity c 340.64 m/s

Primary source geometry

(xP, yP, zP) (1.2,-0.1,1.22) m

Wavefront drawing sample 31 samples

Sampling frequency fs 48 kHz

Wavefront synthesis

method
DMCWS

Synchronous addition count 40 cycles

Secondary source Soundevice SD–0.6

Secondary source order N 16

Source distance ∆x 0.12 m

Spatial aliasing

frequency falias
1417 Hz

Measured wavefront

band frequencies 200∼24000 Hz

Height of evaluating horizontal plane zO 1.22 m

Height of secondary sources 1.22 m

4.6. Effects of room reflection

In the soundproof room used in this measurement, we consider that the wave re-
flected by the wall affects the secondary synthesized wavefront. The reflection
surface nearest to the source is the floor of this room. The relation between the di-
rect and reflected waves generated by the primary source is obtained by the image
method [46], where the line y = 0 corresponds to the floor. In the image method
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Table 4. Calculation conditions for primary source wavefront and the wavefront
reflected from the floor surface

PARAMETER VALUE

Room temperature 15◦C

Sound velocity c 340.64 m/s

Sampling frequency fs 48 kHz

Primary sound source model Point source

the reflected wave is generated by an imaginary source located at the reflection
of the primary source in the line y = 0. In the image method, we can regard the
reflected wave as a direct wave generated from this imaginary point source. Using
the image method, we can consider the effect of waves reflected from the floor,
and we calculate the primary wavefront using this method. Figure 24 and Table 4
show the calculation conditions.

Figure 25 shows the frequency characteristics of the wavefront calculated with
the primary source and the reflected wave obtained by the image method. This
result shows that the wave reflected from the floor surface causes an interference
pattern in the frequency characteristics, which tends to broaden as the observation
point becomes more distant from the primary source. Next, we consider that the
secondary wavefront affects the wave reflected from the wall surface. Figure 26
shows an impulse response as an example including the wave reflected from the
wall surface and the definitions of TD and TR1 which are the time of arrival at
the observation point to the primary source and the arrival time interval of the
first early reflection wavefront at the observation point, respectively. Therefore,
we remove the wave reflected from all of the wall surface in room using hanning
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window given by the following equation:

w(t)

=




0.5 − 0.5 cos
(
2π

t − (TD − TR1)
2TR1

)

(if TD − TR1 ≤ t ≤ TD + TR1),
0 (otherwise),

(28)

where the arrival time of the direct wave from the primary source at the observa-
tion point, TD, is given by

TD = argmax
t

(sarr(xO,yO)(t)) (29)

where argmaxt(·) denotes the function that indicates the specific variable t to max-
imize the subject. Figure 27 shows the geometry of the primary source, the sec-
ondary source and the imaginary secondary source obtained by the image method.
In Fig. 27, zS denotes the distance from the floor surface to the secondary source.
From this figure, TR1 is obtained as follows:

TR1 =
rIO − rS O

c
, (30)

where rS O and rIO are written as

rS O =

√(
xO −

yOxP − xOyP

yO − yP

)2

+ yO
2, (31)

rIO =
√

rS O
2 + 4zS

2. (32)

Figure 28 shows the frequency characteristics of the secondary wavefront in
front of the primary source after the removal of the wavefront reflected from all of
the wall surface in room. In this figure, the interference pattern shown in Fig. 23 is
mitigated by the proposed window function for removal of the wavefront reflected
from the wall surface. Therefore, it is predictable that the interference pattern is
due to the wavefront reflected from the wall surface.

Figure 29 shows the secondary wavefront after the removal of the wavefront
reflected in front of the primary sound source. By comparing this figure with
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Fig. 21, we can conclude that the reflected wavefront caused the interference ob-
served in the measurement results because the wavefront interference is less evi-
dent in Fig. 29 is mitigated. In addition, DMCWS is performed above the WFS
aliasing frequency (1417 Hz) in Fig. 29. Then, we evaluate the amplitude and
phase error of measured wavefront using EA and EP in evaluated frequency band.
Figure 30 shows the results of EA and EP with measured wavefront after removal
of reflected wavefront. The lower limit of the evaluated frequency 200 Hz is deter-
mined by hardware (loudspeaker) limitation. The values of EA and EP are given
on the contour lines, and the intervals between the contour lines are 1.0 dB in
Figs. 30(a), 30(c). According to Fig. 30(a) and 30(c), the results of the ampli-
tude and phase error EA and EP differ from that of the numerical simulations. In
this paper, the filter calculation of DMCWS is premised on an anechoic repro-
duction environment. Therefore, the secondary wavefront accuracy decreases in
practice owing to the inherent disadvantages of physical inaccuracies found in the
DMCWS model characteristics described in the Sec. 2.2.

4.7. Effect of loudspeaker frequency characteristics
on measured wavefront

To find the cause of the errors which are shown in the Fig. 30, we compare the
frequency characteristics of the calculated, the measured after the removal of the
reflected wavefront and that of the loudspeaker (Soundevice SD–0.6) at the ob-
servation point of (xO, yO, zO) = (1.2, 0.3, 1.22) m in Fig. 31. According to the
results, the measured characteristics are similar to those of the secondary source
loudspeaker in the low-frequency subband with frequencies of up to 1600 Hz.
Thus, the amplitude and phase error of the measured wavefront which shown in
Fig. 30 can be attributed to the frequency-amplitude characteristics of the loud-
speaker.

37



4.8. Summary of this Chapter

In this chapter it has been shown that the accuracy of the wavefront measurement
results of DMCWS in an actual environment.

Our wavefront measurement system and our algorithm using impulse responses
measured in an acoustically isolated room clarified that the measured wavefront
is affected by the mural-reflected wave and the frequency-amplitude characteris-
tics of the secondary source loudspeaker. In addition, DMCWS can be performed
above the spatial aliasing frequency of WFS according to the results of measure-
ment.
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Figure 19. The procedure used to construct all wavefront of all the observation
areas from measured wavefront at each observation area. (a) Before coupling the
wavefront measured by each microphone observation area. (b) The wavefront
after coupling process.
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Figure 20. Calculated secondary wavefront (1600 Hz).

Figure 21. Measured secondary wavefront (1600 Hz).

Figure 22. Calculated frequency amplitude characteristics in front of center of
loudspeaker array.
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Figure 23. Measured frequency amplitude characteristics in front of center of
loudspeaker array.

Floor 

Mirror image source 

Primary source Observation point 
0.02 m 

…
Calculating line 

Figure 24. Calculation conditions used to determine the effect of the wave re-
flected from the floor surface.
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Figure 25. Frequency characteristics of primary source wavefront and the wave-
front reflected from the floor surface calculated with the image method.

Figure 26. An impulse response including the wave reflected from the surface
which is nearest to the source and the definitions of TD and TR1.
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Figure 27. Geometry of the primary source, the secondary sources and the imagi-
nary secondary sources with the image method.

Figure 28. Frequency-amplitude characteristics of the secondary wavefront in
front of the primary sound source after the removal of the wavefront reflected
from the wall surface.
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Figure 29. Secondary wavefront after removal of reflected wavefront(1600 Hz).
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(a) EA of the measured secondary wavefront (200–1400 Hz).

(b) EP of the measured secondary wavefront (200–1400 Hz).

(c) EA of the measured secondary wavefront (200–1600 Hz).

(d) EP of the measured secondary wavefront (200–1600 Hz).

Figure 30. Results of EA and EP with measured wavefront. Evaluated frequency
bands are (a), (b) 200–1400 Hz and (c), (d) 200–1600 Hz.
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Figure 31. Comparison of frequency characteristics of the loudspeaker and mea-
sured wavefront.
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Chapter 5

Hybrid wave field synthesis

5.1. Introduction

In this Chapter, I propose a new method of balancing the listening area and re-
production accuracy using an inverse filter of the room acoustics. To develop an
expression for the proposed filter, we used the secondary source driving filter of
WFS instead of the filter used in conventional studies. By using WFS, the pro-
posed method overcomes the compensation limitation of auditory distance and az-
imuth perception outside the control points. The efficacy of the proposed method
is ascertained by objective evaluation through computer-based simulations and
wavefront-measurement.

To improve the robustness against a shift of the user’s position in MCWS and
MINT, Miyabe, et al. have proposed an inverse filter design method in which
a wavefront radiated from the loudspeaker nearest to the primary source is in-
serted in the subspace not spanned for the reproduced signal space (sweet-spot-
signal space) in the inverse filter matrix [26, 27]. This method can approximately
provide a sound field even outside the control points without any degradation of
reproduction at the control points (sweet spot). However, this method has a ma-
jor disadvantage in the localization reproduction ability outside the sweet spot
because the reproducible primary source position is quantized within the loud-
speaker position, i.e., we cannot compensate for the perceptual distance outside
the sweet spot.

In contrast, WFS can reproduce an arbitrary wavefront that compensates for
the perceptual distance. However, as described in introduction of this thesis, WFS
cannot accurately generate sound pressure at the control points owing to the exis-
tence of room reverberation and the approximation in the theory.

The above-mentioned facts imply that the advantages and disadvantages of our
previous method and WFS are complementary; this motivates us to propose an ap-
proach combining multi-point sound field reproduction and WFS in this chapter.
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In the proposed method, the wavefront outside the sweet spot is derived from an
approximation of the WFS-synthesized wavefront, and we insert it in the sub-
space in the inverse filter matrix. As the result, we can simultaneously achieve
the following: (a) we can reproduce perfect sound pressures in the sweet spot
(control points), which are not disturbed by the WFS wavefront, and (b) we can
perceive the approximated wavefront reproduced by WFS outside the sweet spot.
Such a behavior of the integration of two complementary methods in the proposed
method, I call the proposed method “hybrid wave field synthesis (HWFS).” The
detailed algorithm of HWFS is described below.

5.2. Proposed method

Utilizing singular value decomposition, the generalized inverse matrix Z−(ω) of
the transfer impedance matrix Z(ω) can be denoted as

Z−(ω) = V(ω)︸︷︷︸
(N×N)



Λ(ω)
S(ω)




︸!!!!︷︷!!!!︸
(N×M)

UH(ω)︸!︷︷!︸
(M×M)

, (33)

where the superscript H denotes the complex conjugate transposition of a matrix,
V(ω) and U(ω) are the unitary matrices whose columns are the right and left
singular vectors of Z(ω), and Λ(ω) is

Λ(ω) = diag [λ1(ω), ..., λM(ω)] , (34)

where λm is expressed with the singular values σm of Z(ω) as

λm(ω) =




1
σm(ω) (if σm(ω) ! 0),

0 (otherwise),
(35)

where the singular values σm(ω) have non-negative elements appearing in non-
increasing order such that σ1(ω) ≥ · · · ≥ σM(ω). The MP generalized inverse
matrix Z+(ω) can be obtained by setting S(ω) to be a zero matrix. However, the
MP-type inverse filter is specific to the reproduction at the control points and the
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reproduction cannot be guaranteed outside the control points. Thus, the sound
localization degrades considerably when the user moves from a controlled area.

Next, to approximate T(ω), which is the wavefront control filter outside the
control points in the subspace (or nullspace) of Z−(ω) with arbitrary components
S(ω) in Eq. (33), obtain the generalized inverse matrix Z−(ω) closest to T(ω).
We utilize the Frobenius norm as the distance measure and we obtain Z−(ω) to
minimize F(ω) = ‖Z−(ω) − T(ω)‖F. Since the Frobenius norm is not changed by
the multiplication of unitary matrices, F(ω) can be rewritten as

F(ω) = ‖VH(ω)(Z−(ω) − T(ω))U(ω)‖F

=

∥∥∥∥∥∥∥



Λ(ω) − VH

span(ω)T(ω)U(ω)
S(ω) − VH

null(ω)T(ω)U(ω)




∥∥∥∥∥∥∥
F

, (36)

where Vspan(ω) is a matrix composed of the first M columns of V(ω). Since Λ(ω)
is a constant matrix, F(ω) can be minimized if and only if S(ω)−VH

null(ω)T(ω)U(ω) =
0; thus, the optimal inverse filter is obtained as follows by setting S(ω) = VH

null(ω)T(ω)U(ω)
in Eq. (33):

Z−opt(ω) = argmin
Z−(ω)

F(ω)

= V(ω)




Λ(ω)
VH

null(ω)T(ω)U(ω)


 UH(ω). (37)

Next, we design the filter to guarantee the sound field accuracy outside the
control points. As a method of generating the desired wavefront, WFS was in-
troduced in this study. From Eq. (1), the spectrum at the control points can be
written in terms of the impedance matrix Z(ω) as

SC(ω) = Z(ω)Q(WFS)(ω)S P(ω), (38)

Q(WFS)(ω) =
[
Q(WFS)

1 (ω), . . . ,Q(WFS)
N (ω)

]T
. (39)

Equally, the spectrum of MCWS at the same control points can be written as

SC(ω) = Z(ω)Q(MC)(ω)S P(ω) = Z(ω)Z+(ω)W(ω)S P(ω). (40)
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Equation (39) is equivalent to Eq. (40) because WFS and MCWS synthesize
identical primary wavefronts, and from the equivalence of these equations, the
filter T(ω) has to satisfy the condition Q(WFS)(ω) = T(ω)W(ω). Therefore, the
filter T(ω) is obtained as

T(ω) = Q(WFS)(ω)Wortho(ω), (41)

where Wortho(ω) is an orthonormal vector of W(ω) obtained as follows

Wortho(ω) =
1
M

[
1

W1
, · · · , 1

WM

]
. (42)

From Eqs. (37) and (41) the filter of proposed method Q(HWFS)(ω) that compen-
sates the limitation of reproduction accuracy outside the control points with WFS
and that of the secondary source driving function SS(ω) are obtained as follows:

SS (ω) = Q(HWFS)(ω)S P(ω)

= V(ω)




Λ(ω)
VH

null(ω)Q(WFS)(ω)Wortho(ω)U(ω)


 UH(ω)W(ω)S P(ω). (43)

5.3. Practical implementation of proposed method

In practice, the directly-calculated inversion of the spatial impedance matrix Z(ω),
which is described in Eq. (33), causes divergence of the secondary source driving
function SS (ω) due to the matrix dimensionality and potentially ill-conditioning of
Z(ω). A fundamental methods to circumvent the ill-conditioning of Z(ω) which
is called regularization. The regularization is used to derive a new problem with a
well-conditioned rank deficient matrix Ẑ(ω). A fundamental result of this problem
is obtained by the SVD of Ẑ(ω) that is the closest rank-RT approximation of Z(ω)
in Eq. (33). This method is called TSVD [47, 48]. The TSVD expansion of Z(ω)
is given by

Ẑ(ω) =
RT∑

m=1

σm(ω)um(ω)vH
m(ω) (RT ≤ M), (44)

where RT is the desecrate regularization parameter, ui(ω) is the ith left singular
vector of Z(ω) which is the column of U(ω), vi(ω) is the ith right singular vector
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of Z(ω) which is the column of V(ω). In addition, the rank deficient generalized
inverse matrix of Z(ω) can be written as follows:

Ẑ−(ω) = V(ω)



Λ̂(ω)
Ŝ(ω)


 UH(ω), (45)

where Λ̂(ω) is

Λ̂(ω) = diag
[
λ̂1(ω), . . . , λ̂M(ω)

]
, (46)

λ̂m(ω) =




1
σm(ω) (if σm(ω) > εσ1(ω)),
0 (otherwise),

(47)

where ε is a condition number of truncation and the desecrate regularization pa-
rameter RT is defined by Eq. (47) as argmax

m

{
λ̂m(ω) ! 0

}
. From Eq. (45), the

secondary source driving functions of proposed method are described in Eq. (43)
can be rewritten as

ŜS (ω) = Q(HWFS)(ω)S P(ω)

= V(ω)




Λ̂(ω)
V̂H

null(ω)Q(WFS)(ω)Wortho(ω)U(ω)


 UH(ω)W(ω)S P(ω), (48)

where V̂null(ω) is a matrix composed of the last M − RT columns of V(ω).
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Figure 32. Configurations of loudspeaker array, control points, monitoring sensors
and listening room.

5.4. Computer-based simulation and discussion

5.4.1 Simulation conditions and evaluation criteria

To illustrate the properties of the proposed method, the frequency domain and
spatial domain descriptions of the synthesized wavefront are used for numerical
simulations. The configuration of the simulation system is shown in Fig. 32. The
simulation was conducted via 32ch linear-array loudspeakers for reproduction in
a free-field and listening room situation. The truncation parameter ε is set to
10−2. The reflected waves under the room condition are regarded as direct waves
generated from imaginary sources obtained by the image method [46]. In this
numerical simulation, we use the imaginary sources up to the second order. To
show the wide applicability of the proposed method in the spatial domain, we
evaluate the sound field reproduction error

ES (x, y,ω) =
|SWF(x, y,ω) − PWF(x, y,ω)|2

|SWF(x, y,ω)|2
, (49)
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where PWF(x, y,ω) denotes the primary wavefront radiated by primary sources
and SWF(x, y,ω) denotes the synthesized secondary wavefront.

To evaluate the accuracy of the reproduction at the control points, we com-
pared the normalized quadratic reproduction error of the proposed method with
that of the MCWS at the control points using [49, 50]

ELS (ω) =
∑

xO,yO

|SWF(xO, yO,ω) − PWF(xO, yO,ω)|2
|SWF(xO, yO,ω)|2

, (50)

where xO and yO denote the coordinates of the observation point, including the
locations of the control points and monitoring sensors. We calculate ELS (ω) at
the monitoring sensor location to evaluate the accuracy of the proposed method
outside the sweet spot.

5.4.2 Simulation results

Figures 33(a) and 33(b) show the wave fields synthesized by MCWS and the pro-
posed method in the free-field for a monopole source at position (xP, yP, zP) =
(0.0,−1.0, 1.3) [m], where the radiated signal frequency is 1600 Hz. The evalu-
ated wavefront frequency of 1600 Hz is the upper limit of major cues for sound
source localization. Figures 33(c) and 33(d) show the values of ES (x, y,ω) cor-
responding to Figs. 33(a) and 33(b), respectively. In Figs. 33(c) and 33(d), the
dark areas represent high reproduction accuracy with a small error. In addition,
the black solid line indicates the level of ES = −6.0 dB, which is suggested to
be the acceptable reproduction region limit for comparison purposes [49, 50]. As
can be seen in Figs. 33(a) and 33(c), the reproduction error of MCWS is large
because the MP-type inverse filter cannot guarantee the correct wavefront outside
the control points. In contrast, in Figs. 33(b) and 33(d), the reproduction error of
the proposed method is smaller than that of MCWS, and is generally smallest in
the vicinity of the control points.

In Figs. 34(a) and 34(b), the ELS (ω) values of WFS, MCWS and the proposed
method at the control points and monitoring sensors are shown. The frequency of
1700 Hz is indicated in these figures, corresponding to the WFS spatial aliasing
frequency. In Fig. 34(a), the ELS (ω) of the proposed method at the control points

53



(a)� (b)�
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Figure 33. Wavefronts synthesized at 1600 Hz in free-field by (a) MCWS and (b)
proposed method. ES (ω) values of MCWS and the proposed method are repre-
sented in (c) and (d), respectively.
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Figure 34. ELS (ω) values in free-field for conventional methods and proposed
method at (a) control points and at monitoring sensors. Diameter of monitoring
sensors are (b) φ = 1.0 m, (c) φ = 2.0 m and (d) φ = 3.0 m.

is extremely small compared with that of WFS throughout all the frequencies,
and is equivalent to that of MCWS. Thus, the reproduction accuracy at the con-
trol points is maintained in the proposed method. In addition, in Fig. 34(b), the
ELS (ω) of the proposed method at the monitoring sensors is smaller than that of
MCWS below the spatial aliasing frequency, and is almost equivalent to or smaller
than that of WFS. Thus, it is possible to compensate for the lower reproduction
accuracy outside the control points using the proposed method. However, in the
proposed method, the coloration problem of WFS will occur outside the control
points because the error-increasing tendency of the proposed method is similar to
that of WFS above the spatial aliasing frequency. In addition, the discontinuity of
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ELS (ω) due to the truncation of singular values in SVD is shown in the results of
MCWS and of the proposed method.

Figures 36(a) and 36(b) show the wave fields synthesized by MCWS and the
proposed method in the room for a monopole source at position (xP, yP, zP) =
(0.0,−1.0, 1.3) [m]. Figures 36(c) and 36(d) show the the ES (ω) values for Figs.
36(a) and 36(b), respectively. From Figs. 36(a) and 36(b), we can see that
reflected waves in the room disturb the synthesized wavefront. In Figs. 36(c)
and 36(d), since interference of room-reflected waves occurs, the acceptable re-
production regions become narrower than the region free-field simulation results;
however, the proposed method maintains this region better than with MCWS. Fig-
ures 36(a) and 36(b) show the ELS (ω) values of WFS, MCWS and the proposed
method at the control points and monitoring sensors. In Fig. 36(a), the proposed
method also maintains the reproduction accuracy at the control points. However,
in Fig. 36(b), ELS (ω) increases outside the control points for all of the methods,
and that of the proposed method fluctuates significantly between the results of
MCWS and WFS. Thus, as the room reverberation increases, the reproduction er-
rors outside the control points of the proposed method probably approach to the
results of MCWS.
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(a)� (b)�

(c)� (d)�

Figure 35. Wavefronts synthesized at 1600 Hz in virtual room by (a) MCWS
and (b) proposed method. ES (ω) values of MCWS and the proposed method are
represented in (c) and (d).
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Figure 36. ELS (ω) values in reverberant room for conventional methods and pro-
posed method at (a) control points and at monitoring sensors. Diameter of moni-
toring sensors are (b) φ = 1.0 m, (c) φ = 2.0 m and (d) φ = 3.0 m.
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5.5. Real-apparatus-based experiment

5.5.1 Experimental conditions and evaluation criteria

To illustrate the properties of the proposed method in an actual environment, the
frequency domain and spatial domain descriptions of the synthesized wavefront
are used for experiments. The configuration of the acoustic system and the mea-
surement system are shown in Fig. 37. The secondary sources are conducted via
25ch linear-array loudspeakers (N = 25), and the loudspeakers are live-sound SM-
1A04S loudspeakers. To observe and to visualize the synthesized wavefront, I use
the wavefront measurement system [51]. The measurement system uses 10 mi-
crophones for the measurment, and the microphones are audio-technica ATM14a
omnidirectional microphones. The width and height of the observation area are
3.0 m on each axis. To verify the wide applicability of the proposed method in
the spatial domain, I calculate the direct wavefront property of the synthesized
secondary wavefront

SWF(xO, yO,ω) = Ẑ(xO, yO,ω)Z−opt(ω)W(ω) ∗ H(ω) (51)

where xO and yO denote the coordinates of the observation point, including the
locations of the control points and monitoring sensors, H(ω) denotes the window
function for removal of the wavefront reflected from the room wall surface, ∗ is
the convolution operator, and Ẑ(xO, yO,ω) denotes the spatial impedance vector
which can be written as

Ẑ(x, y,ω) =
[
Ẑ1(x, y,ω), · · · , ẐN(x, y,ω)

]
, (52)

where Ẑn(x, y,ω) denotes the spatial impedance between the nth secondary source
and the point geometry (x, y) in measurement environment. In this dissertation,
I designate the frequency property of the Hanning window as H(ω). To evaluate
the accuracy of the reproduction at the control points, I compared the normalized
quadratic reproduction error of the proposed method with that of the MCWS at
the control points using [49, 50]

ELS (ω) =
∑

x,y

|SWF(x, y,ω) − PWF(x, y,ω)|2
|SWF(x, y,ω)|2

, (53)
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where PWF(x, y,ω) denotes the calculated primary point source wavefront at the
evaluation point (x, y).

5.5.2 Experimental results

Figure 38 shows the normalized quadratic reproduction error ELS (ω) of the pro-
posed method with the reference wavefront of monopole source at position (xP, yP,

zP) = (0.0,−1.0, 1.2) [m] at the control points. Figures 39(a) and 39(b) respec-
tively show the wave fields synthesized by multi-point controlled wavefront syn-
thesis (MCWS) [51] and the proposed method in the measurement room for a
monopole source, where the radiated signal frequency is 1600 Hz. The evaluated
wavefront frequency of 1600 Hz is the upper limit of major cues for sound source
localization. As can be seen in Fig. 39(a), the reproduction error of MCWS
is large because the commonly used inverse filter cannot guarantee the correct
wavefront outside the control points. In contrast, in Figs. 39(a) and 39(b), the
reproduction error of the proposed method is smaller than that of MCWS, and is
generally smallest in the vicinity of the control points. By using WFS, the pro-
posed method overcomes the compensation limitation of auditory distance and
azimuth perception outside the control points.

The results of measurement revealed that the proposed method balances the
above goals and has wide applicability in a spatial domain with high accuracy of
reproduction in actual environment.

5.6. Summary of this Chapter

In this chapter, I proposed a new method for balancing the listening area and re-
production accuracy with absolute accuracy by using an inverse filter of the room
acoustics: the null space of the generalized inverse matrix given by a compensa-
tion filter of the wave field outside the control points. To develop an expression for
the compensation filter, I used the loudspeaker driving function of WFS instead
of the filter used in conventional studies. By using WFS, the proposed method
overcomes the compensation limitation of auditory distance and azimuth percep-
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Figure 37. Configurations of loudspeaker array and control points.

tion outside the control points. The results of computer simulations revealed that
the proposed method balances the above goals and has wide applicability in a spa-
tial domain with high accuracy of reproduction both under free-field conditions
and in a simulation model with room reflection. Next, I evaluated our proposed
method through the wavefront measurement. We measured the wavefront gener-
ated by our proposed method to evaluate its efficiencies. The measurement results
showed that our proposed method can synthesize the primary wavefront with a
high degree of accuracy of the reproduction at the control-points. Finally, these
results revealed that the proposed method balances the competing goals of repro-
duction accuracy and a wide listening area, and has wide applicability in a spatial
domain with a high accuracy of reproduction in the actual environment.
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Figure 38. Normalized quadratic reproduction error ELS (ω) of proposed method
with reference wavefront of monopole source at the control points.

(a)� (b)�

Figure 39. Measured direct wavefront synthesized at 1600 Hz in acoustic isolation
room by (a) MCWS and (b) proposed method.
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Chapter 6

Hybrid wave field synthesis with effort
variation regularization based on generalized

singular value decomposition

6.1. Introduction

In the previous chapter, HWFS was proposed as a new integration method com-
bining multi-point sound field reproduction and WFS. Although the theory of con-
ventional sound field reproduction methods, such as adaptive wave field synthesis
(AWFS) [52] and multi-point controlled wavefront synthesis with effort variation
regularization (MCWS-EVR) [53], has been well studied, a comparative study on
HWFS with these conventional methods has not yet been carried out.

This chapter begins with a review and discussion of related studies on sound
field reproduction methods without HWFS. Next, the mathematical relationship
and differences between the conventional methods and HWFS are given with a
new interpretation based on generalized singular value decomposition (GSVD)
[34, 35, 36, 37]. Furthermore, a method that overcomes the degradation of repro-
duction accuracy of the conventional methods is presented.

6.2. Generalized singular value decomposition

Generalized singular value decomposition (GSVD) was first introduced by Van
Loan [34] and has become one of the essential matrix decompositions in recent
studies. GSVD is a useful way to explain and solve several least squares prob-
lems. In this section, I use the extended GSVD without loss of generality of the
dimensions of the decomposed matrix, which was described in [35, 36, 37], to
apply GSVD to several inverse problems in sound field reproduction.

Let us consider the joint decomposition of two matrices Z ∈ C(M×N) and D ∈
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C(P×N) for any arbitrary natural numbers M, P and N. The GSVD of Z and D is
the joint factorization

[
ZT, DT

]T
, and the results of decomposition are expressed

as

Z
(M×N)

= U
(M×M)
Σ1

(M×N)
R

(N×N)
QH

(N×N)

, (54)

D
(P×N)

= V
(P×P)
Σ2

(P×N)
R

(N×N)
QH

(N×N)

, (55)

where U ∈ C(M×M), V ∈ C(P×P) and Q ∈ C(N×N) are unitary matrices, R ∈ C(N×N)

is a nonsingular upper triangular matrix and Σ1 and Σ2 are one of the following
structures.

1. If M ≥ N and P ≥ N,

Σ1 =




N

N C
M−N 0


, Σ2 =




N

N S
P−N 0


. (56)

2. If M ≥ N and P < N,

Σ1 =




N−P P

N−P I 0
P 0 C

M−N 0 0



, Σ2 =

[
N−P P

P 0 S
]
. (57)

3. If M < N and P ≥ N,

Σ1 =
[

M N−M

M C 0
]
, Σ2 =




M N−M

M S 0
N−M 0 I
P−N 0 0



. (58)
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4. If M < N, P < N,

Σ1 =




N−P M−(N−P) N−M

N−P I 0 0
M−(N−P) 0 C 0


, (59)

Σ2 =




N−P M−(N−P) N−M

M−(N−P) 0 S 0
N−M 0 0 I


, (60)

where C and S are matrices whose diagonal entries αi in C and βi in S are nonneg-
ative real values, which are collectively called generalized singular value pairs,
and the ratios σi = αi/βi are called generalized singular values, which are analo-
gous to singular values.

In addition, Van Loan’s letter form of GSVD is expressed as

Z = U Σ1
(M×N)

X−1, (61)

D = V Σ2
(P×N)

X−1. (62)

The GSVD form given in Eqs. (54) and (55) can be converted to Van Loan’s
form by taking the nonsingular matrix X as

X
(N×N)
= QR−1. (63)

6.3. Least squares problem with equality-constrained
and unconstrained weighting approximation

In several sound field reproduction methods, to reproduce the primary sound field
at the secondary sound field, the multiple-input/output inverse theorem (MINT)
is often used to solve the inverse problem of a spatial impedance matrix given by
the room transfer functions between the secondary source loudspeakers and the
control-point microphones. To ensure the stable controllability of the secondary
sound field at the control-point microphones, the MINT-based method must sat-
isfy the condition that the number of control-points M is less than the number of
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secondary sources N. Linear problems under such conditions are called under-
determined problems. Solving this type of underdetermined problem requires the
use of a regularization for which there is no unique solution; thus, the problem
is singular and additional assumptions have to be made to reconstruct a unique
meaningful solution.

In recent studies, various regularization techniques have been applied to under-
determined problems in sound field reproduction. The regularization techniques
that have been used in recent approaches have been able to obtain an approximate
form of the least-squares minimization with a quadratic equality constraint (LSE)
[54]. The LSE problem is defined as follows:

Q(D)(ω) = min
Z(ω)Q(ω)=W(ω)

‖D(ω)Q(ω) − H(ω)‖F , (64)

where the dimensions of the matrices depends on those of each symbol defined
in the previous section. The approximated LSE problem can be considered as
the minimization problem of the quadratic cost function Jµ(Q(ω)) for the column
vector formed from driving functions of the secondary sources Q(ω). Jµ(Q(ω)) is
given by

Jµ(Q(ω)) = EH
M(ω)EM(ω) + µEH

C(ω)EC(ω), (65)

EM(ω) = Z(ω)Q(ω) −W(ω), (66)

EC(ω) = D(ω)Q(ω) − H(ω), (67)

where the positive scalar value µ is a penalty term, D(ω) is the smoothing matrix
of the sharp edges of the exact solution [55] and H(ω) is a vector related to the a
priori known solution. From Eqs. (64) and (65), the approximated LSE problem
can be written in matrix form as

Q(D)
µ (ω) = min

Q(ω)

∥∥∥Jµ(Q(ω))
∥∥∥

F

= min
Q(ω)

∥∥∥∥∥∥∥




Z(ω)
µD(ω)


 Q(ω) −




W(ω)
µH(ω)




∥∥∥∥∥∥∥
F

. (68)

The GSVD of [Z(ω)T D(ω)T]T sheds light on the approximate solution of these
problems. In addition, in the LSE problem of sound field reproduction, the number
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of rows and columns of H(ω) and D(ω), P, is often set to N. Therefore, the exact
solution of Eq. (64) is given in [56] as

Q(D)(ω) =
M∑

i=1

uH
i W(ω)
αi

xi +

N∑

i=M+1

vH
i H(ω)
βi

xi, (69)

and the approximate weighting solution of Eq. (64) is

Q(D)
µ (ω) =

M∑

i=1

αiuH
i W(ω)

α2
i + µ

2β2
i

xi +

M∑

i=1

µ2βivH
i H(ω)

α2
i + µ

2β2
i

xi +

N∑

i=M+1

vH
i H(ω)
βi

xi, (70)

where U(ω) = [u1(ω), . . . , uM(ω)], V(ω) = [v1(ω), . . . , vP(ω)] and X(ω) = [x1(ω),
. . . , xN(ω)]. Since

Q(D)(ω) − Q(D)
µ (ω) =

M∑

i=1

uH
i W(ω)
αi

xi −
M∑

i=1

αiuH
i W(ω)

α2
i + µ

2β2
i

xi −
M∑

i=1

µ2βivH
i H(ω)

α2
i + µ

2β2
i

xi, (71)

it follows that Q(D)
µ (ω) → Q(D)(ω) as µ → 0. From Eq. (70), the solution Q(D)

µ (ω)
can be rewritten in matrix form as

Q(D)
µ (ω) = X(ω)Ξ1(ω)

(N×M)
UH(ω)W(ω) + X(ω)Ξ2(ω)

(N×P)
VH(ω)H(ω), (72)

where Ξ1(ω) and Ξ2(ω) are the inverse matrices of Σ1 and Σ2, respectively, which
are given by

Σ1 =
[

M N−M

M C 0
]
, Σ2 =




M N−M

M S 0
N−M 0 I


. (73)

Hence, Ξ1(ω) and Ξ2(ω) are given by

Ξ1(ω)
(N×M)

=




ξ1 0
. . .

0 ξM

0




, (74)

Ξ2(ω)
(N×P)

=




ζ1
. . . 0
ζM

0 I




, (75)
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where the diagonal entries of Ξ1 and Ξ2 are expressed as

ξi =
αi

α2
i + µ

2β2
i
=

σi

σ2
i + µ

2

1
βi
, (76)

ζi =
µ2βi

α2
i + µ

2β2
i
=

µ2

σ2
i + µ

2

1
βi
. (77)

6.4. Effort regularization based on GSVD

Effort regularization is the most common form of Tikhonov regularization used in
inverse filtering techniques in sound field reproduction. In the context of sound
field control, it is used to circumvent any ill-conditioning of the problem and is
conceptually connected to the leaky adaptation of a feedforward system. In sound
reproduction, it has been shown that effort regularization can affect the lifetime of
the control filters.

Using this method, the minimization of the reproduction errors is accom-
plished using a cost function that is a special case of Eq. (65) with D(ω) = I,
H(ω) = 0 and N = P,

Jµ(Q(ω)) = EH
M(ω)EM(ω) + QH(ω)Q(ω).

Minimization of this cost function is guaranteed to provide a solution even in
the case of an underdetermined or poorly conditioned system. The optimum sec-
ondary source driving functions obtained by this regularization are

Q(ER)
µ (ω) = (ZH(ω)Z(ω) + µI)−1ZH(ω)W(ω). (78)

In addition, from the decomposition of the smoothing matrix D given by Eq. (62),
we can derive the nonsingular matrix X(ω) of GSVD as

D(ω) = V(ω)S(ω)X−1(ω)⇔ X(ω) = V(ω)S(ω). (79)

From Eq. (70) and this equation, we can rewrite the optimum secondary source
driving functions obtained by effort regularization using GSVD as

Q(ER)
µ (ω) = V(ω)Σ2(ω)Ξ1(ω)UH(ω)W(ω), (80)
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where the diagonal entries of Σ2(ω)Ξ1(ω) are given by

βiξi =
σi

σ2
i + µ

2
. (81)

This method can be considered as a method based on MCWS with effort reg-
ularization (MCWS-ER). One of the sound field reproduction systems based on
MCWS-ER is boundary surface control (BoSC) [57].

6.5. Adaptive wave field synthesis based on GSVD

As an example of a recently proposed method, adaptive wave field synthesis
(AWFS) is a sound field control method that combines MINT and wave field syn-
thesis. AWFS includes a regularization term that quadratically penalizes devia-
tions from the a-priori known WFS solution. It is based on minimizing the repro-
duction errors and penalizing deviations from the a-priori WFS solution Q(WFS)(ω)
by minimizing a cost function of the form

Jµ(Q(ω)) = EH
M(ω)EM(ω)

+ µ(Q(ω) − Q(WFS)(ω))H(Q(ω) − Q(WFS)(ω)). (82)

Thus, the optimum secondary source driving functions for this regularization are

Q(AWFS)
µ (ω) =

(
ZH(ω)Z(ω) + µI

)−1

(ZH(ω)W(ω) + µQ(WFS)(ω)). (83)

In the related literature on AWFS, the secondary loudspeaker array has a circular
form and Eq. (83) has been interpreted as independent radiation mode penaliza-
tion with singular values of a spatial impedance matrix Z(ω) that has been decom-
posed by SVD. However, the interpretation does not give a sufficient description
of the synthesized wavefront that is generated by summing the penalized indepen-
dent radiation modes of WFS and MCWS over the signal-space and null-space.
These spaces are spanned by the singular vectors that originate from the variation
in the regularization parameter µ with an arbitrary constitution of the secondary
loudspeaker array. Therefore, in this dissertation, a new interpretation is given
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for the fundamental relationship between the sums of the wavefronts in WFS and
MCWS based on the theory of AWFS using GSVD.

Taking the AWFS solution given by Eq. (83) and using the GSVD of the
spatial impedance matrix Z(ω) and smoothing matrix D(ω) = I, Eq. (83) can be
expanded as

Q(AWFS)
µ (ω) = V(ω)Σ2(ω)Ξ1(ω)UH(ω)W(ω)

+ V(ω)Σ2(ω)Ξ2(ω)VH(ω)Q(WFS)(ω), (84)

where the diagonal entries of Σ2(ω)Ξ2(ω) are given by

βiζi =
µ2

σ2
i + µ

2
. (85)

6.6. Hybrid wave field synthesis based on GSVD

On the other hand, from Eq. (43), the secondary-wavefront-synthesized filter in
HWFS, Q(HWFS)(ω), can be rewritten as

Q(HWFS)(ω) = V(ω)




Λ(ω)
VH

null(ω)Q(WFS)(ω)Wortho(ω)U(ω)


 UH(ω)W(ω)

= V(ω)



Λ(ω)

0


 UH(ω)W(ω) + V(ω)




0null 0
0 Inull


 VH(ω)Q(WFS)(ω),

(86)

where Inull is an (N−RT ×N−RT ) unit matrix and 0null is an (RT ×RT ) zero matrix,
where RT is the number of efficient ranks of the truncated spatial impedance ma-
trix ZRT (ω). From Eqs. (64) and (86), HWFS can be redefined as an LSE problem
with truncated GSVD as follows:

Q(HWFS)(ω) = min
ZRT (ω)Q(ω)=W(ω)

∥∥∥Q(ω) − Q(WFS)(ω)
∥∥∥

F . (87)

6.7. Effort variation regularization based on GSVD

In image processing methods, the general form of Tikhonov regularization is em-
ployed, where the penalty term (D(ω)Q(ω))H(D(ω)Q(ω)) of Eq. (65) is based on
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a modification of the smoothing matrix D(ω). In sound field reproduction, recent
work has demonstrated the use of effort variation regularization in the problem of
global sound equalization [59]. This regularization has helped realize the success-
ful reproduction of a traveling plane wave inside a room by penalizing the square
of the norm of variation in the secondary source driving signals.

In a recent study [53], effort variation regularization was based on a cost func-
tion of the form

Jµ(Q(ω)) = EH
M(ω)EM(ω)

+ µ(D(l)(ω)Q(ω))H(D(l)(ω)Q(ω)), (88)

in which the smoothing matrix D(l)(ω) represents an lth-order complex differential
matrix. The elements of the complex differential operators can be expressed as

D(1)
n,m(ω) =




−1 (if n = m),
dn,m(ω) (if m − n = 1),
0 (otherwise),

(89)

and

D(2)
n,m(ω) =




−2 (if n = m),
dn,m(ω) (if |n − m| = 1),
0 (otherwise),

(90)

for the first-order and second-order differential operators, where

dn,m(ω) = e j(arg(Gn(ω))−arg(Gm(ω)))

= e− jk(rPS n−rPS m ) (91)

and Gn(ω) is the impedance from the primary source to the nth secondary source,
and rPS n and rPS m are the distances between the primary source and the nth and
mth secondary sources, respectively. The resulting first-order and second-order
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differential matrices are N × N square matrices of the form

D(1)(ω) =




−1 d1,2(ω) 0 · · · 0
0 −1 d2,3(ω) · · · 0
...

. . .
...

0 · · · 0 −1 dN−1,N(ω)
0 · · · 0 −1




, (92)

D(2)(ω) =




−2 d1,2(ω) 0 · · · 0
d2,1(ω) −2 d2,3(ω) · · · 0
...

. . .
...

0 · · · dN−1,N−2(ω) −2 dN−1,N(ω)
0 · · · dN,N−1(ω) −2




. (93)

where dn,n±1(ω) is the a-priori phase difference between neighboring reproduction
sources n and n ± 1. It can be seen that the minimization of ‖D(l)(ω)Q(ω)‖2 in the
cost function given by Eq. (88) tends to align the complex strengths of neighbor-
ing secondary sources n and n ± 1 according to the predefined phase differentials
k(rPS n − rPS m). Assuming that the secondary sources are numbered in ascending
order and placed equidistantly,

Q(EVR)
µ (ω) =

[
µD(l)H(ω)D(l)(ω) + ZH(ω)Z(ω)

]−1
ZH(ω)W(ω). (94)

In recent studies, although the solution based on generalized Tikhonov regular-
ization was given, the expanded solution based on GSVD has not been given.
Therefore, from Eq. (94), the optimum secondary source driving functions are
derived by effort regularization with GSVD and the solution can be rewritten as

Q(EVR)
µ (ω) = D(l)−1(ω)V(ω)Σ2(ω)Ξ1(ω)UH(ω)W(ω). (95)

We call this method MCWS with effort variation regularization (MCWS-EVR).
From Eq. (95), effort variation regularization can be used to interpret the theory
based on MCWS with an anti-phase having an a-priori known phase differential
smoothing matrix D(l)−1(ω). The smoothing term of MCWS-EVR includes an a
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priori condition not only for the phase condition of the wavefront generated by
the primary wave field but also for the sound pressures at the secondary sources in
the primary sound field. The relationship between the optimal reproduced sound
pressure at the secondary sources and the synthesized wavefront in front of the
secondary sources in reverberant rooms has been investigated [60]. In ref. [60],
it was shown that the sound pressures at the secondary sources with an anti-phase
having a primary sound field is related to the synthesized sound field. In addition,
the anti-phase processing of the first-order and second-order differential matrices
in the smoothing term D(l)(ω) reduces the reverberation modes in the actual envi-
ronment and significantly increases the area of sweet-spots compared with those
for MCWS and MCWS-ER in the actual environment [53].

6.8. Summary of sound field reproduction methods
based on GSVD

As mentioned in the previous sections, the conventional and proposed sound field
reproduction methods can be generalized by GSVD. In this section, a summary of
these sound field reproduction methods based on GSVD is given. Table 5 shows
the parameter relationships for each sound field reproduction method based on
GSVD.

In MCWS-ER, when µ → ∞, the wavefront-synthesized filter Q(ER)
µ (ω) re-

duces the contributions of the singular values of the signal-space in Σ2(ω)Ξ1(ω)
and when µ = ∞, the synthesized wavefront disappears completely because Σ2(ω)
Ξ1(ω) = 0. This fact raises issues of sensitivity regarding the determination of the
regularization parameter µ under conditions that do not require excessive control
of the sound field, such as under the free-field condition. Therefore, more sophis-
ticated approaches are needed in MCWS-ER to obtain an approximate solution
under the condition of µ → ∞. In addition, in MCWS-EVR, the same problem
of the determination of µ as that in MCWS-ER occurs because if µ = 0, then
Σ2(ω)Ξ1(ω) = 0 in Eq. (95). Therefore, compensation theory is required when
applying MCWS-ER under the condition of µ = 0.
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Table 5. Summary of parameter relationships for each sound field reproduction
method based on GSVD

Name of method Z(ω) D(ω) H(ω) RP1 Q(ω) (RP = 0) Q(ω) (RP = ∞)

MCWS-ER Z(ω) I 0 µ Q(D)(ω) 0
MCWS-EVR Z(ω) D(l)(ω) 0 µ Q(D)(ω) 0
AWFS Z(ω) I Q(WFS)(ω) µ Q(D)(ω) Q(WFS)(ω)
HWFS ZRT (ω) I Q(WFS)(ω) ε Q(D)(ω) Q(WFS)(ω)
HWFS-EVR ZRT (ω) D(l)(ω) Q(WFS)(ω) ε Q(D)(ω) Q(WFS)(ω)

The first term of Eq. (86) is the driving function of MCWS and the second
term corresponds to the embedding filter that compensates the sound field out-
side the control points designed by WFS. By carefully observing the newly tran-
scribed wavefront-synthesized filter of HWFS in Eq. (86), it can be seen that the
wavefront-synthesized filter of HWFS is identical to that of AWFS under the ex-
treme conditions of the regularization parameter of RP = 0 and RP = ∞. This
suggests that HWFS is different from AWFS in terms of regularization. Moreover,
the accurate mathematical aspect of summing the first and second terms of AWFS
in Eq. (84) in comparison with that of Eq. (86) reveals that the embedding part of
AWFS affects the part used for sweet-spot control by adjusting the regularization
term µ. In contrast, these terms in HWFS are normal to each other. Therefore, in
AWFS, when 0 < µ < ∞, the sound pressures at the control points are affected by
the addition of the sound pressure that is generated by WFS.

In addition, when µ→ 0, the wavefront-synthesized filter of AWFS, Q(AWFS)
µ (ω),

reduces the contribution of the WFS driving function Q(WFS) in the second term
of Eq. (84), and when µ = 0, the synthesized wavefront is precisely generated
by MCWS-ER. In contrast, when µ → ∞, the filter reduces the contribution of
MCWS-ER, which is given by the first term of Eq. (84), and when µ = ∞, the
synthesized wavefront is precisely generated by WFS. These two situations are
the limiting cases of AWFS, and the same holds for HWFS (in practice, we use
truncated SVD (TSVD) [47, 48] to obtain the driving function of the secondary
sources in HWFS in order to maintain the orthogonality of the wavefronts gener-

1RP : regularization parameter
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ated by the two methods at the control-points). The limiting cases of AWFS and
HWFS appear to act as an image (synthesized wavefront) metamorphosis between
MCWS and WFS [58].

Finally, the formulation of HWFS is refined by the introduction of a regular-
ization parameter using GSVD to incorporate its improved points over the conven-
tional methods discussed in the previous sections. Considering the characteristics
of (a) the sound field metamorphosis between WFS and MCWS in HWFS and (b)
the improvement of the sweet-spot characteristics by the anti-phase smoothing of
the secondary source driving function using the primary wave field in MCWS-
EVR, a new balancing method for achieving both these advantages of HWFS
and MCWS-EVR is proposed. The proposed method involving the integration of
HWFS and MCWS-EVR is named hybrid wave field synthesis with effort varia-
tion regularization (HWFS-EVR). The algorithm of the proposed method is de-
scribed in detail below.

From Eqs. (87) and (95), the mixed problem of HWFS and MCWS-EVR in
the LSE problem has the form

Q(D)(ω) = min
ZRT (ω)Q(ω)=W(ω)

∥∥∥D(l)(ω)Q(ω) − D(l)(ω)Q(WFS)(ω)
∥∥∥

F . (96)

From Eq. (86), Eq. (96) can be rewritten after GSVD as

Q(D)(ω) = D(l)−1(ω)V(ω)



Λ(ω)

0


 UH(ω)W(ω)

+ V(ω)




0null 0
0 Inull


 VH(ω)Q(WFS)(ω), (97)

where the first term of Eq. (97) is the same as the driving function of MCWS-EVR
and the second term of Eq. (97) is the same as the second term of the HWFS,
which is the sound field control function outside the control-points in null-space.
Thus, the secondary source driving function, which is the sum of the first and
second terms of Eq. (97), includes the advantages of HWFS and MCWS-EVR.
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6.9. Computer-based simulation and discussion

6.9.1 Simulation results in free field

To illustrate the properties of the conventional and proposed methods, the fre-
quency domain and spatial domain descriptions of the synthesized wavefront are
used for numerical simulations. The wavefront calculation conditions and evalu-
ation criteria are the same as those in Fig. 32, Chapter 5.

Figures 40(a) to 40(d) respectively show the wavefronts synthesized at 1600
Hz under the free-field condition by (a) HWFS, (b) MCWS-EVR, (c) AWFS
and (d) the proposed method for a monopole source at position (xP, yP, zP) =
(0.0,−1.0, 1.3) [m]. The evaluated wavefront frequency of 1600 Hz is the up-
per limit of the major cues for sound source localization. Figures 41(a) to 41(d)
show the values of ES (x, y,ω) corresponding to Figs. 40(a) to 40(d), respectively.
In Fig. 41, the dark areas represent high reproduction accuracy with a small er-
ror. In addition, the solid red line indicates the contour ES (x, y,ω) = −6.0 dB,
which was suggested to be an acceptable reproduction region limit for compar-
ison purposes as mentioned in the previous chapter. In these calculations, the
regularization parameter µ and the differential order of D(ω) are set equal to 10−2

and 2, respectively. As can be seen in Figs. 40(a) and 41(a), the reproduction
error of HWFS is smaller than those of the other methods and is generally the
smallest in the vicinity of the control points because the null-space-based em-
bedding filter design obtained by WFS does not affect the wavefront inside the
control points. In addition, the results of MCWS-EVR shown in Figs. 40(b) and
41(b) indicate that it significantly increases the effective region of the sweet-spots,
despite the inefficiency of null-space-embedded filtering methods such as HWFS
and AWFS. In contrast, in Figs. 40(c), 40(d), 41(c) and 41(d), the reproduction
errors of AWFS and the proposed method are smaller than those of HWFS and
MCWS-EVR. However, the reproduction error of the sweet-spots was maintained
throughout the observation area in this calculation for all methods.

In Figs. 42(a) to 42(d) and Figs. 43(a) to 43(d), the values of ELS (ω) for (a)
WFS and HWFS, (b) MCWS-EVR, (c) AWFS and (d) the proposed method at the
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Figure 40. Wavefronts synthesized at 1600 Hz in free-field obtained by (a) HWFS,
(b) MCWS-EVR, (c) AWFS and (d) proposed method.

control points and monitoring sensors are respectively shown. The frequency of
1700 Hz is indicated in these figures, corresponding to the WFS spatial aliasing
frequency. In Fig. 42(a), ELS (ω) for HWFS at the control points is extremely small
compared with that for the other methods throughout the range of frequencies;
however, the reproduction accuracy at the control points for the other methods
shown in Figs. 42(b)-42(d) maintains sufficient accuracy of ELS (ω) ≤ 10−2 when
µ = 10−2 below 1700 Hz. In addition, in Figs. 42(b) to 42(d), with increasing
regularization parameter µ, ELS (ω) also increases and a difference can be observed
between the regularization limitation for AWFS, MCWS-EVR and the proposed
method. In MCWS-EVR, when µ → ∞, the synthesized wavefront disappears
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Figure 41. ES (x, y,ω) values at 1600 Hz in free-field obtained by (a) HWFS, (b)
MCWS-EVR, (c) AWFS and (d) proposed method.

completely and ELS (ω) becomes equal to 1 throughout the frequency range. In
contrast, the limitation of ELS (ω) for HWFS and the proposed method are limited
to that for WFS. In Figs. 43(c) and 43(d), the ELS (ω) values for AWFS and the
proposed method at the monitoring sensors behave in a similar manner throughout
the range of frequencies, and are almost equivalent to or smaller than that for
WFS. Thus, it is possible to compensate for the reproduction accuracy outside
the control points using the proposed method. However, similarly to the case of
HWFS, in the proposed method, the coloration problem of WFS mentioned in the
previous chapter will also occur outside the control points because the tendency
for the error to increase in the proposed method is similar to that of WFS above
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Figure 42. ELS (ω) values in free-field at control-points for (a) WFS and HWFS,
(b) MCWS-EVR, (c) AWFS and (d) proposed method.

the spatial aliasing frequency. In addition, the discontinuity of ELS (ω) due to the
truncation of singular values in SVD is shown in the results of MCWS and the
proposed method in Figs. 42(a) and 43(a).

From these findings, the proposed method is shown to be feasible.

6.9.2 Simulation results in reverberant room

Figure 44 shows the wavefronts synthesized at 1600 Hz under room-like condi-
tions by (a) HWFS, (b) MCWS-EVR, (c) AWFS and (d) the proposed method for
a monopole source at position (xP, yP, zP) = (0.0,−1.0, 1.3) [m]. The wavefront
frequency of 1600 Hz used for evaluation is the upper limit of the major cues for
sound source localization. Figures 45(a) to 45(d) show the values of ES (x, y,ω)
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Figure 43. ELS (ω) values in free field at monitoring sensors for (a) WFS and
HWFS, (b) MCWS-EVR, (c) AWFS and (d) proposed method.

corresponding to Figs. 44(a) to 44(d), respectively. In these calculation results,
the regularization parameter µ and the differential order of D(ω) are set equal to
10−2 and 2, respectively. In Figs. 44(a) to 44(d), it can seen that the reflected
waves in the room disturb the synthesized wavefront. As shown in Figs. 45(a) to
45(d), since interference by the room-reflected waves occurs, the acceptable re-
production regions are narrower than those in the free-field simulation; however,
AWFS, MCWS-EVR and the proposed method maintain relatively large regions
compared with HWFS. The gap in the acceptable region for HWFS is caused
by the discontinuity of the complex strengths of the neighbor secondary sources,
whereas the gap is suppressed in the result for the proposed method shown in Fig.
45(d) even when the TSVD form given by Eq. (97) is used.
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Figure 44. Wavefronts synthesized at 1600 Hz in room by (a) HWFS, (b) MCWS-
EVR, (c) AWFS and (d) proposed method.

Figures 46(a) to 46(d) and Figs. 47(a) to 47(d) show the ELS (ω) values for (a)
WFS and MCWS, (b) MCWS-EVR, (c) AWFS and (d) the proposed method at
the control points and monitoring sensors. As shown in Fig. 46(d), the proposed
method also maintains the reproduction accuracy at the control points. However,
in Fig. 47(a), ELS (ω) for HWFS increases outside the control points and fluc-
tuates significantly between the results for MCWS and WFS. Thus, as the room
reverberation increases, the reproduction errors outside the control points for the
proposed method probably approach those for MCWS.
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Figure 45. ES (x, y,ω) values at 1600 Hz in free field obtained by (a) HWFS, (b)
MCWS-EVR, (c) AWFS and (d) proposed method.

6.10. Summary of this chapter

In this chapter, we first reviewed and discussed the related literature on sound
field reproduction methods such as MCWS-ER, AWFS, MCWS-EVR and HWFS.
Next, a new interpretation of the mathematical relationships and differences be-
tween MCWS-ER, AWFS, MCWS-EVR and HWFS was given by applying GSVD,
and a new method was proposed for achieving the sound field metamorphosis be-
tween WFS and MCWS in AWFS and for improving the sweet-spot characteris-
tics by anti-phase smoothing of the secondary source driving function using the
primary wave field in MCWS-EVR within HWFS. The results of computer simu-
lations revealed that the proposed method balances the above goals and has wide
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Figure 46. ELS (ω) values in room at control-points for (a) WFS and HWFS, (b)
MCWS-EVR, (c) AWFS and (d) proposed method.

applicability in a spatial domain with high accuracy of reproduction in numerical
calculations both under free-field conditions and in a model simulating a room
with room reflection.

83



102 103 104

Frequency [Hz]

10�3

10�2

10�1

100

101

102

E
L

S
(!

)

(a)

WFS
HWFS

102 103 104

Frequency [Hz]

10�3

10�2

10�1

100

101

102

E
L

S
(!

)

(b)

µ = 10�2 µ = 100 µ = 10120

102 103 104

Frequency [Hz]

10�3

10�2

10�1

100

101

102

E
L

S
(!

)

(c)

102 103 104

Frequency [Hz]

10�3

10�2

10�1

100

101

102

E
L

S
(!

)

(d)

Figure 47. ELS (ω) values in room at monitoring sensors for (a) WFS and HWFS,
(b) MCWS-EVR, (c) AWFS and (d) proposed method.
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Chapter 7

Interactive controller for audio object
localization based on spatial representative

vector operation

7.1. Introduction

In applying WFS to commercially available sound contents, the localization in-
formation of each sound source is required as a cue for the primary sources gener-
ated in WFS. This means that a method of analyzing and decomposing the sound
sources is indispensable for the total system of multichannel sound reproduction.
Therefore, in this Chapter, we propose a new audio coding framework enabling
the localization operation of audio objects by the temporal quantization of spa-
tial information and introduce an audio object controller developed for interactive
sound field reproduction using audio object localization based on spatial repre-
sentative vector operations.

7.2. System configuration

In this section, we give an overview of the proposed system. Figure 48 shows the
configuration of the proposed system, which consists of three functions: a batch
processing encoder, a real-time processing decoder and an interactive audio object
localization controller.

First, the stereo mixed signal is inputted into the encoder, and the input sig-
nal is analyzed and decomposed to the audio objects contained within, and the
encoder outputs are stored as a storage file by a dedicated format container file.
The interactive controller reads the storage file and displays the relative positions
of the audio objects. Using the touchscreen panel, the listener can control the
relative positions via the graphical user interface (GUI). The real-time decoder
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Figure 48. Configuration of proposed system.

interprets each listener operation and the operation is reflected immediately in the
reproduced sound field. The mathematical principles of the proposed system are
described in the following section.

7.3. Mathematical principles of proposed system

7.3.1 Encoder

We assume that the composition of musical instruments sound does not vary sig-
nificantly in conventional audio signals. On the basis of this, the proposed method
quantizes spatial information in the time-frequency domain. Hence, we store spa-
tial localization information in a number of time-invariant basis vectors and ex-
tract audio objects efficiently by clustering the mixture of sounds using the basis
vectors. Figure 49 shows the quantization error, which is the distance between
the M-channel time-series complex vector X( f , τ) = [X1( f , τ), · · · , XM( f , τ)]T,
which consists of input signals, and the complex decoded signal vector Z( f , τ) =
[Z1( f , τ), · · · ,ZM( f , τ)]T. Here we focus on the decoded signals that minimize
the quantization error E, which signals are expressed in terms of the orthogo-
nal projection of X( f , τ) and supplementary information H( f , τ), which includes
quantized spatial information, as follows:

Z( f , τ) = HH( f , τ)X( f , τ)
H( f , τ)
‖H( f , τ)‖ , (98)
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Figure 49. Relations between the input signal X, the decoded signal Z, the quan-
tization spatial basis vector H and the quantization error E.

where superscript H denotes the complex conjugate transposition of a matrix, ‖ · ‖
denotes the Euclidean norm and H( f , τ) is described as

H( f , τ) = CI( f ,τ)( f ), (99)

Cn( f ) = [C(n,1)( f ), . . . ,C(n,M)( f )]T (n = 1, . . . ,N), (100)

where Cn( f ) is the nth centroid and the complex basis vector derived from the clus-
tering described below, I( f , τ) denotes the nth index of the centroid that minimizes
the quantization error between X( f , τ) and Z( f , τ) at every time-frequency grid in
all channels, and N denotes the number of centroids. The basis vector used in
the orthogonal projection is determined by the cosine-distance weighted k-means
[38] to minimize the quantization error. We can obtain the resultant single-channel
encoded signal Y( f , τ) using this basis vector.

To minimize the quantization error between input signals and decoded signals,
we formulate the magnitude of the compression error. First, we calculate the nth
basis vector Cn( f ) and the decoded signal vector Z( f , τ). The quantization error
E(X( f , τ),H( f , τ)) can be expressed in terms of the cosine-distance as

E(X( f , τ),H( f , τ)) = ‖X( f , τ)‖ sin
(
X( f , τ),H( f , τ)

)

= ‖X( f , τ)‖
√

1 − cos2(X( f , τ),H( f , τ)
)
, (101)

where cos(X( f , τ),H( f , τ)) is the cosine-distance between X( f , τ) and H( f , τ), as

cos
(
X( f , τ),H( f , τ)

)
=
|XH( f , τ)H( f , τ)|
‖X( f , τ)‖‖H( f , τ)‖ . (102)
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We optimize the basis vector H( f , τ) so that the total error of the signals,
Etotal,n( f ), is minimized. The total error is given by

Etotal,n( f ) =
∑

τ∈Θn

(
E
(
X( f , τ),H( f , τ)

))2
, (103)

where Θn is the nth class of the cluster．Optimization of the basis vector H( f , τ)
minimizing the error is equivalent to the k-means clustering problem for the cosine-
distance as follows.
[STEP 1] Prototype centroids are generated as

C[k]
n ( f ) =

[
C[k]

(n,1)( f ), . . . ,C[k]
(n,M)( f )

]T
(n = 1, . . . ,N), (104)

where k is the number of iterations used to update the centroid.
[STEP 2] Each input signal X( f , τ) is assigned to the nth class Θn based on the
error between the input signal X( f , τ) and the centroid vector Cn( f ) as follows:

I[k]( f , τ) = argmin
n

E
(
X( f , τ),C[k]

n ( f )
)2, (105)

Θn = {τ : I[k]( f , τ) = n}, (106)

where argminn · denotes the minimization function, {τ} denotes the class that cor-
responds to a set of τ, and I[k]( f , τ) is the index function of the kth iteration. The
class to which X( f , τ) belongs is determined by I[k]( f , τ).
[STEP 3] The optimal basis vector is extracted to minimize the error, as

C[k+1]
n ( f ) = argmin

C[k]
n ( f )

Etotal,n( f )

= argmin
C[k]

n ( f )

∑

τ∈Θn

(
E
(
X( f , τ),C[k]

n ( f )
))2

= argmin
C[k]

n ( f )

∑

τ∈Θn

‖X( f , τ)‖2
(
1 − cos2(X( f , τ),C[k]

n ( f )
))

= argmin
C[k]

n ( f )

∑

τ∈Θn

‖X( f , τ)‖2
(
1 − |X

H( f , τ)C[k]
n ( f )|2

‖X( f , τ)‖2‖C[k]
n ( f )‖2

)

= argmin
C[k]

n ( f )

∑

τ∈Θn

−|XH( f , τ)C[k]
n ( f )|2

= argmax
C[k]

n ( f )
C[k]H

n ( f )
(∑

τ∈Θn

X( f , τ)XH( f , τ)
)
C[k]

n ( f ).
(107)
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Owing to the constraint ‖Cn( f )‖ = 1, the maximization problem on the right-
hand side of (107) is equivalent to finding the maximum eigenvalue of

∑
τ∈Θn

X( f , τ)XH( f , τ). Therefore, the basis vector Hi( f ) is derived as the maximum
eigenvector of

∑
t∈Θn X( f , τ)XH( f , τ).

[STEP 4] If the centroid vector does not change from that obtained by the previous
iteration, the optimal vectors are determined to be the basis vector Cn( f ). If the
centroid vector changes, the algorithm returns to [STEP 2] with k = k + 1.

From (98), (100) and the constraint ‖Cn( f )‖ = 1, the single-channel encoded
signal Y( f , τ) is obtained as follows:

Z( f , τ) =HH( f , τ)X( f , τ)
H( f , τ)
‖H( f , τ)‖

=
{
CH

I( f ,τ)( f )X( f , τ)
}

CI( f ,τ)( f )

=Y( f , τ)CI( f ,τ)( f ), (108)

Y( f , τ) =CH
I( f ,τ)( f )X( f , τ). (109)

7.3.2 Decoder

In the decoding process, multichannel decoded signals Z( f , τ) are produced by the
single-channel compressed signal Y( f , τ) and the basis vector CI( f ,τ)( f ) as follows:

Z( f , τ) = Y( f , τ)CI( f ,τ)( f ), (110)

and the nth clustered audio object signal is described as follows:

Zn( f , τ) =




Y( f , τ)CI( f ,τ)( f ) (I( f , τ) = n),
0 (otherwise).

In (110), the quantization vector CI( f ,τ)( f ) represents the clustered audio object and
its angle expresses the spatial image of the audio object. Therefore, we refer to the
quantization vector as the spatial representative vector (SRV) hereafter. Finally,
the decoder converts Z( f , τ) into the time-domain expression z(t) by an inverse
short-time Fourier transformation (ISTFT) and outputs it to a pair of headphones
or earphones. The time-domain signal z(t) is described as

z(t) = ISTFT
(
Z( f , τ)

)
. (111)
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7.3.3 Localization operation of audio objects

In this section, we describe signal processing for the localization operation of
audio objects by the rotation and expansion/contraction of the SRV. The SRV is
operated in the following manner:

Ĉn( f , τ) = Gn( f , τ)Rn( f , τ)Cn( f ), (112)

where Ĉn( f , τ) is the operated SRV, and Gn( f , τ) and Rn( f , τ) are filters that control
the perceptual distance (gain) and the azimuth of the perceptual sound image of
the nth audio object, respectively. Rn( f , τ) is obtained as the following rotation
matrix:

Rn( f , τ) =




cos(ϑn( f , τ)) − sin(ϑn( f , τ))
sin(ϑn( f , τ)) cos(ϑn( f , τ))


 , (113)

where ϑn( f , τ) denotes the angle of rotation for the nth SRV. By filtering the SRV
with Gn( f , τ) and Rn( f , τ), we can control the localization of the corresponding
audio object of interest on the same horizontal plane as that of the ears of the
listener. The operated signal is obtained by restoring the single-channel signal
using the SRV as

Ẑ( f , τ) = Y( f , τ)ĈI( f ,τ)( f , τ). (114)

7.4. Evaluation of audio object operations

7.4.1 Experimental conditions

In this section, we assess the effectiveness of localization and the sound quality of
an audio object after performing individual operations to verify the operation of
the interactive controller via a subjective evaluation. In this experiment, we use
three audio signals recorded by a professional musician and mixed using a real
mixing console. The front direction corresponds to 0◦, and the clockwise direction
is denoted by a positive angle. The audio objects that are mixed are located at
{-45◦, 0◦, 45◦} in the real space. The reference signal in the subjective test is the
unprocessed original signal. The number of SRVs is three, which is the same as
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the number of audio objects and the SRVs are set to three directions {-45◦, 0◦, 45◦

}, which are the same as the directions of the audio objects. The signal length is 5
s, fast Fourier transform (FFT) points is 8192, the number of shift points is 4096,
the sampling rate is 44.1 kHz, the number of quantization bits is 16 bits and the
maximum number of updates of the centroid is 50. The values of Gn(τ) are set to
{0.1, 1, 2, 5}. The values of ϑn(τ) are set to {0, 22.5, 45}. The test subjects are
five adult males with normal audibility. We use a pair-comparison method with
the reconstructed signal operated by (112) to evaluate the effectiveness of audio
object localization. The test subjects evaluate how the perceptual gain of the audio
object and the localization of each reconstructed signal changed by selecting one
of the three phrases {became large, did not change, became small} and {rotated
left, did not change, rotated right}, respectively. We use the mean opinion score
[61] (MOS) method to evaluate the sound quality using the following five grades:
{5: excellent, 4: good, 3: fair, 2: poor, 1: very poor}.

7.4.2 Results of subjective evaluation

Figures 50 and 51 show the correct answer rate and the perceived sound quality of
the audio objects after localization control by the proposed method. First, as the
gain parameter Gn(τ) increases, the perceptual audio gain changes. In addition,
it is possible to adjust the gain of individual audio objects corresponding to each
SRV while maintaining sufficient sound quality except for the case of Gn(τ) = 5.

Next, as the rotation parameter ϑn(τ) changes, the perceptual azimuth of the
audio objects changes. In addition, the rotation operation maintains higher sound
quality than the gain operation. The relations among the gains of the audio objects
are not severely changed by the rotation operation, therefore the rotation opera-
tion can suppress the occurrence of spectrum distortion due to this operation by
perceptual masking effects. However, the gain operation destroys these relations;
thus, it appears that the gain operation has a harmful effect on the sound quality.
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Figure 50. Subjective evaluation results for operability of gain and rotation oper-
ations.

7.5. Development of interactive controller for audio
object localization

In this section, we introduce the proposed interactive controller for audio object
localization using an SRV operation. Figure 52 shows an overview of the con-
troller. This controller is equipped with a capacitive touchscreen panel, and the
listener can intuitively operate every audio object displayed on the touchscreen
panel with a touch pen.

Figure 53 shows the geometry of two audio objects and their manipulative
variables on the touchscreen panel. There is a subject icon at the center of the
touchpanel screen; the front direction of the subject corresponds to 0◦, and the
clockwise direction is denoted by a positive angle. The default position of a dis-
played audio object in polar coordinates is described as follows:
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Figure 51. Subjective evaluation results for sound quality of gain and rotation
operations.

rn0 = 1, (115)

ϕn0 = −2
{〈

arg(Camp,n( f ))
〉

f
− π

4

}
, (116)

where 〈·〉 f denotes the function that calculates the average degree over frequency
f , and Camp,n( f ) and the arg(·) operator are described as

Camp,n( f ) =
[|C(n,1)( f )|, . . . , |C(n,M)( f )|]T (n = 1, . . . ,N), (117)

arg(Camp,n( f )) = arctan
(
C(n,L)( f )
C(n,R)( f )

)
. (118)

In (116), π/4 is subtracted from the argument of the channel power ratio of the
audio object Camp,n( f ) so that ϕn0 = 0 when the channel power ratio is 1, that is,
〈arg(Camp,n( f ))〉 f = π/4. The result is then doubled to display the audio object
on the touchscreen panel as an instrument icon. This transformation provides
display positions consistent with the audio objects. From (112) and Fig. 53, the
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Figure 52. Prototype of real-time interactive controller.

relationship between the manipulative variables on the display and the operation
on the audio objects is described as follows:

Gn(τ) =
1

{
rn0 + rn(τ)

}2 =
1

{1 + rn(τ)}2
, (119)

Rn(τ) =




cos(
ϑn(τ)

2
) − sin(

ϑn(τ)
2

)

sin(
ϑn(τ)

2
) cos(

ϑn(τ)
2

)



. (120)

The total time required before getting the operation results is 40 to 50 ms,
including the delays of block buffer processing. This total time is equivalent to
the shift length of STFT (the length being 2048 samples in this implementation),
the audio-event handling and the antialiasing digital filtering of the DA converter
in the 48 kHz sampling frequency.
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7.6. Evaluation of interactive controller

7.6.1 Experimental conditions

In this section, we assess the sound quality, the operability and the GUI usability
of localization of an audio object after performing a single operation of the in-
teractive controller via a subjective evaluation. In this experiment, we use three
audio signals recorded by a professional musician and mixed using a real mixing
console, locating at {-45◦, 0◦, 45◦} in the real space. The number of SRVs is three,
which is the same as the number of audio objects and the SRVs are initialized to
three directions {-45◦, 0◦, 45◦}. There are 8192 FFT points, the number of shift
points is 4096, the sampling rate is 48 kHz, there are 16 quantization bits, and
the maximum number of updates of the centroid is 50. The user-operable range of
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Gn(τ) is set to {1/1.5–1.5 (±1.76 dB), 1/2–2.0 (±3.01 dB), 1/3–3.0 (±4.77 dB)} and
the range of ϕn(τ) is set to {−π/2–π/2}. The test subjects are 18 adult males and
females with normal audibility. We use the MOS to evaluate the sound quality,
the operability and the GUI usability of localization by the interactive controller;
the following five levels are requested: {5: excellent, 4: good, 3: fair, 2: poor, 1:
very poor}.

7.6.2 Results of subjective evaluation

Figure 54 shows the subjective evaluation results for sound quality, the operability
and the GUI usability of localization of the audio objects after performing signal
operations by the interactive controller. In Fig. 54 (a), as the range of gain pa-
rameters increases, the perceptual audio quality decreases, whereas the rotation
operation maintains the higher sound quality. Figures 54 (b) and 54 (c) show
that the qualities on the sound localization and the GUI qualify almost as good
and satisfactory to the users because these scores are around 4 regardless of the
type of operations. These results clarify that this interactive controller enables the
listener to change the gain and the localization of audio objects without sound
degradation, apart from an excessive gain operation. With the development of
this system, various operations based on this interactive controller and decoder
enable a seamless control of audio objects. The usability of the developed system
is demonstrated at the following URL:

http://spalab.naist.jp/aocdemo.html.

7.7. Summary of this Chapter

In this chapter, a new interactive controller for audio object localization based
on spatially representative vector operations was proposed. First, I introduced
the configuration of the proposed system. Second, I described the mathematical
principles of our system in detail, proving that the spatially representative vectors
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Figure 54. Subjective evaluation results using MOS to verify the gain and rotation
operations of the interactive controller; (a) results of the sound quality after each
operation; (b) results of the operability of each operation; (c) results of the GUI
usability.

are closely related to the centroids of cosine-distance weighted k-means, and I
described the audio object localization control method using the derived vectors.

Next, I assessed the effectiveness of localization and the sound quality of an
audio object after performing single operations to verify the operation of the in-
teractive controller via a subjective evaluation. The results of the experiments
showed that the interactive controller enables the listener to change the local-
ization of audio objects without sound degradation if the gain operation is not
extreme.
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Chapter 8

Epilogue

8.1. Dissertation summary

In this dissertation, we extended the current multichannel sound field coding and
multichannel sound field reproduction frameworks with more flexibility of user
experiments.

In Chapter 2, WFS, MCWS and DMCWS were described theoretically as a
basic frameworks of the sound field reproduction.

Next, the optimal control-point geometry and the behavior of the synthesized
secondary wavefront in DMCWS were investigated, and the effectiveness of DM-
CWS through the comparison with WFS was evaluated in Chapter 3.

Since the wavefront has the frequency characteristics of actual audio appli-
cations, I derived the spatial spectrum characteristics from the impulse responses
at each observation point and measure the wavefront of DMCWS using the con-
structed wavefront measurement system in an actual environment in Chapter 4.
From these evaluations and measurement results , it has been shown that the accu-
racy of the synthesized secondary wavefront is related to the control-point coor-
dinates and the wavefront measurement results of DMCWS in an actual environ-
ment. Numerical wavefront calculations clarified that the optimum y-coordinate
of the directly aligned control point is yC = 0.6–0.7 m. Also numerically obtained
WFS and DMCWS wavefronts compared using this range of yC that DMCWS has
a larger listening area with fewer amplitude and phase errors than WFS, whereas
they have a similar attenuation error.

Our wavefront measurement system and our algorithm using impulse responses
measured in an acoustically isolated room clarified that the measured wavefront
is affected by the mural-reflected wave and the frequency-amplitude characteris-
tics of the secondary source loudspeaker. In addition, DMCWS can be performed
above the spatial aliasing frequency of WFS according to the results of numerical
calculations and measurement. From these findings, we can conclude the advan-
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tageousness of DMCWS compared with WFS.
In Chapter 5, to mitigate the trade-off problem between the accuracy and re-

producible region caused by the practical location of the control-points of the re-
produced sound field in both of conventional methods, we proposed a new method
of balancing the listening area and reproduction accuracy with absolute accuracy
using an inverse filter of the room acoustics: the null space of the generalized
inverse matrix given by a compensation filter of the wave field outside the con-
trol points. The efficacy of the proposed method was ascertained by objective
evaluation through computer-based simulations and wavefront-measurement. The
results of computer simulations revealed that the proposed method balances the
above goals and has wide applicability in a spatial domain with high accuracy of
reproduction both under free-field conditions and in a simulation model with room
reflection. Next, we measured the wavefront generated by our proposed method to
evaluate the efficiencies. From the measurement results showed that our proposed
method can synthesize the primary wavefront with the accuracy of the reproduc-
tion at the control-points. Finally, these results revealed that the proposed method
balances the competing goals and has wide applicability in a spatial domain with
high accuracy of reproduction under the actual environment then numerical cal-
culations.

In Chapter 6, I first reviewed and discussed of the related literature of ac-
tive sound field reproduction methods such as MCWS-ER, AWFS, MCWS-EVR
and HWFS. Next, a new interpretation of the mathematical relationship and dif-
ferences between MCWS-ER, AWFS, MCWS-EVR and HWFS was given by
applying GSVD, and a new method was proposed for archiving the sound field
metamorphosis between WFS and MCWS in AWFS for improving the sweet-spot
characteristics by the anti-phase smoothing of the secondary source driving func-
tion using the primary wave field in MCWS-EVR within the HWFS. The results
of computer simulations revealed that the proposed method balances the above
goals and has wide applicability in a spatial domain with high accuracy of repro-
duction in numerical calculations both under free-field conditions and in a model
simulating a room with room reflection.

In Chapter 7, a new audio coding framework enabling the localization opera-
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tion of audio objects (e.g., vocal, guitar, drums) by the temporal quantization of
spatial information was proposed, and the audio object controller developed for
interactive sound field reproduction using audio object localization based on spa-
tial representative vector operations was introduced. First, I described the mathe-
matical principles of our system in detail, proving that the spatially representative
vectors are closely related to the centroids of cosine-distance weighted k-means,
and we described the audio object localization control method using the derived
vectors. In addition, the proposed audio object controller allows a listener to oper-
ate an initial sound field and build a new virtual sound field by performing sound
field operations on a stereo mixed source. Next, I assessed the effectiveness of
localization and the sound quality of an audio object after performing single oper-
ations to verify the operation of the interactive controller via a subjective evalua-
tion. The results of the experiments clarified that the interactive controller enables
the listener to change the localization of audio objects without sound degradation
if the gain operation is not extreme.

8.2. Future work

In the dissertation, I have improved the reproducible area and the reproduced ac-
curacy for multichannel sound field reproduction systems, and the proposed algo-
rithm has archived enough performance for those systems. However, the follow-
ing problems are still opened.

First, in the proposed method, the fluctuation of room transfer functions de-
grades reproduced sound in which the coefficients of the inverse filter are fixed. In
order to resolve this problem, an iterative adaptive algorithm for an inverse filter
performed in SVD framework is needed [62, 63, 64, 65].

Next, for evaluating the reproduced sound field in actual environment, the
measurement system must deal comprehensively on principal factors of the real-
ity of the primary sound field not only direct wavefront but also reflecting wave-
front, reverberation and the auditory perception of sound images which arise in
the actual reproduced sound field. In this dissertation, I proposed the wavefront
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measurement system and the measurement theory. However, the measurement
theory dealt with only a factor of direct wavefront. Therefore, more sophisticated
approaches are needed to evaluate the synthesized secondary wave field.

Finally, in applying WFS to commercially available sound contents, localiza-
tion information of each sound source is required as a cue of the primary sources
generated in WFS. This means that a method for analyzing and decomposing the
sound sources is indispensable in the total system of multichannel sound repro-
duction. In this dissertation, I proposed the audio object coding method which
provides the direction of the localization of the audio object. However, the re-
quired sound localization information in the phase of sound field reproduction not
only the direction of the audio object but also distance of the audio object. There-
fore, the analyzing method to estimate the localization distance of the audio object
which is included in the commercially available sound contents are required.

In the future, it is needed that the analysis in terms of another multichannel
signal processing and its integration methods for our proposed method.
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ditions réelles d’écoute,” Ph.D. dissertation, Université de Paris VI, Paris,
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Appendix

A. Derivation of attenuation law of WFS

In this section, we introduce to estimate the radiation profiles of the synthesized
wavefront emitted by an infinite line with the driving function obtained by WFS
[41]. Estimation in the frequency domain which is given by the stationary phase
approximation [66] gives the attenuation law of synthesized wavefront.

According to Eq. (1) and Fig. 5, the synthesized wavefront emitted by the
WFS driving function of the ideal of infinite size linear distribution of monopole
sources (xS , yS ) arranged along the x axis (yS = 0) is given as

S WF(xO, yO,ω) =

S P(ω)

√
jk
2π

C(yR, yP)
∫ ∞

−∞

e−jkrPS

√
rPS

cos θPS
e−jkrS O

rS O
dxS , (121)

where rPS is the spatial distance between the primary source and the secondary
point source, rS O is the spatial distance between the secondary point source and the
observation point and θPS is the angle between the y-axis and the line connecting
the primary souce and the secondary point source. According to Eq. (121), the
integral term can be written as

I(ω) =
∫ ∞

∞

e−jkrPS

√
rPS

cos θPS
e−jkrS O

rS O
dxS

=

∫ ∞

−∞
f (xS )e−jkχ(xS )dxS , (122)

where the functions f (xS ) and χ(xS ) are given as

f (xS ) =
1

rS O
√

rPS
cos θPS , (123)

χ(xS ) = rS O + rPS . (124)

The functions f (xS ) and χ(xS ) are called envelope and phase function, respec-
tively. χ(xS ) gives the derivatives of 1st and 2nd order as

χ′(xS ) =
xS − xP

rPS
− xO − xS

rS O

= sin θPS − sin θS O, (125)
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χ′′(xS ) =
1

rPS
− (xS − xP)2

r3
PS

+
1

rS O
− (xO − xS )2

r3
S O

=
1

rPS
− sin2 θS O

rPS
+

1
rS O
− sin2 θPS

rS O

=
cos2 θS O

rPS
+

cos2 θPS

rS O
, (126)

where θS O is the angle between the y-axis and the line connecting the secondary
point source and the observation point. The stationary phase approximation gives
the estimation of this type of integral. Consider a phase point xS = xS 0 for the
phase function χ(xS ). We assume that the phase point xS 0 satisfy the condition,



χ′(xS 0) = 0
χ′′(xS 0) ! 0

, (127)

and the phase function admit an extremum only at xS 0. It is a maximum if
χ′′(xS 0) < 0, if a minimum χ′′(xS 0) > 0. On either side of x = xS 0, the phase
function is strictly monotonic and thus the term e−jkχ(xS ) is oscillatory. The point
x = xS 0 is then called the stationary phase point. In this case, the stationary phase
point xS 0 is unique and given by

θS O = θPS = θ0. (128)

Then, f ′(xS ) and f ′′(xS ) which is the derivatives of 1st and 2nd order of f (xS )
are continuous on ] − ∞ ∼ ∞[, f (x) is monotone around xS 0, and f (xS 0) ! 0, the
Taylor expansion around xS 0 of expression under the integral gives:

f (xS )e−jkχ(xS ) ≈ f (xS 0)e
−jk

[
χ(xS 0)+ (xS −xS 0)2

2 χ′′(xS 0)
]

. (129)

Therefore, we obtain the approximation of I(ω) as

Î(ω) =
∫ ∞

−∞
f (xS 0)e

−jk
[
χ(x0)+ (xS −xS 0)2

2 χ′′(x0)
]

dxS

= f (xS 0)e−jkχ(xS 0)
∫ ∞

−∞
e−jk (xS −xS 0)2

2 χ′′(xS 0)dxS . (130)

In making the change of variable

κ = (xS , xS 0)

√
kχ′′(xS 0)

2
, (131)
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and provided that χ(xS 0)′′ ! 0, Equation (130) can be written as

Î(ω) =

f (xS 0)

√
2π

k|χ′′(xS 0)|e
−jkχ(xS 0)

∫ ∞

−∞
e−jsign(kχ′′(xS 0))κ2dκ, (132)

where sign denotes the signum function. Note that
∫ ∞

−∞
e±jκ2dκ =

√
πe±

π
4 , (133)

the solution of the integral is given as

Î(ω) = f (xS 0)

√
2π

k|χ′′(xS 0)|e
−j[kχ(xS 0)+sign(χ′′(xS 0)) π. 4] (134)

From Eqs. (126) and (128), χ′′(xS 0) is given as

χ′′(xS 0) = cos2 θ0

(
1

rPS 0
+

1
rS O0

)
, (135)

where rPS 0 and rS O0 are rPS and rS O in the stationary phase point, respectively. Fi-
nally, the pressure of the synthesized wavefront S WF(xO, yO,ω) can be rewritten
as

S WF(xO, yO,ω)

= S P(ω)

√
jk
2π

C(yR, yP)Î(ω)

= S P(ω)C(yR, yP)
√

rPS 0 − rS O0

rS O0

e−jk(rPS 0+rS O0)

rPS 0 + rS O0
. (136)

From this equation, the pressure law in front of the primary source can be written
as

S WF(yO,ω) = S P(ω)

√
|yR|
|yO|

√
|yO| + |yP|
|yR| + |yP|

e−jk|yO−yP |

|yO − yP|
. (137)

Therefore, we obtain the attenuation law denoted in Eq. (4).
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