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An Analysisof Non-Task-Oriented Dialogsand a
Computational Model of Generating Affective
Utterances *

Ryoko TOKUHISA

Abstract

Previous research into human-computer interaction has mostly focused on task-
oriented dialogs, where the goal is to achieve a given task as precisely and efficiently
as possible by exchanging information required for the task through dialog. On the
other hand, the necessity of non-task-oriented dialog systems has been raising in re-
cent years. Specially, non-task-oriented dialog systems are needed for home robots.
We aim at realization of the verbal communication with robots. This thesis takes up
the problem of the non-task-oriented dialog by two steps: thefirst step is conversation
analysis and the second step isits engineering implementation.

In the conversation analysis step, the following two issues are investigated: a) What
makes a non-task oriented human-to-human conversation to be an enthusiastic one; b)
What is the difference between task-oriented and non-task-oriented dialogs. The first
issueisexplained by investigating what type of utterances contributesto enthusiasmin
a non-task-oriented human-to-human dialog. For this end, we first create a non-task-
oriented human-to-human dialog corpus. We then analyze the relationship between
utterances and enthusiasm by studying the instances by studying the instances in the
corpus. As aresult, we found that “affective utterance” and “cooperative utterance’
were related to enthusiasm. On the other hand, concerning the second issue, we in-
vestigate what type of utterances appear saliently in non-task-oriented dialog. We first
create two types of human-to-human dialog corpora: atask-oriented dialog corpus and
a non-task-oriented dialog corpus. We investigate what are the discriminating charac-
teristics that differentiate them. We found that initiation/response utterance appeared
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Science, Nara Institute of Science and Technology, NAIST-1S-DD0761020, August 20, 2009.



more frequently in non-task-oriented dialog. This is because participants often try to
take a lead to continue the exchange smoothly in a non-task-oriented dialog. In ad-
dition, we aso found that most indirect response and clarification requests work as
initiation/response utterance in a non-task-oriented dial og.

Next, in the implementation step, we propose a method to generate affective utter-
ances that express sympathetic emotion to the partner. We first automatically collect
a huge collection of emotion-provoking event instances from the World Wide Web.
We classify the emotion-provoking events in terms of the emotion types and their po-
larity. So, the task in decomposed into the following two sub tasks: sentiment polar-
ity (positive and negative) classification and emotion (e.g. happiness, sadness, fear)
classification. The results of the experiments showed that our method significantly
outperformed the baseline method.

Keywords:

Non-task-oriented dialog, Conversation analysis, Enthusiasm, Emotion classification,
Emotion-provoking event corpus
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Chapter 1

| ntroduction

1.1 Background

Since the performance in human language technologies such as Automatic Speech
Recognition (ASR) and Natural Language Processing (NLP) have been improved, this
advance has made it possible to develop practical dialog systems.

Let’'sGoLab

Let's Go Lab is a spoken dialog system for bus information [17]. Thisin turn is
based on Olympus, a dialog system architecture born out of Carnegie Mellon’s exist-
ing expertise in speech recognition, speech synthesis and spoken dialog systems. With
around 60 callsaday Let's Go Lab offers a unique experimental environment for eval-
uation of advances in spoken dialog systems. Initially, Let’s Go was a typical research
mixed-initiative system used for in-lab experiments [42]. However, in order to serve
the diverse user population of the Port Authority, the interaction was constrained to
make it easier for novice users. Much effort was spent on the efficiency and robustness
that is required for a continuous public service. Let's Go Lab went “live” in March
2005 [41], providing bus schedule information daily from early evening through early
morning, when the Port Authority offices are closed.

Kyoto Bus I nfor mation System

Komatani et al. have developed the Kyoto City Bus Information System [26]. The
system |locates a bus the user wantsto catch and tells him/her how long it will be before



the bus arrives. The system can be accessed by telephone. Users are required to input
their boarding stop, destination or bus route number by voice. Asaresult, users obtain
appropriate bus information.

Commute UX

Commute UX (Commute User Experience) is a telephone dialog system that pro-
vides location-based information to in-car commuters [51]. The system provides in-
formation about traffic, gas prices, and weather, based on real-time data obtained via
web services. It was built as atelephone dialog system to enable any user with an ordi-
nary cell phone to access these services without the need for a data plan or addi-tional
hardware or software installed in the car.

Aswereviewed above, previousresearch into human-computer interaction has mostly
focused on task-oriented dialogs, where the goal isto achieve agiven task as precisely
and efficiently as possible by exchanging information required for the task through
dialog [25, 32, 58]. In these researches, various issues have been addressed: domain-
adaptive large vocabulary speech recognition, efficient dialog management, corpus-
based utterance generation, etc.

On the other hand, the necessity of non-task-oriented dialog systems has been rais-
ing in recent years. Specially, non-task-oriented dialog systems are needed for home
robots [70, 68]. These robots are called communication robot.

Previous research on communication robots has mostly focused on non-verba com-
muni cations, where nodding, prosody, and facial expressions are most concerned top-
ics. For example, Breazeal et a. develop a sociable robot Kismet [8]. Kismet can
determine whether it is praised, prohibited, soothed, or is given an attentional bid, by
analyzing the prosody of a user’'s speech. They reported that the robot was able to
robustly classify the four affective intents in multi-lingual experiments with naive fe-
male subjects. In addition, the subjects intuitively inferred when their intent had been
properly understood by Kismet's expressive feedback. Matsusaka et al. developed a
robot which can participate in agroup conversation[37]. Their robot can recognize the
conversational situation: who is speaking, to whom he is speaking, to whom the other
participants pay attention; using image and acoustic features.

In contrast, only a few studies have been reported about non-task-oriented dialog



despite the necessity of verbal communication in communication robots. In this dis-
sertation, we therefore aim at realization of the verbal communication with robots,
particularly focusing on a non-task-oriented dial og.

1.2 Objectiveand Goal

In this dissertation, we will take two steps for achievement of non-task-oriented di-
alog: the first step is a conversation analysis and the second step is its engineering
implementation. In the conversation analysis step, we investigate what type of utter-
ances appear saliently in non-task-oriented dialog. In the implementation step, we
propose a method to generate the utterance. We think that we can focus on utterance
generation with a high contribution for a non-task-oriented dialog system because our
research is based on the result of an analysis of conversation analysis approach.

In our conversation analysis, the following two issues are addressed.

a) What makes a non-task-oriented human-to-human enthusiastic dialog

b) What are the differences between task-oriented dialogs and non-task-oriented
dialog

In task-oriented dialog systems, efficient dialog strategies have been explored to
achieve a given task efficiently without failure [25, 32, 58]. However, for a non-task-
oriented dialog system (e.g. home robots), other factors such as enjoyability and en-
thusiasm need to be taken into consideration. The first issue is addressed by investi-
gating what type of utterances contributes to enthusiasm in non-task-oriented human-
to-human dialogs. For this end, we first create a non-task-oriented human-to-human
dialog corpus. We then analyze the relationship between utterances and enthusiasmin
the corpus.

Many task-oriented dialog systems have been developed in previous work. On the
other hand, only a few studies have been presented about non-task-oriented dialog.
It is expected that there are some differences between task-oriented dialog and non-
task-oriented dialog, but it is not clear what difference actually exists. For the second
issue, we first create two types of human-to-human dialog corpora: a task-oriented
dialog corpus and non-task-oriented dialog corpus. We then investigate what type of



utterances appears remarkably in non-task-oriented dialog by making a comparison
between task-oriented dialog and non-task-oriented dialog.

Next, in the implementation step, we propose a method to generate affective utter-
ances. There are two advantages in our approach. First, we focus on an important
utterance in non-task-oriented human-to-human dialog. We think that we can focus
on utterance generation with a high contribution for a non-task-oriented dialog system
because our research is based on the result of an analysis of conversation analysis ap-
proach. Second, we use huge examples extracted automatically from the World Wide
Web. A lot of previous dialog systems used a knowledge manually described. But an
enormous cost were needed for such an approach. It is expected that appropriate sys-
tem responses would be generated because large-scale examples are used for utterance
generation in our approach.

The rest of thisthesisis organized as follows. Firstly, in Chapter 2, we review pre-
vious studies related to dialog systems. In Chapter 3, we analyze a non-task-oriented
dialog by conversation analysis approach. In Chapter 4, we propose a method for
emotion classification using huge examples extracted from the web. Finally, Chapter 5
summarizes the thesis and ends with conclusions and future work.



Chapter 2

Previous work on dialog systems

We can categorize dialogsinto two kinds: oneis atask-oriented dialog and the other
is a non-task-oriented dialog. The goal of atask-oriented dialog is to achieve a given
task by exchanging information required for the task through dialog. On the other
hand, the goal of a non-task-oriented dialog is to enjoy conversations. In the case of
conversational robots, robots try to understand user’s requests accurately in a task-
oriented dialog, on the other hand, robotstry to allow usersto enjoy conversationsin a
non-task-oriented dialog. This chapter reviews previous work on dialog systems.

2.1 Findingsfrom conversation analysis

Previous dialog systems have been developed based on the findings from conversa-
tion analysis.

Conversation analysis was developed in the late 1960s and early 1970s principally
by a sociologist, Harvey Sacks. It aims to capture the basis definition to describe the
structure and sequential patterns of interaction. For this purpose, the literature has de-
veloped such notions as adjacency pairs and dialog acts. An adjacency pair isapair of
conversational turns by two different speakers. For example, a question, such as what
IS your name?, requires the addressee to provide an answer in the next conversational
turn. Many actions in dialog are accomplished through adjacency pair sequences,
for example: greeting-greeting, request-acceptance/denial, offer-acceptance/rejection.
These actions are called speech acts in conversation analysis.

Dialog Acts (DAS) tags are commonly used as a simple representation of the action
or function of an utterance in dialog. DAs are basically based on speech acts, but the



original repertoire [46, 55] has been gradually enriched with other possible functions.
Allen et a. defined the DA tag set called DAMSL (Dialog Act Markup in Several Lay-
ers), which was initially designed as a shared resource with a focus primarily on task-
oriented dialogs [3]. The DAMSL annotation schema has been used to annotate many
dialog corpora: the TRAINS corpus, TRIPS corpus, Monroe corpus, etc. DAMSL has
four main layers: Communicative status, Forward communicative functions, Back-
ward communicative functions, and Information level. Communicative status denotes
an utterance whether it was interpretable: Uninterpretable, Self-talk, etc. The Forward
communicative functions consist of ataxonomy in asimilar style as the actions of tra-
ditional speech act theory: statement, Info-request, etc. The Backward communicative
functions indicate how the current utterance relates to the previous dialog, such as ac-
cepting a proposal, confirming understanding, or answering a question. Information
Level encodes whether the utterance deals with the dialog task, the communication
process, or metalevel discussion about the task. DAMSL not only is applied to var-
ious corpora but also is derivative to other DA tagging schemata. The application
of DAMSL to the Switchboard corpus lead to SWBD-DAMSL [22]. The Switch-
board corpus is a collection of two-party telephone conversations. SWBD-DAMSL
was adapted DAMSL to non-task-oriented dialogs because the designed DAMSL was
designed for task-oriented dialogs. The MRDA was defined for the dialogue act an-
notation of data from the Meeting Recorder project at ICSI [14]. The tagset basically
uses the SWBD-DAMSL tags, but allows the combination of several tags into alabel
for an utterance. The tagset also extends SWBD-DAMSL with disruption marks such
as “interrupted”, “abandoned”.

The notion of dialog act proposed in conversation anaysisis being widely adopted
by researchers in the NLP community because it is useful for developing dialog sys-
tems. Corpora annotated with dialog acts are widely used for devel oping task-oriented
dialog systems. Previous work on task-oriented dialog systems are reviewed in the
next section.

2.2 Task-oriented dialog systems

Previous research into human-computer interaction has mostly focused on task-
oriented dialogs, where the goal isto achieve agiven task as precisely and efficiently as
possible by exchanging information required for the task through dialog [25, 32, 58].
In these researches, various issues have been addressed: domain-adaptive large vocab-



ulary speech recognition, efficient dialog management, corpus-based utterance gener-
ation, etc.

The TRAINS project is one of the early projects aiming at building a dialog sys-
tem. The goal of this project is to build a computerized planning assistant that can
interact conversationally with its user [1]. The TRAINS dialog system alowed the
system and user to work together to try to route trains to make deliveries across the
eastern United States. A key part of the TRAINS project is the construction of the
Trains system, which provides the research platform for a wide range of issues in nat-
ural language understanding, mixed-initiative planning systems, and representing and
reasoning about time, actions and events.

TRIPS isthe next generation of the TRAINS project. The goal of the TRIPS project
is to build an intelligent planning assistant using natural language and graphical dis-
play [2]. TRIPS is a domain independent, mixed-initiative dialog system core, which
can be easily ported to new domains. It has successfully been ported to such domains
as emergency evacuation, disaster relief, and military resource allocation.

The DARPA Communicator project is mainly focused on a speech recognition and
dialog management. The common task of the The DARPA Communicator project is
a mixed-initiative dialog over the telephone, in which the user plans a multi-city trip
by airplane, including all flights, hotels, and rental cars, all in conversational English
over the telephone [59, 60]. The DARPA Communicator project describes a hub-and-
spoke architecture for the design and development of natural language understanding
systems. The system combines speech recognition, natural language understanding,
dialog management, database access, |anguage generation and speech synthesisto per-
form the desired task, which at present can be described as an automated travel agent
that helps callers make airline reservations [30, 45].

Recently, the research about task-oriented dialog systems are applied to robots.

Roy et al. develop an autonomous wheelchair that can learn all about the locations
in a given building, and then take its occupant to a given place in response to a verbal
command [21, 15]. Just by saying take me to the cafeteria or go to my room, the
wheelchair user would be able to avoid the need for controlling every twist and turn
of the route and could simply sit back and relax as the chair moves from one place
to another based on a map stored in its memory. The system also can learn locations
by user’s verbal guidance. For example, as the wheelchair is pushed around a nursing
home for thefirst time, the patient or a caregiver would say: this is my room or here we
are in the nurse’s station. The system then learn about its environment by being taken



on aguided tour.

Lopes et a. develop CARL (Communication, Action, Reasoning and Learning in
Robotics) [34]. CARL is a mobile intelligent robot which can achieve some tasks:
spreading atable, etc. CARL can flexibly accomplish tasks because it works based on
aKKR (knowledge representation and reasoning) module. The KRR module supports
the integration of information coming from different interlocutors and is capable of
handling contradictory facts. CARL then works using the hypothesis that a combina-
tion of reactivity with reasoning is more likely to produce useful resultsin arelatively
near future than the purely reactive or behavior-based approaches. Thisis especialy
true for robots that are expected to perform complex tasks requiring decision-making.

Kandaet al. develop arobot called Robovie[70]. Robovie achieves natural commu-
nications like human-to-human communication using non-verba-information: gaze,
gesture, etc. They report that such a physical expressions are useful for communica-
tion, specialy in a navigation task.

2.3 Non-task-oriented dialog systems

As we mentioned above, this dissertation focuses on non-task-oriented dialog. This
section describes the previous research on non-task-oriented dialog systems.

Robots reviewed in section 2.2 are designed to achieve a given task by interact-
ing with a user. In that sense, those robots are considered task-oriented. In contrast,
non-task-oriented robots are called communication robot. Previous research on com-
muni cation robots has mostly focused on non-verbal communications, where nodding,
prosody, and facial expressions are most concerned topics. For example, Breazeal et
a. develop a sociable robot Kismet [8]. Kismet can determine whether it is praised,
prohibited, soothed, or is given an attentional bid, by analyzing the prosody of auser’s
speech. They reported that the robot was able to robustly classify the four affective
intents in multi-lingual experiments with naive female subjects. In addition, the sub-
jects intuitively inferred when their intent had been properly understood by Kismet's
expressive feedback. Matsusaka et a. developed a robot which can participate in a
group conversation[37]. Their robot can recognize the conversational situation: whois
speaking, to whom he is speaking, to whom the other participants pay attention; using
image and acoustic features.

On the other hand, some research groups have reported an interactive robot which
mentally supports aged people. Initially, interaction with animals has long been known



to be emotionally beneficial to people[6, 18, 29]. In recent years, the effects of animals
on humans have been studied and proved scientifically [47, 57, 65]. Shibata et al.
develop a seal robot called Paro [47, 57]. Paro has five kinds of sensors: tactile, light,
audition, temperature, and posture sensors, with which it can perceive people and its
environment. With the light sensor, Paro can recognize light and dark. He feels being
stroked and beaten by tactile sensor, or being held by the posture sensor. Paro can also
recognize the direction of voice and words such as its name, greetings, and praise with
its audio sensor. By interaction with people, Paro responds asiif it is alive, moving its
head and legs, making sounds. Elderly subjects with cognition disorders were asked
to interact with Paro. The subjects brain waves were measured before and after the
interaction for analysis. Out of the 14 people who participated in the study, 7 (50%)
experienced an improvement in brain function.

A chatbot (also chatterbot, chatterbox) is a dialog system which attempts to main-
tain a non-task-oriented dialog with a user. The classic early chatbots are ELIZA and
PARRY. More recent chatbots are Albert One, A.L.I.C.E., etc [62, 13, 61].

ELIZA is a computer program by Joseph Weizenbaum, designed in 1966 [62]. It
parodied a Rogerian therapist, largely by rephrasing many of the patient’s statements
as questions and posing them to the patient. For example, the response to "My mother
hates me” might be ”Who else in your family hates you?’. The response to "My head
hurts” might be ”Why do you say your head hurts?’. Weizenbaum reported that many
patients felt that Eliza could understand their utterance.

PARRY was written in 1972 by psychiatrist Kenneth Colby [13]. While ELIZA was
atongue-in-cheek simulation of a Rogerian therapist, PARRY attempted to simulate a
paranoid schizophrenic. It appeared to be a paranoid patient in a Veterans' hospital:

User: Have you been hospitalized before?
PARRY: No, thisisthefirst time.

PARRY knew little of the world, had no syntax analysis and just worked by alarge set
(about 6000) of patterns with which it matched any input.

Albert One won the Loebner Prize Contest, a competition between chatbots, in both
1998 and 1999 [16]. The Albert One system was comprised of several subsystems.
Among those were a version of Eliza, Elivs, another Eliza-like systems, and several
other helper applications working together in a hierarchical arrangement. As a contin-
uation of the stimulus-response library, various other database queries and assertions
were tested to arrive at each of Albert’s responses.

9



A.L.I.C.E. (Artificial Linguistic Internet Computer Entity) has won the Loebner
Prize three times (in 2000, 2001 and 2004) [61]. The following is part of a transcript
recording the conversation between auser and A.L.I.C.E..

User: Hello, Alice.
ALICE: Hi therel
User: Tell meabout yourself.

ALICE: | aman artificial linguistic entity. | was activated at Bethlehem, PennsyI-
vania, on November 23, 1995. My instructor was Dr. Richard S. Wallace. He
taught me to sing a song. Would you like me to sing it for you?.

User: No, thank you.

ALICE: Why not?

User: I'minahurry.

ALICE: Do you have another appointment now?
User: Yes. Bye.

ALICE: Seeyou later.

A.L.1.C.E has handwritten a database of thousands of possible conversational gambits.
Type a utterance to ALICE, and it checks the phrase and its keywords for a response
coded to those words.

Aswe described above, most chatbots simply scan for keywordswithin the input and
pull areply with the most matching keywords or the most similar wording pattern from
alocal database. But itisnot clear basicissues: “how to accomplish amore* humanlike
enthusiasm” for a non-task-oriented dialog” and “what is a non-task-oriented dialog” .

10
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Chapter 3

Conversation analysis as a basis of
developing non-task-oriented dialog
systems

3.1 Introduction

In this chapter, we investigate what type of utterances characterize in non-task-
oriented dialogs. To this end, we analyze non-task-oriented dialogs from a point of
view of conversation analysis. In the literature of task-oriented dialog systems, effi-
cient dialog strategies have been explored to achieve a given task efficiently without
failure [25, 32, 58]. However, to develop non-task-oriented dialog systems (e.g. home
robots), other factors such as enjoyability and enthusiasm need to be taken into con-
Sideration.

In section 3.2, we investigate what makes a dialog enthusiastic by analyzing non-
task-oriented human-to-human dialogs. More specifically, we investigate what type of
utterances contributes to enthusiasm by creating non-task-oriented human-to-human
dialog corpus and analyzing the correlation between utterance types and enthusiasmin
the corpus. For utterance types, we use Dialog Acts and Rhetorical Relations, which
are both well-established schemata for annotating utterances or sentences in dialogs.

While, section 3.2 focuses on enthusiasm in dialogs, in section 3.3, we more our
focus on to the continuity of each dialogs exchange. Task-oriented dialogs tend to be
simple and short because the goal is to achieve a given task as efficiently as possible.
On the other hand, in non-task-oriented dial ogs, the partici pants often make a particular
kind of effortsto continue the current exchange because their aim isin conversing with



each other. We therefore segment each dial og into exchanges and investigate what type
of utterances contribute to continuing an exchange.

3.2 What sort of utterancescreate“ Enthusasm” in non-
task-oriented dialogs

In task-oriented dialog systems, efficient dialog strategies have been explored to
achieve a given task efficiently without failure [25, 32, 58]. However, for a non-task-
oriented dialog system (e.g. home robots), other factors such as enjoyability and en-
thusiasm need to be taken into consideration. Much research has been done into ef-
ficient dialog strategies, but it has not been clarified what makes a non-task-oriented
human-to-human enthusiastic dialog. In this section, we analyze a non-task-oriented
human-to-human dialog and investigate what type of utterances contributes to enthu-
siasm.

3.2.1 Corpuscollection

Several non-task-oriented dialog corpora have been created under various settings:
face-to-face or non-face-to-face, familiar or unfamiliar, and two-party or multi-party [19,
53]. The largest non-task-oriented dialog corpus is the Switchboard Corpus, which
consists of about 2400 conversational English dialogs between two unfamiliar speak-
ersover thetelephone on one of 70 topics (e.g. pets, family life, education, gun control,
etc.).

Our corpus was collected from face-to-face interaction between two unfamiliar speak-
ers. Thereasonsfor our choosing thisare 1) face-to-face interaction increases the num-
ber of enthusiastic utterances, relatively to limited conversational channel interaction
such as over the telephone; 2) the interaction between unfamiliar speakers reduces the
enthusiasm resulting from unobserved reasons during the recording; 3) the exchange
in atwo-party dialog is expected to be ssmpler than that of a multi-party dialog.

We created a corpus contai ning ten non-task-oriented dial ogsthat were spoken by an
operator (thirties, female) and one of ten subjects (twenties to sixties, equal numbers
of males and females). Before beginning the recording session, the subject chose three
cards from fifteen cards on the following topics:

12



Table 3.1: Dialog Act Definition

SWBD-DAMSL/MRDA Our DAs Definition
Statement non opinion inform objective fact inform non opinion
Statement opinion inform subjective element inform opinion
Wh-Question reguest objective fact request non opinion
Yes-No-question request agreement request agreement opinion
Open-Question reguest disagreement request disagreement opinion
Or-Question confirm objective fact confirm non opinion
confirm agreement confirm agreement opinion
confirm disagreement confirm disagreement opinion
Accept accept accept non opinion
agree accept opinion
Reject denial denial non opinion
disagree denial opinion
not marked express admiration inform admiration
Summary DEL. (mark as RR)

Food, Travel, Sport, Hobbies, Movies, Prizes, TV Programs, Family,

Books, School, Music, Pets, Shopping, Recent Purchases, Celebrities
Straying from the selected topic was permitted because these topic cards were only
ever intended as a prompt to start the dialog. Thus, we collected ten dialogs, each
about 20 minutes long. For convenience, in this section, we refer to the operator as
speaker 1, and the subject as speaker 2.

3.2.2 Annotation of dialog actsand rhetorical relations
3.2.2.1 Definition of tagging schema

To investigate what type of utterances contributes to enthusiasm, we annotate an ut-
terance in non-task-oriented human-to-human dialogs. Dialog Acts (DASs) and Rhetor-
ical Relations (RRs) are well-known tagging schemata for annotating an utterance or
sentence. DAs are tags that pertain to the function of an utterance itself, while RRsin-
dicate the relationship between sentences or utterances. We adopted both tags to allow
us to analyze the aspects of utterances in various ways, but adapted them dightly for
our particular needs.

Dialog Acts (DAS)

13



The DA annotations were based on SWBD-DAMSL [22] and MRDA [14]. The
SWBD-DAMSL isthe DA tagset for labeling a non-task-oriented dialog. The Switch-
board Corpus mentioned above was annotated with SWBD-DAMSL. On the other
hand, the MRDA isthe DA tagset for labeling the dial og of a meeting between multiple
participants. Table 3.1 shows the correspondence between SWBD-DAMSL/MRDA
and our DAs!. We describe some of the major adaptations below.

Thetags pertaining to questions:

In SWBD-DAMSL and MRDA, the tags pertaining to questions were classified
by thetype of their form (e.g. Wh-question). We re-categorized them into request
and confirm in terms of the ”act”.

The tags pertaining to responses:

We subdivided Accept and Reject into objective responses (accept, denial) and
subjective responses (agree, disagree).

The emotional tags:

From previous experience, we believed that it was significant for enthusiastic
dialog to convey admiration or interest. We therefore added tags that indicate
the expression of admiration and interest.

The overlap tags with the RRs definition:
We deleted any tags (e.g. Summary), that overlapped the RR definition.

Consequently, we defined 47 DAs for analyzing a non-task-oriented dial og.

Rhetorical Relations (RRs)

The RR annotations were based on the rhetorical relation defined in Rhetorical
Structure Theory (RST) to impose a discourse structure on a multi-sentential text [35,
49]. RST acknowledges that there are two types of relations between discourse ele-
ments, and distinguishes between subject matter and presentational relation. The sub-
ject matter relation are informational; the presentational relation are intentional. Our
RR definition was based only on informational level relation because we annotated the
intentional level with DAs. Table 3.2 shows the correspondence between the infor-
mational relation of RST and our RRs. We describe some of the major adaptations
below.

IThetagslisted in italics are based on SWBD-DAMSL whilethosein boldface are based on MRDA.

14



Table 3.2: Rhetorical Relation Definition

RST Our RRs definition
evaluation (positive) U2 isapositive evaluation about U1
Evaluation evaluation (negative) U2 is anegative evaluation about U1
evaluation (neutral) U2 is neutral evaluation about Ul

Volitional cause | volitional cause-effect | U2 isavolitiona action, and U1 cause U2
Volitional result
No Definition addition U2 consists of apart of Ul

Subdivide evaluation:
The evaluation reflects the degree of enthusiasm in the dialog, so we divided the
Evaluation into three types of evaluation (positive/ negative/ neutral).
Integrate the causal relations:

We use a directed graph representation for RR annotations, so that we integrate
Non-volitional cause and Non-volitional result into non-volitional cause-effect,
and Volitional cause and Volitional result into volitional cause-effect.

Add addition relation:

The RRs initially represent the structure of the written text, segmented into

clause-like units. Therefore, they do not cover those cases in which one clause

is uttered by one speaker, but communicatively completed by another. So, we

added an addition to our RRs. The following is an example of addition.
speaker A: thelunchinour company cafeteria

speaker B: isgood value for money

Integrate Contrast and Otherwise:

According to the analysis of a corpus annotated in a trial, we found that it is
difficult to distinguish between Contrast and Otherwise. So we integrated them
into antithesis.

We defined 16 RRs as aresult of these adaptations.
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3.2.2.2 Dialog acts and rhetorical relations annotation

DAs and RRs are annotated using the MMAX2 Annotation Tool 2 [38]. This sup-
ports multilevel annotation and the creation of a relationship between words. Fig-
ure 3.1 shows our corpus annotated with DAs and RRs. The ( ) symbol in Figure 3.1
indicates a DA, while the | | symbol indicates an RR. Below, we describe our annota-
tion process for DAs and RRs.

Step 1. Utterance Segmentation

All the utterances in the dialog are segmented into DA segments, each of which
we define as an utterance. For example, ”yes, he’'sreally handy to have around”
on line 9 is segmented into "yes’ and "he's really handy to have around”. In
Figure 3.1, the utterance is surrounded with asquare. In this step, we aso elimi-
nated backchannel s from the exchange. We chose to do this because it is difficult
to identify the function of backchannelsthat are usually made in the background
by a speaker who does not have an initiative.

Step 2. Annotation of DAS

DAs are annotated to all utterances. In those casesin which one DA alone cannot
represent an utterance, two or more DAs are used. For example, the utterance
”so many?’ on line 4 indicates understanding of and exclamation at the previous
utterance "about 2 or 3 movies per week”, as well as indicating confirmation
of the objective fact that leads to the following utterance, " we sometimes watch
many more”.

Step 3. Annotation of Adjacency Pairs

Adjacency pairs (APs) arelabeled. An AP consists of two utterances where each
part is produced by a different speaker. In Figure 3.1, the solid and dotted lines
correspond to links between the APs.

Step 4. Annotation of RRs

RRs on APs are labeled, and have the relation listed in Table 3.2. A solid line
indicates an AP that islabeled with RRs, while a dotted line indicates an AP that
is not labeled with RRs. In those cases in which a single RR cannot represent
the type of the relationship, RRs are used.

2hitp://www.eml -research.de/english/research/nl p/down- |oad/mmax.php
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Context:The father of speaker2 likes watching movies, and so established a home theater
system in their living room

L:speaker2  [addition] that’s why my family really loves movies these days| <inform objective fact>

[apposition] ; ;
2:speakerl  [elaboration] 3 you watch them one after another, don’t you? | <signal understanding>

3:speaker2 [a’gﬂ :gi)c])n about 2 or 3 movies per week | <accept><inform objective fact>

4:speakerl  [elaboration] <signal understanding><exclamation><confirm objective fact>

5:speaker2 [elaboration] we sometimes watch many more | <accept><inform objective fact>

/| suppose you| <signal understanding>

6:speakerl [volitional

cause-effect] I suppose it’s nice to watch themin your | <signal understanding><confirm
[elaboration] home without interruptions, right? agreement><confirm objective fact>
................... e ————————= . e e m e e = m e e = === == m == = = = = =
7:speaker2 *A thasright | <accept><agree>
soeakerl e ——— <inform subjectivedlement> ~
P [ it’s great that your father has so many interests <request agreement>
""""" glaboration] @ \a—— oy o T TTTTTTTToTTooTooTTTooToT
9:speaker. [ es <signal understanding><agree>
* [non volitional 9 97

<inform subjective element><agree>

he’s really handy to have around
y y <signal understanding>

cause-effect]

Figure 3.1: Example of Dialog annotated with DAs and RRs (Originally in Japanese)

3.2.3 Annotation of Enthusiasm
3.2.3.1 Related work on Enthusiasm

Wrede et al. annotated Involvement to the ICSI Meeting Recorder Corpus, which
was motivated by a desire to summarize a meeting [63, 64]. Their annotation schema
consisted of two steps. In the first step, utterances are labeled by a rater with respect
to the perceived involvement while listening to the whole meeting. Examples of deep
involvement will be detected throughout this step. In the second step, arater judgesin-
volvement (agreement, disagreement, other) or Not especially involved or Don’t Know,
by listening to each utterance without the context of the dialog. A rater can listen to
previous examples of deep involvement while performing this rating.

In the experiment, nine raters provided ratings on 45 utterances. Inter-rater agree-
ment between Involved and Not especially involved yielded a Kappa of k=.59 (p<.01),
but 13 of the 45 utterances (28.9%) were rated as Don’t Know by at least one of the
raters. For automatic detection, it is certainly effective to rate involvement without
context. However, the resultsindicate that it is quite difficult to recognize invol vement
from a single utterance. Moreover, the fluctuation of involvement can not be recog-
nized by this method because Involvement is categorized into five categories only.
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1) Rating Enthusiasm
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Figure 3.2: Rating the Enthusiasm

3.2.3.2 Our method of annotating Enthusiasm

In this section, we propose amethod for evaluating the degree of enthusiasm. Using
our method, the degree of enthusiasm can be evaluated continuously with little influ-
ence on the context while also recognizing fluctuation in the enthusiasm. We describe
the process for eval uating the degree of enthusiasm.

Step 1. Rating Enthusiasm

We estimate a score for the enthusiasm corresponding to the part of dialog
(POD), which is a series of utterances. To decide the number of utterances of a
POD, we conducted an exploratory experiment on a set of sample PODs. Four
subjects listened to 10 samples. Each sample contained 6 patterns of POD (1 ut-
terance, 2 utterances, 3 utterances, 5 utterances, 7 utterances, and 9 utterances).
After listening each POD, the subjects completed a questionnarire which asked
easiness and accuracy to evaluate the degree of enthusiasm. An analysis of the
results revealed that it was difficult to rate enthusiasm when the POD is shorter
than 3 utterances, because subjects were sometimes not be able to understand
the semantic content of a given POD a part from the context. On the other hand,
it was al so difficult to annotate Enthusiasm when the POD islonger than 7 utter-
ances because the degree of enthusiasm changed within asingle POD. Thus, we
decided a series of 5 utterances constitute a POD in enthusiasm rating.

In Figure 3.2, U;j denotes an utterance, while S; denotes the score for the enthu-
siasm of POD;. A score ranges from 10 to 90. For example, a score of 68 isless
than " Moderate Enthusiasm”.
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90 ... Extremely Enthusiastic
70 ... Moderate Enthusiasm
50... Neutra

30... Low Enthusiasm

10... No Enthusiasm

When rating the score, arater must obey the following four rules.

1. Listen to each POD more than three times.
2. Perform estimation based on the entire POD and not just part of the POD.

3. Listen to PODs given the same score during rating, and then modify the
rating if there is any difference from the rater’s standard.

4. Estimate as participants, not as side-participants.

Furthermore, the score is estimated based on the viewpoint of each speaker in-
dependently. Therefore, two scores are |abeled for each POD.
Step 2. Calculate the score of enthusiasm for each utterance

The score of enthusiasm for an utterance U; is given by the average of the scores
of the PODs that contain utterance U;.

i+2
V() = ék_zzsk (3.1)

Step 3. Calculate the degree of enthusiasm for an utterance

Different raters may have different absolute criteria of enthusiasm. It is effective
to make a standard POD per score, but we normalize the score for enthusiasm
that is given by one rater. We deal with all the degrees of enthusiasm as a nor-
malized score, which we call Enthusiasm. Then, Enthusiasm for U; is given as
follows:

1) = V) (3.2)

where
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n denotes the number of utterancesin the dialog.

Step 4. Calculate Enthusiasm for APs

Enthusiasm for AP; is given by the average of Enthusiasms of the utterances
where are AP;. In formula 2.3, Uj and Uj denote the ith AP and the jth AP,
respectively.

I(Ui,Uj)Z%{I(Ui)—I—l(Uj)} (3.3

3.2.4 Realtsof the annotation
3.2.4.1 Reliability of DAsand RRs

We examined the inter-annotator reliability for two annotators for DAs, RRs and
APs, using four dialogs spoken by people in their twenties and sixties. We refer to
these annotatorsas A1 and A2. Alisone of the authors of thisthesis. Before the start
of the investigation, one annotator segmented a dialog into utterances. The number of
segmented utterances was 697. A1 and A2 annotated them as described in steps2 to 4
of Section 3.2.2.

DAs annotation

The Kappa statistic is usually used to measure the inter-annotator agreement. How-
ever, we can not apply the measurement in this case since the Kappa statistics cannot
be applied to multiple tag annotations. We then apply formula 2.4 to examine the
reliability.

(Agreed DAS) x 2

agreement = Total of DAs annotated by Al and A2

% 100 (3.4)

The result of agreement was 1542 DAs (65.5%) from a total of 2355 DAs. The major
reasons for the disagreement were asfollows.
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Table 3.3: Agreement of RRs

agree disagree
2 annotators | 0 annotators | 1 annotator
233 236 67
469(87.5%) 67(12.5%)

e Disagreement of subjective/objective... 124(15.3%)
e Disagreement of request/confirm ... 112(13.8%)

e Disagreement of partial/whole ... 72(8.9%)

Building APs

We examined the agreement of building APs between utterances. The result of
agreement was 536 APs (85.2%) from the total of the 629 APs that were built by
annotators. The chance agreement is very low because every utterance can construct
APs. Thus, we can conclude that the building of APsisreliable.

RRs annotation

Table 3.3 shows the number of APs annotated with or without RRs. In Table 3.3,
"2 annotators’ indicates the case in which both annotators annotated RRs on APs, "0
annotators’ indicates the case in which neither annotator annotated RRs on APs, and
"1 annotator” isthe case where one of the annotators annotated RRs on APs. Table 3.3
shows that the agreement for the annotating of RRsis high.

We also examined the agreement of RRs annotation, using 233 APs for which both
annotators annotated RRs. We applied formula 2.5 to this examination.

(Agreed RRs) x 2
Total of RRs annotated by Al and A2
As aresult, we found agreement for 576 RRs (59.6%) out of atotal of 967 RRs. We
could not find any consistent explanation for the disagreement.

agreement = x 100 (3.5

3.2.4.2 Evaluation of Enthusiasm

I nfluence of Context
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Table 3.4: Correlation between random rating and sequential rating

correlation coefficient

speakerl | speaker2
twenties, female 0.833 0.881
twenties, male 0.971 0.950
sixties, female 0.972 0.973
sixties, mae 0.971 0.958

We examined the influence of context on Enthusiasm, using four dialogs by persons
in their twenties and sixties. One rater noted Enthusiasm under two conditions.

1) Listening to PODs randomly
2) Listening to PODs sequentially as dialog

Table 3.4 shows the correlation between the random and sequential ratings. A correla-
tion coefficient was cal culated for the Enthusiasm of each of the two participants. The
"gpeakerl” showsthe correlation of the Enthusiasm rated as speakerl, and ” speaker2”
shows the correlation of the Enthusiasm rated as speaker2. This was found to be ap-
proximately 0.9 in both cases. These results show that Enthusiasm can be estimated
stably and that the context has little influence.

Reliability of Enthusiasm

We examined the inter-rater reliability of Enthusiasm as determined by two inde-
pendent annotators and described in section 3.2.4, using 10 dialogs as described in
section 3.2.1. We term these raters R3 and R4.

Figures 3.3 shows the transition of the Enthusiasm of a dialog spoken by a female
subject in her thirties, respectively. Table 3.5 showsthe correl ation coefficient and root
mean square (RMYS) of the inter-rater.

These indicate that our method of rating enables us to observe the fluctuation of
Enthusiasm. Also, the tendency of Enthusiasm can be rated reliably.

3.25 Relationship between DASRRs and Enthusiasm

We investigated the relationship between DAS/RRs and Enthusiasm, using four di-
alogs by peoplein their twenties and sixties. The DASYRRS corpus was annotated by
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—— R4(speakerl) - =--R4(speaker2)

Enthusiasm
o

time

Figure 3.3: Enthusiasm of dialog of speakerl and speaker2 (thirties, female)

A1l because Al is one of the authors of this thesis and has a better knowledge of the
DAs and RRs tagging schema than A2. The Enthusiasm corpus was annotated by R3
because we found that R4 rated Enthusiasm based on non-subjective reasons: after
the examination of the rating, R4 said that speakerl spoke enthusiastically but that it
seemed unnatural because speakerl had to manage the recording of the dialog, which
appearsin the results as speakerl’s Enthusiasm as annotated by R4 as a notable differ-
ence (see Figure 3.3).

Figures 3.4 and 3.5 show the ratio of the frequency of DAs and RRs in each of
the levels of Enthusiasm over a range of 0.5. For example, the far left bar in the
signal understanding indicates about 0.19, which means that 19% of the DAs were
signal understanding in the score of Enthusiasm from -2.5 to -2.0. If DAs and RRs
were evenly annotated for any level of Enthusiasm, the graph will be completely even.
However, the graph showstheright side as being higher if the DAs and RRsincrease as
Enthusiasm increases. Conversely, the graph showsthe left side as being higher if the
DAs and RRsfall as Enthusiasm increases. The number in Figures 3.4 and 3.5 shows
the average Enthusiasm for each DA and RR. If the average is positive, it means that
the frequency of the DAsand RRsis high in that part in which Enthusiasm is positive.
In contrast, if the average is negative, it means that the frequency of the DAs and RRs
ishighin that part in which Enthusiasm is negative.

We determined the following two points about the tendency of the DAs frequency.
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Table 3.5: Inter-rater agreement of Enthusiasm

correlation coefficient RMS

speakerl | speaker2 | speakerl | speaker2
twenties, female 0.46 0.52 1.04 0.98
twenties, male 0.69 0.66 0.78 0.83
thirties, female 0.60 0.92 0.90 0.39
thirties, male 0.82 0.69 0.60 0.79
forties, female 0.35 0.66 114 0.83
forties, male 0.79 0.90 0.64 0.45
fifties, female 0.61 0.83 0.89 0.58
fifties, male 0.64 0.67 0.85 0.81
sixties, female 0.81 0.81 0.62 0.62
sixties, male 0.39 0.21 1.10 1.26

1) Tendency of subjective and objective DAs

The ratio of the frequency of those DASs related to subjective elements tends to
increase as Enthusiasm increases (see *1 in Figure 3.4 ). In contrast, the ratio
of the frequency of those DAS pertaining to objective matters tends to decrease
as Enthusiasm increases (see *2 in Figure 3.4). We can thus conclude that those
exchanges related to subjective el ementsincreases in the enthusiastic dialog, but
those related to objective el ements decrease.

2) Tendency of affective DAs

The ratio of the frequency of show humor and show interest, which are related
to the affective contents, tends to increase as Enthusiasm increases (see *3 in
Figure 3.4). However, express admiration, which is also related to affective
contents, tends to decrease (see *4 in Figure 3.4). We then analyzed several
instances of admiration. Asaresult, we found that the prosodic characteristic of
admiration utterance will cause this tendency.

Furthermore, we noted the following two points about the tendency of the RRs fre-
quency.

1) Tendency of additional utterances

The ratio of the frequency of addition, which completes the other participant’s
utterance, tends to increase as Enthusiasm increases (see *5 in Figure 3.5). Fig-
ure 3.6 shows a dialog example for addition. There are addition relations be-
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Figure 3.4: Frequency of DAs per Enthusiasm

tween lines 1 and 2. This shows that the participant makes an utterance co-
operatively by completing the other’s utterances in enthusiastic dialogs. Such
cooperative utterance is a significant component of an enthusiastic dialog.

2) Tendency of positive evaluation

The ratio of the frequency of positive evaluation tends to increase at lower En-
thusiasm and higher Enthusiasm (see *6 in Figure 3.5). The speaker tries to
create Enthusiasm by an utterance of positive evaluation in a dialog with low
Enthusiasm, and the speaker summarizes with a positive evaluation in adialog
with high Enthusiasm. Figure 3.7 shows an example of positive evaluation in
enthusiastic dialog. In this case, speakerl expresses positive evaluation on line
10 about the element on line 9. The utterance on line 10 also has the function of
expressing an overall positive evaluation of the previous dialog. Consequently,
the utterance brought the dialog to a conclusion and moved to the next topic on
line 11.

3.3 The analysis of distinctive utterances in non-task-
oriented dialogs

Many task-oriented dialog systems have been developed in previous work. On the
other hand, very few studies have been presented for non-task-oriented dialogs. There
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Dialogue between speakerl and speaker2 (twenties,female)

Context: Mother of speaker2 does not cook dinner when
the father is out.

1 speakerl:but if he’sthere
2 speaker2:then she cooks areally delicious dinner
3 speakerl:wow

Figure 3.6: Example of addition

might be some differences between task-oriented and non-task-oriented dialogs, but
it is not clear what they are. In this section, we investigate the difference between
task-oriented dialog and non-task-oriented dial og.

3.3.1 Corpuscoallection

Wefirst created two types of human-to-human dialog corpora: atask-oriented dialog
corpus and non-task-oriented dialog corpus. This section explains the design of our
corpora

a) Task-oriented dialog corpus

Various task-oriented corpora have been created in previous work [1, 2, 59].
There are aso various tasks in these corpora map task, information seeking,
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Dialogue between speakerl and speaker2 (twenties,female)
Context: About a hamster and its exercise instrument.

1 speaker2:two hamsters run together in their exercise
whesel.
2 speaker2:they run up and down and side by side
3 speakerl:but surely they can’t they run together if
they aren’t getting along very well?
4 speaker2:exactly
5 speaker2:one gets carried along if it stops when the
other continues to run.
6 speakerliisit?
7 speakerl:doesit lean forward?
8 speaker2:yes
9 speaker2:sometimes it falls out
10 speakerl:that’s so cute
11 speakerl:when | go to a pet shop.......

Figure 3.7: Example of positive evaluation

etc. It is not easy, however, to analysis task-oriented dialog for every domain.
Therefore, we restrict our scope to information seeking dialogs which are still
applicableto abroad range of applications such as QA systems, flight reservation
systems, and so on.

We created a corpus containing ten information seeking dialogs that were spo-
ken by an operator (thirties, female) and one of ten subjects (twenties to sixties,
equal numbers of males and females). We prepared several information seek-
ing tasks, one of which, for example, was “Find a French restaurant to go with
your friends near Tokyo station”. We then, for each session, asked the subject
to carry out one of those tasks by conversing with the operator. In each session,
the subject talked with the operator about his or her information needs. The sub-
ject then retrieved restaurant information satisfying their needs from a database.
Our restaurant database consists of the following components. restaurant name,
cuisine, location, price range, guidance. The information needs are basically ac-
cepted by a dot filling dialog. The conversation finished when the operator was
able to narrow down the search to a single restaurant.

b) Non-task-oriented dialog corpus

We created a non-task-oriented dialog corpus in section 3.2.1. We use four di-
alogs where by an operator (thirties, female) and one of four subjects (twenties
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4:speakerA:

5: Que-IR And T would also like Japanese sake.

6:speakerB: Inf-OthR

Then, I shall make a search where "Genre is pab" and "keyword is Japanese sake".

7:speakerA: Inf-OthR Yes, please.

8:speakerB: | 3 shops are found. |

9: Seafood is good the first one, the second one has many local sake,
the last one is atmospheric pub.

10:speakerA: | Everyone sounds good. |

11 | Well, then, I choose the third one. |

12:speakerB:

13 | Then, I'll give you the information about Izakaya Kiraku.

14:speakerA: Thank you.

Figure 3.8: An example from a task-oriented dialog corpus

and sixties, equal numbers of males and females) were participated.

Figure 3.8 and Figure 3.9 show an excerpt of our corpus. A dotted line in the figures
indicates the boundary of aturn, while a box indicates an utterance. For convenience,
in this section, we refer to the subject by speaker A, and the operator by speaker B.
Both types of our corpora are mixed-initiative. It is known that the mixed-initiative
dialog is more complex than the dialog in which only one of the speakers has an
initiative[12]. We analyzed a part of our corpus where one of the speakers has an
initiative so as to analyze the differences between task-oriented dialogs and non-task-
oriented dialogs more accurately. For the task-oriented setting, we analyzed the dialog
segments where speakerA informs speakerB of his/her information needs. For exam-
ple, in Figure 3.8, we analyze utterances from the first line to the seventh line. For the
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non-task-oriented dialogs, on the other hand, we analyzed the dialog segments where
speakerA hastheinitiative. For example, in Figure 3.9, all of utterances are the target
of analysis because speakerA informs speakerB of her family and speakerA takes the
overal initiative.

3.3.2 Definition of exchange tags

Aswe mentioned at the beginning of this chapter, we investigate what type of utter-
ances appears remarkably in non-task-oriented dialogs. For this end, we make a com-
parison between task-oriented dialog and non-task-oriented dialog. In task-oriented
dialog, dialog become briefly because efficient dialog strategies have been required to
achieve agiven task. On the other hand, in non-task-oriented dialog, speakers often try
to take a lead to continue the exchange because their aim is conversation itself. In this
section, We investigate what type of utterances contribute to continuing exchanges, we
analyze dialogs by focusing on exchanging utterances.

According to the findings in discourse analysis, a dialog is unfolded by exchanging
utterances. Exchange of utterances is called an exchange in discourse analysis. We
analyze the exchanges in our task-oriented and non-task-oriented dialog corpora to
investigate the types of utterances are different between these dialogs.

In general, it is known that an exchange consists of three phases: initiation, re-
sponse, and follow-up [67, 66]. To analyze exchanges more accurately, we define
exchange types as follows.

1) Initiation

Initiation is sub-classified into three types: Question ((Que)), Semi Question
((Semi-Q)), and Inform ({Inf)). These types are distinguished by whether the
utterance requires any response. (Que) is an exchange where the speaker asks
the hearer for something and requests the hearer’s response strongly. (Semi-
Q) is an exchange where the speaker does not requests the hearer for hisher
response but the hearer actualy responses to the speaker’s implicit question.
(Inf) coversall the other kind of initiation exchanges.

For example, in Figure 3.9, utterance2 is (Que) because speakerB asks speakerA
and requests speakerA for some response strongly. While utterancel6 is (Semi-
Q) because speakerA responses to speakerB’s utterance even though speakerB
does not request any answer strongly. The utterance on the first line indicates
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(Inf) because the utterance does not neither explicit question nor implicit ques-
tion.

2) Response

Let usfirst consider responses to explicit/implicit questions ((Que) and (Semi-
Q)). Previous studies discuss the taxonomy of the response to a question in
the context of question answering [7, 10, 69]. Benamara et al. taxonomies
cooperative responses in the travel dialog [7]. Yamada et a. analyze human-
to-human dialogs for an aircraft time guide and classify cooperative responses
into 12 types. In our corpus analysis, however, we distinguish only two types,
Direct Response (DR) and Indirect Response (IR), because most of the fine-
grained response types defined in the literature are not really relevant in non-
task-oriented dialogs. DR indicates that the target utterance answers to a ques-
tion directly, while IR indicates the utterance answers to a question indirectly.
DR and IR are distinguished by a surface expression. For example, in Figure 3.9,
utterance3 is of the DR class because speakerB answers to the speakerB’s ques-
tion directly. In contrast, the utterance4 is of IR because speakerA gives addi-
tional information in response to speakerB’s question.

Next, consider responses to informing utterances ({Inf)). Rieser et al. tax-
onomies the system’s clarification requests (CRS) to the user’s initiating utter-
ances in task-oriented dialogs [43]. For example, in their annotation schema, lex
is annotated to a lexical question (e.g. What’s a double torx?), np-ref is anno-
tated to a question of reference resolution (e.g. Which square?). In the example
below, speakerB asks speakerA because there is vaguenessin the noun phrase of
speakerA’s utterance. That iswhy np-ref is annotated in this case.

speaker A: | would like to book a flight on Monday.
speakerB: Which Monday? (np-ref)

The annotation schema proposed by Rieser et al. isuseful for detailed analysis of
CRs. However, only Clarification requests (CRs) is adapted in our annotation
schema because their categories tend to be too fine-grained clarification types.
Other response utterance to an inform utterance is annotated as Other Response
(OthR).

3) Follow-up
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Table 3.6: Definition of exchange tags

exchangetags definition
Question ((Que)) The utterance where the speaker asks the hearer for
something and requests the hearer’s response strongly.
Initiation | Semi Question ((Semi-Q)) | The utterance where the speaker does not requests the
hearer for his’her response but the hearer actually re-
sponses to the speaker’s implicit question.
Inform ((Inf}) All the other kind of initiation utterance.
Direct response (DR) The utterance where the speaker answersto the another
speaker’s question directly.
Response Indirect response (IR) The utterance where the speaker answersto the another
speaker’s question indirectly.
Clarification requests (CRs) | The utterance where the speaker clarifies the another
speaker’s informing utterance.
Other Response (OthR) All the other kind of Response utterance.
Follow-up Follow-up (F) The utterance shows receiving information and com-
ment to another speaker’s utterance.

Follow-up (F) utterance shows receiving information and comment to another
speaker’s utterance. We do not subdivide follow-up, the definition in previous
work is used.

The overall exchange tag set, we adopt is summarized in Table 3.6.

3.3.3 Annotation to exchanges

Figure 3.8 and Figure 3.9 show examples of exchange tag annotation. Thefollowing
describes the process of annotation using these dialogs.

Stepl. Identifying adjacency pairs

Adjacency pairs are annotated by listening to the target dialog. Our definition of
adjacency pairsfollowsin MRDA [14]. MRDA tendsto identify more utterance
pairs as an adjacency pair than traditional conversation analysis. For example,
utterance4 in Figure 3.9 (Dinner is not prepared at all) and utterance6 (I thought
that dinner becomes simple. But dinner is not prepared, is it?) would not con-
sidered as an adjacency pair in conversation analysis. However, in MRDA, they
are identified as an adjacency pair because utterance can be interpreted as an in-
ducement for speakerB to utterance6. We adopt this broad definition in MRDA
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because we believe that it isimportant to capture such indirect responses in ana-
lyzing non-task-oriented dialogs.

Step2. Annotation of exchange tags

Once adjacency pairsidentified, our annotation process moves on to the annota-
tion of exchange tags. The process goes to step (2-1) if a given utterance is an
initiating utterance, step (2-2) if it is aresponse, step (2-3) if it is a follow-up.
If a given utterance functions as both initiation and response, we do steps (2-1)
and (2-2).

(2-1) According to the definition shown in Table 3.6, annotate (Que) or (Semi-
Q) or (Inf). These types are distinguished by whether the target utterance
requires any response.

(2-2) The process goesto step (2-2-1) if agiven utterance isa question, step (2-
2-2) if itisnot question but a preceding utterance is aquestion, step (2-2-3)
in other cases.

(2-2-1) Annotate CRs.

(2-2-2) According to the definition shown in Table 3.6, annotate DR
or IR. These types are distinguished by whether the target utterance
answers to a question directly or not.

(2-2-3) Annotate OthR.
(2-3) Annotate F.

3.3.4 Rdiability of exchangetags

In this section, we report the inter-annotator agreement in our exchange tagging.
Two annotators (A1l and A2) independently annotated two dialogs (189 utterancesin
total) sampled from our non-task-oriented dialog corpus (see 3.3.1). MMAX2 annota-
tion tool was used for the annotation [38]3. The annotators were requested to listen to
the speech while annotating the data. The results are the following:

Shttp://www.eml -research.de/english/research/nl p/downl cad/mmax. php
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Table 3.7: Result of reliability of adjacency pairs
speaker | number of annotated utterances | Total | Agreement | Agreement(%)
dialogl 88 67 65 97.0
dialog2 101 69 66 95.7

Table 3.8: Theresult of reliability of exchange tags
Number of exchange | «

dialogl 65 0.83
dialog2 66 0.84

(1) Step 1: Reliability of adjacency pairs
We compute the inter-annotator agreement ratios by equation (3.6).

The number of agreed Exchange tags
Total of Exchange tags annotated by A1 and A2
The results are shown in Table 3.7. The Total in the Table shows the total number
of the exchanges annotated and Agreement shows the number of the agreed exchange
tags. The resultsindicate that the annotation of adjacency pairsis sufficiently reliable.

agreement = x 100 (3.6)

(2) Step 2: Reliability of exchange tags

Next, we investigated the reliability of exchange tags. We used only the utterances
for which the two annotators agreed in adjacency pair identification. The two annota-
tors independently annotated exchange tags. The Cohen’s Kappa is used to measure
the inter-annotator agreement [11].

The results are shown in Table 3.8. The k value is above 0.8 for both dialog, which
indicates that the annotated exchange tags are sufficiently reliable.

3.3.5 Analysisof exchangesin non-task-oriented dialog

The result of the inter-annotator agreement shows that the annotated exchange tags
are sufficiently reliable. One of the annotators then annotated a task-oriented and non-
task-oriented dialog corpora (see 3.3.1). Table 3.9 shows the size of our exchange-
tagged corpora. In this section, we investigate the difference between task-oriented
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Table 3.9: Size of our exchange-tagged corpora
utterance | exchange
Task-oriented dialog 194 115
Non-task-oriented dialog 686 501

and non-task-oriented dialogs. We then investigate what are the discriminating char-
acteristics that differentiate them.

3.3.5.1 Tendency of exchange tags

Figure 3.10 shows the ratio of frequency of exchange tags in task-oriented and non-
task-oriented dialogs. The vertical axis in Figure 3.10 shows the ratio of frequency
of exchange tags. The number above each bar shows the frequency of exchange tags.
For example, concerning the exchange class (Que) in a non-task-oriented dialog, the
frequency is 152 and that accounts for 18.3% of the total of exchange tagsin a non-
task-oriented dial og.

Let us first consider the results of initiating utterances. (Que) appeared more fre-
quently in a non-task-oriented dialog. On the other hand, (Semi-Q) appeared more
frequently in a task-oriented dialog. Figure 3.11 shows the example of (Semi-Q) in
atask-oriented dialog. In this example, speakerA interpreted speakerB’s utterance as
what kind of place would you like?. SpeakerA then answered | would like to go to a
pub. Asthisexample shows, an efficient dialog is accomplished by reading a speaker’s
real intention in a task-oriented dialog. In a task-oriented dialog, hearer would be
able to guess speaker’s real intention of hig’her implicit question because they share
a given task. On the other hand, it is difficult to foresee speaker’s real intention in a
non-task-oriented dialog because speakers are sharing little information mutually in a
non-task-oriented dialog. The frequency of (Que), an explicit question, is therefore
high in a non-task-oriented dialog. Meanwhile, inform utterances appeared more fre-
quently in both dialogs. It isreported that statement utterances® appear alot inthe ICSI
meeting corpus and the Switchboard corpus[ 22, 48]. Concerning an inform utterance,
we reached the same result with previous works.

Next, consider the results of response utterances. IR and CRs appeared more fre-
guently in a non-task-oriented dialog. A detailed analysis concerning IR and CRs is
described in next paragraph.

4Statement utterance is corresponding to inform utterance in our corpora.
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On the other hand, there is no difference in the frequency of follow-up utterance.
The result indicates that a follow-up utterance is indispensable in both a task-oriented
dialog and a non-task-oriented dialog.

3.3.5.2 Tendency of frequency of exchange tag

Figure 3.12 shows the ratio of frequency of exchanges in task-oriented and non-
task-oriented dialogs. The Initiation in Figure 3.12 indicates the utterances annotated
by initiation. The Response indicates the utterances annotated by response. The Ini-
tiation/Response indicates the utterances annotated by initiation and response. The
Follow-up indicates the utterances annotated by follow-up.

According to Figure 3.12, we found that initiation/response utterances appeared
more frequently in a non-task-oriented dialog. An efficient dialog is required in a
task-oriented dialog, while the enthusiastic dialog is required in a non-task-oriented
dialog. Figure 3.12 suggested that speakers often try to take a lead to continue the
exchange smoothly in a non-task-oriented dialog.

Figure 3.13 showsthe frequency of exchange tags of response and i nitiation/response
utterances. The numbers in Figure 3.13 shows the frequency, the vertical line shows
the ratio of the frequency. Figure 3.13 indicates that IR and CRs often work as an
initiation/response utterance. According to the definition of initiation/response, an ut-
terance continues after the initiation/response utterance. On the other hand, as de-
scribed in paragraph 3.3.3, exchange tags are annotated using just surface information
of an utterance. Therefore, it is not necessarily that any utterances continue after IR
and CRs utterance. However, Figure 3.13 shows that 83.7% (82 cases in 98 cases)
of IR and 91.7% (132 cases in 144 cases) of CRs became initiation/response utter-
ances. The result suggests that IR and CRs contribute to make chains of utterances
in non-task-oriented dialog. As we described above, continuing exchanges works on
a non-task-oriented dialog because speaker’s aim is a conversation itself. So, we can
conclude that IR and CRs isimportant for a non-task-oriented dialog.

In addition, we analyzed the examples of IR and CRs. We then found that IR works
as aninitiation/response utterance because additional information of it leads next utter-
ance. While CRsworks as an initiation/response utterance because an explicit question
leads next utterance. We will explain using examples. Let us consider the exchanges
from utterance2 to utterance5 in Figure 3.9. In this case, if speakerA answered only
yes to the speakerB’s utterance2(Your mother says so?), the exchange might be end.
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However, in fact, speaker showsthe additional information in utterance4(Dinner is not
prepared at all). SpeakerB then told | thought dinner becomes simple. But dinner is
not prepared, is it? using the additional information shown in utterance4. In addi-
tion, it is also considered that the utterance8 |eads the utterance9. Next, we will show
the examples of CRs. The explicit questions on utterance6 and utterance9 lead next
utterances. We can conclude that an initiation/response utterance is important for a
non-task-oriented dialog because it lead next utterance naturally and make chains of
utterances in non-task-oriented dialog.

3.4 Summary

In this section, we analyzed non-task-oriented dialog from a conversation analysis
viewpoint.

First, we analyzed the rel ationship between utterances and Enthusiasm in anon-task-
oriented human-to-human dialog. We first created a non-task-oriented dialog corpus
annotated with two types of tags: DAYRRs and Enthusiasm. The DA and RR tagging
schema was adapted from the definition given in a previous work for our corpus, and
an Enthusiasm tagging schemais proposed. Our method of rating Enthusiasm enables
the observation of the fluctuation of Enthusiasm, which enables the detailed analysis
of utterances and Enthusiasm. The result of the analysis shows the frequency of ob-
jective and subjective utterances related to the level of Enthusiasm. We also found that
affective and cooperative utterances are significant in an enthusiastic dial og.

Next, we created two types of human-to-human dialog corpora: task-oriented and
non-task-oriented dialogs. We investigate what are the discriminating characteristics
that differentiate them. We found that initiation/response utterance appeared more
frequently in non-task-oriented dialog. Thisis because speakers often try to take alead
to continue the exchange smoothly in a non-task-oriented dialog. In addition, we also
found that most indirect response and clarification requests work as initiation/response
utterance in a non-task-oriented dialog.

In next chapter, we will develop a non-task-oriented dialog system using these find-

ing.
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Context: speakerA's Mother loves her husband.

1:speakerA
Inf-CRs

Inf-F

5:speakerB
Inf-CRs

7:speakerA
Que-IR

8 Inf-CRs

15:speakerB  |nf-CRs

When my father goes to make a business trip,
she always says that it is trivial to make dinner.

*%
Your mother says so?

. . *
Dinner is not prepared at all.

| I thought that dinner becomes simple. But dinner is not prepared, is it?

When I come back at ten o'clock from the part-time job,
my mother says"prepare a dinner by yourself. There are
a frying-pan, rice, and an egg."

Only rice and an egg?

+ The ham and the carrot are found when I search in the refrigerator.
The fried rice is reluctantly made.

Fried rice..

> By yourself?

**

Of course.

* %

18:speakerB: Inf-F

O Thesymbol * shows indirect answer, while the symbol ** shows clarification

Figure 3.9: An example from a non-task-oriented dialog corpus

I agree with you. |

gg
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Figure 3.10: Ratio of the frequency of exchange tags in task-oriented and non-task-

oriented dialogs

Dialog

Interpretation of speakerA

1:speakerB d You have not decided the genre. |***

2:speakerA

I would like to go to a pub. |

What kind of place would you like?

O the utterance annotated symbol *** shows semi question.

Figure 3.11: example of semi question in task-oriented dialog
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Chapter 4

Emotion classification using massive
examples extracted from the web

4.1 Introduction

In the preceding chapter, the following two issues are addressed: what makes a non-
task-oriented human-to-human enthusiastic dialog; what are the differences between
task-oriented dialogs and non-task-oriented dialog. As a result, we found that one of
the significant utterances is an affective utterance in a non-task-oriented dial og.

Based on the finding, in this chapter, we focus on generating of affective utterances.
More concretely, this chapter describes the method of generating the response that
shows a sympathy for the user utterance. For example, given an utterence | traveled
far to get to the shop, but it was closed from the user, if the system could infer the user’s
emotion behind it, it would know that it would be appropriate to say That’s too bad or
That’s really disappointing. It can be easily imagined that such affective behaviors of
adialog system would be beneficial not only for communication robots but also for a
wide variety of dialog purposes including even task-oriented dial ogs.

To be capable of generating sympathetic responses, a dialog system needs a compu-
tational model that can infer the user’s emotion behind his/her utterence. There have
been arange of studiesfor building amodel for classifying a user’s emotions based on
acoustic-prosodic features and facial expressions [40, etc.]. Such methods are, how-
ever, severely limited in that they tend to work well only when the user expresses
his/her emotions by “exaggerated” prosodic or facial expressions. Furthermore, what
isrequired in generating sympathetic responses is the identification of the user’s emo-
tionin afiner grain-size. For example, in contrast to the above example of disappoint-



ing, one may expect the response to My pet parrot died yesterday should be That’s
really sad, wheras the response to | may have forgotten to lock my house should be
You’re worried about that.

In this chapter, we address the above issue of emotion classification in the con-
text of human-computer dialog, and demonstrate that massive examples of emotion-
provoking events can be extracted from the Web with a reasonable accuracy and those
examples can be used to build a semantic content-based model for fine-grained emo-
tion classification.

4.2 Related work

Recently, several studies have reported about dialog systems that are capable of
classifying emotionsin ahuman-computer dialog [5, 4, 31, 44]. ITSPOKE isatutoring
dialog system, that can recognize the user’s emotion using acoustic-prosodic features
and lexical features. However, the emotion classes are limited to Uncertain and Non-
Uncertain because the purpose of ITSPOKE is to recognize the user’'s problem or
discomfort in a tutoring dialog. Our goal, on the other hand, is to classify the user’'s
emotions into more fine-grained emotion classes.

In a more general research context, while quite a few studies have been presented
about opinion mining and sentiment analysis [33], research into fine-grained emotion
classification has emerged only recently. There are two approaches commonly used
in emotion classification: a rule-based approach and a statistical approach. Masum et
a. [36] and Chaumartin [9] propose a rule-based approach to emotion classification.
Chaumartin has devel oped alinguistic rule-based system, which classifies the emotions
engendered by news headlines using the WordNet, SentiWWordNet, and WordNet-Affect
lexical resources. The system detects the sentiment polarity for each word in a news
headline based on linguistic resources, and then attempts emotion classification by
using rules based on its knowledge of sentence structures. The recall of this system
is low, however, because of the limited coverage of the lexical resources. Regarding
the statistical approach, Kozareva et al. (2007) apply the theory of Hatzivassiloglou et
a. [20] and Turney [54] to emoation classification and propose a method based on the
co-occurrence distribution over content words and six emotion words (e.g. joy, fear).
For example, birthday appears more often with joy, while war appears more often with
fear. However, the accuracy achieved by their method is not practical in applications
assumed in this chapter. Aswe demonstrate in Section 4.4.2, our method significantly
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outperforms Kozareva' s method.

4.3 Emotion classification

4.3.1 Thebascidea

We consider the task of emotion classification as a classification problem where a
given input sentence (a user’s utterance) isto be classified either into such 10 emotion
classes as given later in Table 4.1 or as (neutral) if no emotion isinvolved in the input.
Since it isaclassification problem, the task should be approached straightforwardly in
avariety of machine learning-based methods if a sufficient number of labelled exam-
ples were available. Our basic ideais to learn what emotion is typically provoked in
what situation, from massive examples that can be collected from the Web. The devel-
opment of this approach and its subsequent implementation has forced us to consider
the following two issues.

First, we have to consider the quantity and accuracy of emotion-provoking exam-
ples to be collected. The process we use to collect emotion-provoking examples is
illustrated in the upper half of Figure 4.1. For example, from the sentence | was disap-
pointed because the shop was closed and 1’d | traveled a long way to get there, pulled
from the Web, we learn that the clause the shop was closed and I’d traveled a long
way to get there is an example of an event that provokes (disappointment). In this
chapter, we refer to such an example as an emotion-provoking event and a collection of
event-provoking events as an emotion-provoking event corpus (an EP corpus). Details
are described in Section 4.3.2.

Second, assuming that an EP corpus can be obtained, the next issueis how to use it
for our emotion classification task. We propose a method whereby an input utterance
(sentence) is classified in two steps, sentiment polarity classification followed by fine-
grained emotion classification as shown in the lower half of Figure 4.1. Details are
givenin Sections 4.3.3 and 4.3.4.

4.3.2 Building an EP corpus

We used ten emotionshappiness, pleasantness, relief, fear, sadness, disappointment,
unpleasantness, loneliness, anxiety, anger in our emotion classification experiment.
First, we built a hand-crafted |exicon of emotion words classified into the ten emotions.
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Web Text Emotion-provoking event corpus (EP corpus)

I was disappointed because the shop was tlﬁé"s‘}ff)‘l’,“‘;'i,rs"gﬁ)'fe'&ga‘i,vj lllgd %ﬂgggg{gf&i‘eﬂ?’)
closed %}nd l’d.traveled a long way to get there Building traveled a long way to get there (negative)
Twas disappointed that it started raining emotion-provoking | _[it started raining disappointment
Tam happy since the book store was open > ti

hen T ot back hom event corpus _ (negative)
when 1 got back home (sectiond.3.2) I am alone on Christmas lonel (negative)
o = the book store was open when I [happiness (positive)

OFFLINE got back home

ONLINE

Input Sentlment Emotlon Output
”The restaurant was polarity classification disappointment>
very far but it was classification using EP Corpus pp
closed” (section4.3.3) (section4.3.4)
Emotion classification

Figure 4.1: Overview of our approach to emotion classification

isubordinate clause
!

emotion provoking event connective| | emotion lexicon
i ZEIRMM Y H LT oiE | Y AUN
|l(it suddenly started raining) (that) | (I was disappointed)

Figure 4.2: An example of alexico-syntactic pattern

From the Japanese Evaluation Expression Dictionary created by Kobayashi et al. [24],
we identified 349 emotion words based on the definition of emotion words proposed
by Teramura[52]. The distribution is shown in Table 4.1 with major examples.

We then went on to find sentences in the Web corpus that possibly contain emotion-
provoking events. A subordinate clause was extracted as an emotion-provoking event
instance if (a) it was subordinated to a matrix clause headed by an emotion word and
(b) the relation between the subordinate and matrix clauses is marked by one of the
following eight connectives: OO, 00, 00, 0,00,00,000,000. An
example is given in Figure 42. Inthesentence “0 00000000 OO0 0000
O (I was disappointed that it suddenly started raining)”, the subordinate clause “ O
Oooooooo (it suddenly started raining)” modifies“0 00 0 O (I was disap-
pointed)” with the connective “00 O (that)”. In this case, therefore, the event mention
‘“O000000o0 (itsuddenly started raining)” islearned as an event instance that
provokes(disappointment).

Applying the emotion Iexicon and the lexical patterns to the Japanese Web cor-
pus [23], which contains 500 million sentences, we were able to collect about 1.3
million events as causes of emotion. The distribution is shown in Table 4.2.
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Table 4.1: Distribution of the emotion expressions and examples

Sentiment 10 Emotion Emotion lexicon (349 Japanese emotion words)
Polarity Classes Total Examples
happiness 90 | OO0 (happy)d OO (joyfulO OO (glad)0 O O (glad)
Positive pleasantness 7 | 000 (pleasant)d O OO (enjoy)d O O OO (can enjoy)
relief 5 00 (relief)0 OO0 (relief)
fear 22 00 (fea)D O 0O (fear)d OO O O (frightening)
sadness 21 000 (sad)J 000 (sad)yO OO O (feel sad)
disappointment | 15 0000 (loseheart) OO OO (drop one’s head)
Negative | unpleasantness | 109 O (disgust)0 O O O (dislike)d O O (dislike)
loneliness 15 000 (loney)d OO0 (lonely)D OO OO (lonely)
anxiety 17 00 (anxiety)D OO (anxiety)d OO OO (worry)
anger 48 00000 (angry)D OO O (get angry)d O O (angry)

Table 4.2: Number of emotion-provoking events

10 Emotions | EPevent | 10 Emotions | EP event
happiness | 387,275 disappoint- 106,284
ment
pleasantness | 209,682 | unpleasantness | 396,002
relief 46,228 loneliness 26,493
fear 49,516 anxiety 45,018
sadness 31,369 anger 8,478

Tables 4.3 and 4.4 show theresults of our evaluation for the resultant EP corpus. One
annotator, who was not the devel oper of the EP corpus, evaluated 2000 randomly cho-
sen events. The“Polarity” column in Table 4.3 showsthe results of evaluating whether
the sentiment polarity of each event is correctly labelled, whereas the* Emotion” col-
umn shows the correctness at the level of the 10 emotion classes. The correctness of
each example was evaluated as exemplified in Table 4.4. Correct indicates a correct
example, Contex-dep. indicates a context-dependent example, and Error is an error
example. For example, in the case of There are a lot of enemies in Table 4.4, the
“Polarity” is Correct because it represents a negative emotion. However, its emotion
class(unpleasantness) isjudged Context-dep.

As Table 4.3 shows, the Sentiment Polarity is correct in 57.0% of cases and partially
correct (Correct + Context-dep.) in 90.9% of cases. On the other hand, the Emotionis
correct in only 49.4% of cases and partially correct in 73.9% of cases. These figures
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Table 4.3: Correctness of samples from the EP corpus

Polarity Emotion
Correct 1140 (57.0%) | 988 (49.4%)
Context-dep. | 678 (33.9%) | 489 (24.5%)
Error 182 (9.1%) | 523 (26.2%)

Table 4.4: Examples from in the EP corpus

EP-Corpus Result of evaluation
Emotion-provoking Emotion word 10 Emotions (P/N) | Polarity | Emotion
Event
O0oooO (Aflower | O O O (diap- | (disappointment(N)) | Correct | Correct
died quickly) pointed)
0000 (Therearealot | 0 OO (lose in- | (unpleasantness(N)) | Correct | Context-
of enemies) terest) dep.
00000000 000 (happy) (happiness(P)) Context-| Context-
(Thereisalot of Chinese dep. dep.
cabbage)
O0000oOoooo (| oo0 (terrible) | (unpleasantness(N)) | Error Error
would like to drink or-
angejuice)

may not seem very impressive. Asfar asitsimpact on the emotion classification accu-
racy is concerned, however, the use of our EP corpus, which requires no supervision,
makes remarkable improvements upon Kozareva et al. (2007)’s unsupervised method
aswe show later.

4.3.3 Sentiment polarity classification

Given the large collection of emotion-labelled examples, it may seem straightfor-
ward to develop a trainable model for emotion classification. Before moving on to
emotion classification, however, it should be noted that a user’s input utterance may
not involve any emotion. For example, if the user gives an utterance | have a lunch
at the school cafeteria every day, it is not appropriate for the system to make any
sympathetic response. In such a case, the user’sinput should be classified as (neutral).

The classification between emotion-involved and neutral is not necessarily asimple
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Table 4.5: Distribution of the Sentiment polarity of sentences randomly sampled from
the Web

Sentiment Polarity | Number | Ratio
positive 650 65.0%
negative 153 15.3%
neutral 117 11.7%

Context-dep. 80 8.0%

problem, however, because we have not found yet any practical method for collecting
training examples of the class(neutral). We cannot rely on the analogy to the pattern-
based method we have adopted to collect emotion-provoking events — there seems
no reliable lexico-syntactic pattern for extracting neutral examples. Alternatively, if
the majority of the sentences on the Web were neutral, one would simply use a set
of randomly sampled sentences as labelled data for (neutral). This strategy, however,
does not work because neutral sentences are not the mgjority in real Web texts. Asan
attempt, we collected 1000 sentences randomly from the Web and investigated their
distribution of sentiment polarity. The results, shown in Table 4.5, revealed that the
ratio of neutral events was unexpectedly low. These results indicate the difficulty of
collecting neutral events from Web documents.

Taking this problem into account, we adopt a two-step approach, where we first
classify a given input into three sentiment polarity classes, either positive, negative
or neutral, and then classify only those judged positive or negative into our 10 fine-
grained emotion classes. In the first step, i.e. sentiment polarity classification, we use
only the positive and negative examples stored in the EP corpus and assume sentence
to be neutral if the output of the classification model is near the decision boundary.
There are additional advantages in this approach. First, it is generally known that
performing fine-grained classification after coarse classification often provides good
results particularly when the number of the classesis large. Second, in the context of
dialog, a misunderstanding the user’s emotion at the sentiment polarity level would be
adisaster. Imagine that the system says You must be happy when the user in fact feels
sad. As we show in Subsection 4.2, such fatal errors can be reduced by taking the
two-step approach.

Various methods have already been proposed for sentiment polarity classification,
ranging from the use of co-occurrence with typical positive and negative words Tur-
ney [54] to bag of words Pang et a. [39] and dependency structure Kudo et al. [28].
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Figure 4.3: An example of aword-polarity lattice

Our sentiment polarity classification model is trained with SVMs [56], and the fea-
tures are {1-gram, 2-gram, 3-gram} of words and the sentiment polarity of the words
themselves. Figure 4.3 illustrates how thesentence“ 0 0 0000000000000
(The cost of welfare increases)” is encoded to a feature vector. Here we assume the
sentiment polarity of the“ 0 O (welfare)” is positive, whilethe*“ 0 0 (cost)” and “0 O
(cost)” are negative. These polarity values are represented in paralel with the corre-
sponding words, as shown in Figure 4.3. By expanding {1-gram, 2-gram, 3-gram} in
this lattice representation, the following list of features are extracted: O O (welfare),
Positive, 0 O (welfare)-O (of), Positive-O (of), 0 O (welfare)-O (of)-0 O (cost), etc..

4.3.4 Emotion classification

For fine-grained emotion classification, we propose a k-nearest-neighbor approach
(KNN) using the EP corpus.

Given an input utterance, the KNN model retrieves k-most similar 1abelled examples
from the EP corpus. Given the input The restaurant was very far but it was closed as
Figure 4.1, for example, the KNN model finds similar labelled examples, say, labelled
example {the shop was closed and I'd traveled far to get there} in the EP corpus.
For the similarity measure, we use cosine similarity between bag-of-words vectors;
sim(l,EP) = % for input sentence | and an emotion-provoking event EPin the EP
corpus. The score of each classis given by the sum of its similarity scores.

An example is presented in Figure 4.4. The emotion of the most similar event
is (disappointment), that of the second-most similar event is (unpleasantness) tied
with (loneliness). After calculating the sum for each emotion, the system outputs
(loneliness) as the emotion for the input | because the score for (loneliness) is the
highest.
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Ranking of similar events Ranking of emotion

rank event  emotion similarity] [rank emotion score
1. {event1} =<disappointment> 0.75 1. <longliness> 2.0
2. {event2} =<unpleasantness> 0.70 ‘\) 2. <disappointment> 0.75
2. {event3}=><loneliness> 070 | \[3-<unpleasantness> 0.70
\

4. {event4} =<loneliness> 0.67 -
5. {event5} =<loneliness> 0.63 voting

Figure 4.4: Emotion Classification by kNN (k=5)

4.4 Experiments

4.4.1 Sentiment polarity classification

We conducted experiments on sentiment polarity classification using the following
two test sets:

TestSetl: Thefirst test set was a set of utterances which 6 subject speakers produced
interacting with our prototype dialog system. This data include 31 positive ut-
terances, 34 negative utterances, and 25 neutral utterances.

TestSet2: For the second test set, we used the 1140 samples that were judged Correct
with respect to sentiment polarity in Table 4.3. 491 samples (43.1%) were posi-
tive and 649 (56.9%) were negative. We then added 501 neutral sentences newly
sampled from the Web. These samples are digoint from the EP corpus used for
training classifiers.

For each test set, we tested our sentiment polarity classifier in both the two-class
(positive/negative) setting, where only positive or negative test sampleswere used, and
the three-class (positive/negative/neutral) setting. The performance was evaluated in
F-measure.

Table 4.6 shows the results for the two-class setting, whereas Table 4.7 shows the
results for the three-class. “Word” denotes the model trained with only word n-gram
features, whereas “Word+Polarity” denotes the model trained with n-gram features
extracted from aword-polarity lattice (see Figure 4.3). The polarity value of each word
is defined in Takamura's sentiment polarity dictionary, which includes 2349 positive
words and 5866 negative words [50]* .

1We only use the words whose confidence values are over 0.7 in the dictionary.
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Table 4.6: F-values of sentiment polarity classification (positive/negative)

Word Word+Polarity Word+Polarity+Dependency
corpus TestSetl TestSet2 TestSetl TestSet2 TestSetl TestSet2
sze |Pos | Neg | Pos | Neg | Pos | Neg | Pos Neg | Pos | Neg | Pos Neg
/1000 | 0.559| 0.536| 0.487| 0.589| 0.564| 0.530| 0.535% 0.572| 0.565| 0.523| 0.5374 0.575
1/100 | 0.643| 0.520| 0.553| 0.556| 0.672| 0.569| 0.616* 0.573| 0.674| 0.582| 0.6174 0.571
/10 | 0.721| 0.765| 0.660| 0.776| 0.727| 0.766| 0.722% 0.790| 0.722| 0.764| 0.712% 0.786
13M | 0.839| 0.853| 0.794| 0.842| 0.839| 0.853| 0.808 | 0.849| 0.820| 0.841| 0.804| 0.850

Table 4.7: F-values of sentiment polarity classification (positive/negative/neutral)

Word Word+Polarity Word+Polarity+Dependency
corpus TestSetl TestSet2 TestSetl TestSet2 TestSetl TestSet2
sze |Pos | Neg | Pos | Neg | Pos | Neg | Pos Neg Pos | Neg | Pos Neg
/1000 | 0.267 | 0.249| 0.400| 0.433| 0.234| 0.234| 0.245f 0.461* | 0.320| 0.295| 0.3721 0.575*
/100 | 0484 | 0.326| 0.531| 0.458| 0.459| 0.319| 0.4471 0.483** 0.586| 0.402| 0.602% 0.593*
/10 | 0.526| 0.562| 0.632| 0.718| 0.534| 0.572| 0.591% 0.725 | 0.577| 0.623| 0.690% 0.803*
1.3M | 0.743| 0.758 | 0.610| 0.742| 0.769| 0.769| 0.734* 0.805** 0.769| 0.769| 0.756% 0.807*1

The polarity value of each word is defined in Takamura's sentiment polarity dictio-
nary, which includes 2349 positive words and 5866 negative words [50].
The results shown in Table 4.6. The * symbol shows a statistically significant
(p<0.01), the ** symbol shows a statistically significant (p<0.05).
Thisis an important finding, given the degree of the correctness of our EP corpus.

As we have shown in Table 4.3, only 57% of samplesin our EP corpus are “exactly”
correct in terms of sentiment polarity. The figures in Table 4.6 indicate that context-
dependent samples are also useful for training a classifier. Table 4.6 also indicates
that no significant difference is found between the “Word” and other models, where
the corpus size is 1.3M. From these results, we speculate that, as far as the two-class
sentiment polarity problem is concerned, word n-gram features might be sufficient if a
very large set of |abelled data are available.

On the other hand, Table 4.7 indicates that the three-class problem is much harder
than the two-class problem. Specifically, positive sentences tend to be classified as
neutral. This method has to be improved in future models.
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Table 4.8: Examples of TestSetl (2p, best)

Annotator A Annotator B
000000000 000D0o000 (1 got aChristmas (happiness) (happiness)
present)
0000000000 (Pmgoing to go to my friend's | (pleasantness) | (pleasantness)
house )
O000000000o0ooooO (Itrained suddenly (sadness) (sadness)
when | went to see the cherry blossoms)
00000000000 (My car can't move because of | (unpleasantness) (anger)
the traffic jam)

4.4.2 Emotion classification

For fine-grained emotion classification, we used the following three test sets:

TestSetl (2p, best): Two annotators were asked to annotate each positive or negative
sentence in TestSet1 with one of the 10 emotion classess. The annotators chose
only one emotion class even if they thought several emotions would fit a sen-
tence. Some examples are shown in Table 4.8. The inter-annotator agreement
iIsk=0.76 in the kappa statistic [11]. For sentences annotated with two different
labels (i.e. in the cases where the two annotators disagreed with), both labels
were considered correct in the experiments — amodel’s answer was considered
correct if it wasidentical with either of the two labels.

TestSetl (1p, acceptable): One of the above two annotators was asked to annotate
each positive or negative sentence in TestSetl with all the emotions involved
init. The number of emotions for a positive sentence was 1.48 on average, and
2.47 for negative sentences. Table 4.9 lists some examples. In the experiments, a
model’sanswer was considered correct if it wasidentical with one of thelabelled
classes.

TestSet2: For TestSet2, we used the results of our judgments on the correctness for
estimating the quality of the EP corpus described in Section 4.3.2.

In the experiments, the following two models were compared:

Baseline: Thebaseline model simulatesthe method proposed by Kozareva[27]. Given
an input sentence, their model first estimates the pointwise mutual information
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Table 4.9: Examples of TestSet1 (1p, acceptable)

Annotator A

OoDoD0oO0ooooooooooog (1 gotaChristmas
present)

(happiness)

OO00ooOoooooo ('mgoingtogotomy friend's
house )

(pleasantness), (happiness)

Ooooooooooooooog (It rained sud-
denly when | went to see the cherry blossoms)

(anger), (sad), (unpleasantness),
(disappointment)

00000000000 (My car can't move because
of the traffic jam)

(unpleasantness), (anger)

(PMI) between each content word cwj included in the sentence and emotion ex-
pression e € {anger, disgust, fear, joy, sudness, surprise}

hits(e,
by PMI(e,cw) = log gt

, where hits(x) is a hit count of word(s) x on a

Web search engine. The model then calculates the score of each emotion class
Ei by summing the PMI scores between each content word cwj in the input
and emotion expression e; corresponding to that emotion class: score(Ej) =
>jPMI(ej,cwj). Finaly, the model chooses the best scored emotion class as
an output. For our experiments, we selected the 349 Japanese emotion words
showed in Table 4.1.

For hit counts, we used the Yahoo! search engine.

k-NN: We tested the 1-NN, 3-NN and 10-NN modéls. In each model, we examined

a single-step emotion classification and two-step emotion classification. In the
former method, the KNN model retrieves k-most similar examples from the all
of the EP corpus. In the latter method, when the sentiment polarity of the in-
put utterance has obtained by the sentiment polarity classifier, the KNN model
retrieves similar examples from only the examples whose sentiment polarity are
the same as the input utterance in the EP corpus.

The results are shown in Figure 4.5. “Emotion Classification” denotes the single-
step models, whereas “ Sentiment Polarity + Emotion Classification” denotes the two-

step models.

An important observation from Figure 4.5 is that our models remarkably outper-
formed the baseline. Apparently, an important motivation behind Kozareva et al.
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Figure 4.5: Results of emotion classification

(2007)’s method is that it does not require any manual supervion. However, our mod-
els, which rely on emotion-provoking event instances, are also totally unsupervised —
no supervision is required to collect emotion-provoking event instances. Given this
commonality between the two methods, the superiority of our method in accuracy can
be considered as a crucial advantage.

Regarding the issue of single-step vs. two-step, Figure 4.5 indicates that the two-
step models tended to outperform the single-step models for all the test set. A paired
t-test for TestSet2, however, did not reach significance 2. So we next examined this
issue in further detail.

As argued in Section 4.3.3, in the context of human-computer dialog, a misunder-
standing of the user’s emotion at the level of sentiment polarity would lead to a se-
rious problem, which we call afatal error. On the other hand, misclassifying a case
of (happiness) as, for example,(pleasantness) may well be tolerable. Table 4.10 shows
the ratio of fatal errors for each model. For TestSet2, the single-step 10-NN model

2The data size of TestSet1 was not sufficient for statistical significance test
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Table 4.10: Fatal error rate in emotion classification experiments

Baseline | Emotion Classification Sentiment Polarity
1-NN | 3-NN | 10-NN | + Emotion Classification
TestSetl | 49.2% | 29.2% | 26.2% | 24.6% 15.4%
TestSet2 | 41.5% | 37.6% | 32.8% | 30.0% 17.0%

made fatal errorsin 30% of cases, while the two-step 10-NN model in only 17%. This
improvement is statistically significant (p<0.01).

4.5 Summary

In this chapter, we have addressed the issue of emotion classification assuming its
potential applications to be human-computer dialog system including active-listening
dialog. Wefirst automatically collected ahuge collection, asmany as1.3M, of emotion-
provoking event instances from the Web. We then decomposed the emotion classifi-
cation task into two sub-steps. sentiment polarity classification and emotion classifi-
cation. In sentiment polarity classification, we used the EP-corpus as training data.
The results of the polarity classification experiment showed that word n-gram features
alone are more or less sufficient to classify positive and negative sentences when avery
large amount of training dataisavailable. In the emotion classification experiments, on
the other hand, we adopted the k-nearest-neighbor (KNN) method. The results of the
experiments showed that our method significantly outperformed the baseline method.
The results a so showed that our two-step emotion classification was effective for fine-
grained emotion classification. Specifically, fatal errors were significantly reduced
with sentiment polarity classification before fine-grained emotion classification.

For future work, we first need to examine other machine learning methods to see
their advantages and disadvantages in our task. We aso need an extensive improve-
ment in identifying neutral sentences. Finally, we are planning to apply our model to
the active-listening dialog system that our group has been developing and investigate
its effects on the user’s behavior.
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Chapter 5

Conclusion

This thesis took up the problem of the non-task-oriented dialog by two steps: first
step is conversation analysis and the next step is its engineering implementation.

In the conversation analysis step, the following two issues were investigated: a)
What makes a non-task oriented human-to-human conversation to be an enthusias-
tic one; b) What is the difference between task-oriented and non-task-oriented dial ogs.
Thefirst issuewas explained by investigating what type of utterances contributesto en-
thusiasm in a non-task-oriented human-to-human dialog. For this end, we first created
anon-task-oriented human-to-human dialog corpus. We then analyzed the relationship
between utterances and enthusiasm by studying the instances by studying the instances
in the corpus. As aresult, we found that “affective utterance” and “ cooperative utter-
ance’ were related to enthusiasm. On the other hand, concerning the second issue, we
investigated what type of utterances appear saliently in non-task-oriented dialog. We
first created two types of human-to-human dialog corpora: a task-oriented dialog cor-
pus and a non-task-oriented dialog corpus. We investigated what are the discriminating
characteristics that differentiate them. We found that initiation/response utterance ap-
peared more frequently in non-task-oriented dialog. This is because speakers often
try to take alead to continue the exchange smoothly in a non-task-oriented dialog. In
addition, we also found that most indirect response and clarification requests work as
initiation/response utterance in a non-task-oriented dialog.

Next, in the implementation step, we proposed a method to generate affective utter-
ances that express sympathetic emotion to the partner. We first automatically collected
a huge collection of emotion-provoking event instances from the World Wide Web.
We classified the emotion-provoking events in terms of the emotion types and their
polarity. So, the task in decomposed into the following two sub tasks: sentiment po-



larity (positive and negative) classification and emotion (e.g. happiness, sadness, fear)
classification. The results of the experiments showed that our method significantly
outperformed the baseline method.

For future work, we are planning to apply our work to the conversational robot that
our group has been developing and investigate its effects on the user’s behavior.
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