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MATSUURA Satoshi

Abstract

As the Internet covers all over the places and the price of wireless sensors

diminishes rapidly, it can be expected that a large number of heterogeneous sensor

networks are developing around the globe and interconnecting to share global-

scale sensing data. And such data have a great effect on our daily lives, solutions

of environmental problems, developments of business and lots of other application

fields.

Sensor network technologies have been focusing on data collaboration in a

local area, but they have been lacking for data share among lots of sensor net-

works. A decentralized data management mechanism is one of the essential keys

to realize the goal of sharing sensing data over the globe. Many decentralized

system, mainly overlay networks have been studied over the years. However, on

these overlay networks some nodes unevenly have to store large data or retrieval

cost become extremely high if these networks manage data on real space. This is

because these works lack for considering patterns of sensor data stream and user

queries besides geographical distribution of sensor networks in ubiquitous sens-

ing environment, even though they have been tackling the problems of scalability

and trying to provide distributed and self-organized systems on the Internet-scale

network.

This dissertation proposes a new overlay network which can manage sensing

data in terms of geographical locations. The proposed overlay network called Mill

constructs a decentralized data management system without destroying the local-

ity of sensing data. On this overlay network, nodes are distributed by geographical
∗Doctoral Dissertation, Department of Information Systems, Graduate School of Information

Science, Nara Institute of Science and Technology, NAIST-IS-DD0561029, February 1, 2008.
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location and manage data of local areas. Proposed overlay network supports both

multi-scale geographical range queries and multiple-attributes queries, managing

only one dimensional ID-space. This one dimensional ID-space consisting of lati-

tude and longitude enables a routing mechanism to become simple and fast. It is

also discussed that an implementation design of Mill considers patterns of sensing

data stream and user queries. This implementation optimizes a routing mech-

anism, and almost messages from users and sensing devices are directly sent to

particular nodes without searching the overlay network each time. This feature

greatly reduces the retrieval cost. A Mill network is evaluated by several criteria

including retrieval performance, management cost, simultaneous connections and

others, through simulation experiments and evaluations of implementation. And

these evaluations clarify its scalability and flexibility as well as its limitations.

Keywords:

overlay networks, geographical range queries, multiple-attributes queries, ubiqui-

tous sensing environments
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Chapter 1

Introduction

Every places of the Earth including very tiny spaces have various kinds of states.

However, inherent abilities of human beings can only sense a bit of and rough

data. Development of sensing device technologies enable to collect and record

lots of data automatically, correctly and constantly. As the Internet covers all

over the places and the price of wireless sensors diminishes rapidly, it can be

expected that a large number of heterogeneous sensor networks are developing

around the globe and interconnecting to share global-scale sensing data. There

is a possibility that our human beings acquire the ability to sense every states all

over the globe by sensor device and network technologies, and then this impact

thoroughly goads us into shifting our principles of thinking.

Today’s mobile devices such as cars, weather sensors, cameras and other de-

vices become powerful. In addition, these devices have connectivity to the Inter-

net and equip positioning devices such as GPS sensors. If ubiquitous computing

environment come out, these devices can immediately collect and provide infor-

mation anywhere. If we unboundedly use large numbers of information these

devices provide, these information efficient for improving daily lives, solving en-

vironmental problems, providing educational materials, business and other lots

of fields.

The key technologies in distributed sensor networks are summarized as the

scalability and multiple-attribute search in regard to management and provision of

large amount of sensing data. Without a scalable system interconnecting lots of

sensor networks we can not get cross-organizational data, even if each organization
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independently manages local sensor networks across the globe. In addition, the

system should support multiple-attributes queries, because users search for a wide

variety of data by geographical location, time, type of sensors and lots of other

attributes.

Many distributed system have been studied over the years. However, previous

works do not meet the requirements on ubiquitous sensing environment, even if

these works consider scalability of network systems and try to support multiple-

attributes queries. Database management systems (DBMSs) are most popular

system supporting multiple-attributes queries. DBMSs create indexes of data to

resolve multiple-attributes queries immediately, and achieve a great performance

of searching for subset of data. However, centralized systems as like DBMSs are

not suitable for managing huge numbers of sensing data constantly generated

over the globe.

Decentralized and self-organized systems are required in order to manage these

huge data. Overlay technologies are compatible with this requirement and have

been focused on the scalability. Overlay networks have tried to distribute a

particular index of data (e.g., hash table, B-Trees) among lots of nodes and con-

struct decentralized data management systems. In recent years, several studies

try to support multiple-attributes queries. These overlay networks independently

manage various kinds of ID-spaces for multiple-attributes queries. However, as

the available number of attributes become larger, these networks have to man-

age additional ID-spaces. Consequently, almost ID-spaces are not utilized and

the performance of retrieval becomes worse because of the high cost of ID-space

management. These ID-spaces, which are obviously different from the real world,

lack for considering the locality of sensing data stream and geographical locations

of sensor devices or user queries.

This dissertation proposes a new overlay network which can manage sensing

data in terms of geographical locations. The proposed overlay network called

Mill constructs a decentralized data management system without destroying the

locality of sensing data. On Mill network, nodes are distributed by geographical

location and manage data of local areas. Mill supports multiple-attributes queries

besides flexibly geographical range queries, managing only one dimensional ID-

space. One dimensional ID-space enables a routing mechanism to become simple
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and fast. There has to be a trade-off between advantages of routing and lim-

itations of retrieval. However, these limitations of Mill hardly have a negative

effect on multiple-attributes search in ubiquitous sensing environment, because

Mill considers patterns of sensing data stream and user queries.

Chapter 2 defines criteria and reviews variety of studies related with ubiq-

uitous sensing environment. Previous works clarify the problems and give hints

for an alternative distributed data management mechanism. Chapter 3 describes

the algorithm of Mill. Mill creates one dimensional ID-space from latitude and

longitude by Z-ordering mechanism. On Mill network, users can access particular

data via O(log N) messages. In addition, Mill supports flexible multi-scale geo-

graphical range queries. Simulation experiment shows the retrieval performance

and management cost of overlay networks and other features. Chapter 4 presents

implementation of Mill networks, focusing on deployment, operation and usabil-

ity on ubiquitous sensing environment. Mill adopts HTTP as communication

protocol and realizes above features without destroying interactive communica-

tion and, moreover, an optimized routing mechanism reduces retrieval cost on

overlay network. Evaluations of implementation clarify the scalability of Mill

and its limitations. In Chapter 5, activities of Live E! project is introduced. Live

E! project have been trying to constructs information infrastructure on which

users unboundedly access sensing data existing around the globe. Actually, this

project have been installing weather sensors at several countries Asia, Canada

and France. In this Chapter, future works of Live E! project and adaptation of

Mill to the Live E! infrastructure. And Chapter 6 concludes this dissertation.
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Chapter 2

Ubiquitous sensing environments

Today’s sensing devices such as weather sensors, cars, and other devices become

powerful. In addition, these devices have connectivity to the Internet and equip

positioning devices such as GPS sensors. It is expected that the number of these

devices become larger and larger. In this environment, these sensing devices can

immediately collect and provide information anywhere and anytime. We call this

environment ubiquitous sensing environment.

If we use a large number of information these devices provide, we can obtain

detailed and up-to-date information. And these huge data can be applied for

lots of applications. Gathering information based on geographical location can

be efficient for environmental problems, educational material, businesses and our

daily lives. For example, if we can gather exact torrential rainfall information

of some region, this information is useful for evacuation instructions. And if we

can examine distribution of temperature, we apply this information to solve the

problem of heat-island effect.

2.1 Components on ubiquitous sensing environ-

ment

This section describes the main components on ubiquitous sensing environment.

To overview these components is important to clarify the architecture of ubiqui-

tous sensing environment.

4
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• Sensor network technology

Technologies of sensing devices have been developed and there are lots kinds

of sensing devices (for examples, sensing temperature, humidity, illuminance

and lots of other data). Nowadays, these sensing devices become more in-

telligent by embedded computer and wireless technologies enable to inter-

connect these sensing devices with each other. Thus, sensing devices can

automatically sense and gather data by these communication mechanisms.

Sensor network technology focuses management of dozens or hundreds of

sensing devices. Considering interval between sensing data, network topol-

ogy or method of packet transfer, sensor network technology contributes to

save energy, improve cost of forwarding packets and equip APIs for getting

particular sensing data.

• Distributed system technology

Various hardware and software mechanisms realize distributed environment

and improve scalability, application availability and other features.

On ubiquitous sensing environment, huge data are constantly generated all

over the world. Then, it is important to manage and provide sensing data

in internet-scale sensor network.

Consequently, distributed technology dominates the technical features on

ubiquitous sensing environment.

The above components are related to ubiquitous sensing environment. Sensor

network technology can sense and manage data in local areas, and distributed

technology have a possibility for managing these sensing data in internet-scale

networks.

2.2 Criteria on ubiquitous sensing environment

This section describes characteristic design criteria on ubiquitous sensing envi-

ronment.

• Scalability

In the near future, more and more data will be generated by various kinds

5



Acknowledgments

of sensing devices including weather sensors, automobiles, mobile phones

and other sensors. A centralized system which handle such information

as like client-server model will much overloaded. It is required to handle

information and search queries issued by a large number of devices all over

the place.

• Multi-attributes search

Sensing data have various attributes. For example, temperature data has

its own value (e.g., 23.1 Celsius), place where the data is generated, creation

time, type of sensor, owner of the sensor, manufacturer of this temperature

sensor, degree of accuracy of the sensor and other various attributes. And

users also want to search particular data by several kinds of attributes. For

example, office workers want to know the current status of weather condi-

tions around their offices and home. In this case, system need to support

search mechanisms by time, geographical location and sensor types. On

ubiquitous sensing environment, there are various sensors and lots of search

requirements from users. Thus, a system should support multi-attributes

search.

• Performance of search

Sensing data are constantly generated. And almost these data gradually

lost its values, because current status constantly is changing and generated

data become older and older. Nobody want to receive yesterday’s weather

conditions when they get out of their offices. On ubiquitous sensing envi-

ronment, a system is required not only to manage huge sensing data but to

support fast search.

• Feasibility

Considering internet-scale network, wide variety of communication devices

exist and forward messages through the network. If a system depends on

some specific hardwares or softwares, the system could not manage the

ubiquitous sensing environment. To support a great diversity of devices, a

system should consider generality of communication methodology. And a

system also should not restricts the number of users and make operation

difficult. In other words, a system should consider simplicity and easy to
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use and operate.

In the near future, it is expected that a huge number of sensing devices can

connect to the Internet and sensing environment is always changing day by

day. And required functionalities of a system are also changing. To adapt

this situation, a system must equip an expandability.

Feasibility of deployment which includes generality of communication method-

ology, expandability of a system and simplicity for using and operating.

2.3 Consideration of Practical Applications

This Section describes practical applications, and clarifies concrete scale of sensor

networks, which systems should manage.

One of the most popular sensors is a weather sensor as like temperature, hu-

midity and pressure. Data of these sensors have a great effect on our daily lives

and society. Japan Meteorological Agency [39], for example, provides weather

information of low or high pressure and typhoon created from data of Automated

Meteorological Data Acquisition System (AMeDAS). There are 1,500 AMeDASs

in Japan, and in other words, there is one AMeDAS within 20 km square. By

using these sensors (AMeDASs), phenomena of meso-beta-scale can be measured,

and lots of meteorological services are provided. However, there are some weather

information which can not be provides by AMeDASs. Figure 2.1 shows meteo-

rological classification by Orlanski [55]. Recently it has been said that global

warming effects and other environmental problems are serious. For example, in

urban areas, heat island effects are occurring, and reason of this phenomena have

not been found out, because lots of skyscrapers, the huge number of cars, and

other factors have complex effects on weather conditions. Considering the scale of

skyscrapers and roads, it is required to measure micro-alpha-scale or micro-beta-

scale. Besides urban area, in country sides high dense installations of weather

sensors are useful for evacuation instructions, agriculture, construction of a road

and others.

To measure weather data by micro-alpha-scale in Japan, appropriate 15,000,000

(1,500 x 100 x 100) weather sensors are needed. If every sensor generates data

(1 kByte) per one minute, 2 Gbps (15M x 1k x 8 / 60) network traffic is con-

7
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Figure 2.1: Orlanski meteorological classifications

stantly generated. It is very difficult to process these sensing data by centralized

systems, because systems should process 250,000 (15,000,000 / 60) queries per

second besides 2 Gbps network traffic.

Moreover, it is expected that cars connect to the Internet and collect sensing

data everywhere. Sharing data cars generate, traffic congestion can be reduced

and weather data can be measured in places where it is difficult to install sensors

as like mountain roads. There are 75 million cars in Japan, and there are approx-

imately 600 million cars in the world [40]. In ubiquitous sensing environment, it

is required that systems have ability to manage tens or hundreds million sensors.
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2.4 Related Work

Various technologies are widely studied for managing data in sensor networks or

distributed environments. In this section, these technologies are categorized into

three topics. Each category represents scale or design or data management.

2.4.1 sensing methodology on wireless networks

Studies of sensor networks have focused on saving energy, in other word, interval

of sensing data. At Media Access Control (MAC) layer, B-MAC [57], X-MAC

[8], Z-MAC [62], IEEE 802.15.4 [28], RT-Link [64] and lots of other works im-

prove the efficacy of energy consumption. Wireless communication technologies

(e.g., AODV [56], OLSR [14] and DYMO [10]) enable sensors to make networks

automatically and to communicate with each other in a place where there is not

the Internet.

In a next phase, it is necessary to gather several sensing data from lots of

sensing devices. This subsection focuses on data collection in wireless sensor

networks.

TinyDB, TAG, Synopsis Diffusion

TinyDB is one of database systems on sensor networks. TinyDB is consists of

Mica Mote [27] and the networking stack as implemented in TinyOS [24]. TinyDB

adopts tree topology to deliver queries to nodes and aggregate sensing data. A

root node, which is usually user interface node in network, broadcasts message

to other nodes on MAC-layer and build this tree topology. Figure 2.2 shows

an example of tree topology and values of sensing data. Queries are described

as SQL statements and queries are delivered from parent nodes to child nodes.

2.3 shows a mechanism of aggregating sensing data. Each node can sense data

and aggregate values of sensors in the same time. And aggregated values are

continually routed up from child nodes to parent nodes. TinyDB reduces the

amount of packet transfer by this tree topology. This aggregation mechanisms is

called TAG [42].

As expansion of TinyDB, ACQP (Acquisitional Query Processing) is proposed

[43]. ACQP adjusts the timing of sense or aggregate data, considering frequency
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of requests and cost of calculations. This adjustment is efficient to save the energy

of sensor devices. Lots of other methodologies [29, 22, 30, 70] are proposed for

improving the performance of data collection.

On the other hand, other researchers propose an aggregation method called

Synopsis Diffusion [52]. Synopsis Diffusion create a redundant tree topology,

considering hop counts from a root node. Figure 2.4 shows the topology of nodes

created by Synopsis Diffusion. Nodes have several paths to a root node. Thus, if

some nodes become disconnected or some communication links become disabled,

nodes can transfer packets to a root node by other paths. Compared with TAG,

Synopsis Diffusion improves robustness, on the contrary, increases management

cost by this redundant tree topology. Tributaries and Deltas [45] adopts a hybrid

topology, comprised of tree and multi-path. To gather sensing data, the paths

between nodes and a root node are important. Tributaries and Deltas applies

multi-path topology to the paths near a root node, in order to transfer packets to

the root node. On the other hand, Tributaries and Deltas applies tree topology to

the paths far from a root node for reducing cost of packet transfer. By this hybrid

topology, Tributaries and Deltas can satisfy both of robustness and reduction of

management cost.
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2.4.2 Large scale sensor networks

Sensor networks focus on managing dozens or hundreds sensor devices by Ad-

Hoc network algorithms. These kinds of networks are useful to have a good grasp

of buildings, farms or plants. If a system can integrate these sensor networks,

users can access many kinds of sensing data in large areas and it expected that

these sensing data are useful for environmental problems, saving energy in a

metropolitan area, businesses and many other things.

Internet Car

Japan Automobile Research Institute (JARI) and WIDE project experiment with

IPcars (taxies have some sensors and connectivity to the Internet) [66]. 300 IPcars

move around Nagoya City in Japan, collecting data of vehicle speed, motion of

wipers and weather information. IPcars can process queries of SNMP [9] and

realize network transparency by NEMO [16]. For this reason, users can easily

access data of IPcars by SNMP without considering modification of IP addresses.

This experiment shows that information provided from mobile devices is very

useful to know detailed weather information.

In this experiment, a client-server approach is adopted. In the near future, it

will be expected that ubiquitous sensing environment come out and the number

of queries for location-related information will much increase. Consequently, it is

expected that servers will be much overloaded.

IrisNet

IrisNet is one of large-scale sensor networks [53, 20, 15]. IrisNet uses a two-tier

architecture, comprised of two different agents. These agents are called sensing

agents (SAs) and organizing agents (OAs), as shown in Figure 2.5. OAs are

organized into groups and one service consists of one OA group. A group of OAs

creates the DNS [49] like distributed database and provides query processing

infrastructure for a specific service (e.g., parking space finder, person finder in

Figure 2.5).

An OA manages a part of a tree topology database and this tree structure

is suitable for a XML document tree. Figure 2.6 shows an example of XPath

12
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Figure 2.7: overview of Eddy

queries [69]. This XPath query means searching particular areas (Block-1 and 3

in Ikoma-city, Nara, Japan) for a parking space. A web server can process XPath

queries by following the path tree of OAs.

GSN: Global Sensor Networks

GSN (Global Sensor Networks) aims at providing a flexible middleware having

simplicity, adaptability, scalability and light-weight implementation [1, 2]. In

order to realize efficient abstraction, GSN defines virtual sensors as interfaces

by XML documents. Virtual sensors manage stream of sensing data, and one

virtual sensor corresponds either to a data stream received directly from sensors

or to a data stream derived from other virtual sensors. GSN manages sensor data

streams based on virtual sensors. This mechanism managing sensor streams is

related to TelegraphCQ’s [11].

TelegraphCQ is one of DSMSs (Data Stream Management Systems) and con-

sists of two main components. First component called CACQ (Continuously

Adaptive Continuous Queries) [44] is an extension of the Eddy [5] and SteMs [63]

mechanisms to support multiple continuous queries. Second component called

PSoup [12] supports access to previously-arrived data, intermittent connectivity

and disconnected operation. Eddy is fundamental mechanism to construct other

mechanisms. Figure 2.7 shows the brief overview of Eddy. Unlike conventional
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query plans (e.g., processing SQL statements on DBMSs), Eddy invokes opera-

tions by availability of queues or probability of selection on each operator. Using

this technique, Eddy improves the performance of processing data streams.

Using TelegraphCQ mechanisms, GSN can flexibly manage sensor data stream

based on virtual sensors. Users can access target sensing data easily through a

virtual sensor or combined virtual sensors.

2.4.3 Peer-to-Peer technologies

A server-client model is most popular system for providing services through the

Internet. Nowadays, every computers connects to the Internet and the cost of

server rapidly are increasing day by day. In addition, centralized system like

client-server model has a single point of failure. Thus, lots of decentralized and

self-organized system are proposed. This subsection describes distributed mech-

anisms categorized for some categories, focusing peer-to-peer technologies.

DHT: Distributed Hash Table

To decentralize information and queries, peer to peer (P2P) networks are widely

studied. Especially, P2P networks with distributed hash table (DHT) have been

proposed in lots of studies, and fundamental studies of DHTs are Chord [67],

CAN [60], Pastry [65], Tapestry [71] and Kademlia [47].

Database management systems (DBMSs) create index of data in order to

improve the performance of retrieval. One method of creating index is hash table.

A DBMS manages indexes of hash table by itself. On the other hand, DHTs

manage hash table by distributed nodes, as depicted Figure 2.8. Each node of

DHT manages a part of the whole hash table, and this range of hash table which

a node should manage is determined by ID of a nodes. During a process of joining

in DHT networks, nodes calculate a random ID between zero and max value of ID

space. This ID space is equals to ID space of a hash table. After joining, nodes

calculate hashed-IDs of their data, and send these hashed-IDs particular nodes.

Figure 2.9 shows the process of sharing hashed-IDs. In this Figure, ID-space of

DHT network consists of 100 IDs (0–99). The node of ID-0 manages part of ID-

space from ID-0 to ID-29, because ID of next node is 30. Each node calculates

15



Acknowledgments������������������
�	
� ��

Figure 2.8: Management of Hash Table

�����������	
�� �	
���������������������	
�� !"#$%&���� �	
%&'()*+,���� -.*�/�-/.���� 0�-/.���� 1(�.23 4�54 6�
Figure 2.9: Sharing hashed-IDs on DHT

16



Acknowledgments

�� �� �� �� �� �	
���� ��� ��� ��� ��� ��� ����� �� �� �� �� �	��� ��� ��� ��� ��� ����� �� �� �� �� �	��� ��� ��� ��� ��� ���
����
���� �����
Figure 2.10: routing mechanism of Skip Graph

hashed-IDs from own data and send hash-IDs between 0 and 29 to the node of

ID-0. After sharing hash-IDs, users can access particular data by calculating

hash-IDs of target data and communicating nodes managing these hashed-IDs.

Each DHT has own routing mechanism based on IDs to improve the perfor-

mance of search. For example, Kademlia has 160-bits ID-space by SHA-1 [19]

and each node manages the distance between own node and other nodes. This

distance is calculated by digit number of own ID XOR other node’s ID, and man-

aged as tree topology called k-buckets. By using k-buckets, users can search for

target data via O(log N) messages.

DHTs construct structured overlay networks by hashed-ID and are scalable

for the number of nodes and support fast search. Consequently, DHTs provide

distributed environment for several Internet-scale applications.

P2P networks supporting Range Queries

DHTs are efficient for exact much queries but are not well suitable for range

queries, because hash mechanism destroys the ordering of data. Several studies

therefore focus on range queries.

Skip Graph [3] is one of structured overlay networks supporting range queries.

Skip Graph adopts Skip Lists [59] as routing algorithm and nodes have two types
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Figure 2.11: Routing mechanism on BATON

of number called ’key’ and ’ID’. Figure 2.10 shows routing mechanism of Skip

Graph. Nodes of Skip Graph lines up by the ordering of ’key’ and create links

to other nodes by ’ID’. First, nodes create links to the next nodes at level-0.

Secondly, nodes create links to other nodes which manages ID matching prefix

of length 1 at level-1. Similarly, nodes create links by matching prefix of length

2 at level-2. After creating links, nodes have the wide range of accessibility to

other nodes, because ’IDs’ are random numbers and evenly distributed. Figure

2.10 also describes the process of routing from a node (key:68) to an other node

(key:12). The node (key:68) can send messages to the target node (key:12) via 2

hops. If users want to get data related with the numbers from 15 to 25, users can

get these data from two nodes (key:12, key:21). Skip Graph realizes fast search

and supports range queries by managing two types of number. SkipNet [21]

adopts the same basic data structure as SkipGraph. SkipNet focuses primarily

on the content and path locality properties of the design. On SkipNet networks,

nodes store data in neighbor nodes on near subnetted networks in order to realize

locality of storing and getting data.

Mercury [7] is more general overlay network than SkipNet, because Mercury

supports range-based lookups on multiple-attributes. Mercury independently

manages several ID-spaces and each attribute is related with one of attributes.

For example there is one car, and this car has some attributes (color=#FFFFFF,

price=$30,000, weight=1,500kg). In order to share information of cars, Mercury

creates three ID-spaces related with color, price and weight. One ID-space is
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managed as like Chord or Symphony mechanisms. Skip Graph and SkipNet can

only manage one attribute. On the other hand, in Mercury network users can

search cars by color, price or weight. By managing several ID-spaces, Mercury

realizes multiple-attributes queries.

In the database world, B-Trees [6] is the central method of creating indexes

of data. BATON [32] supporting range queries by managing balanced tree struc-

ture. In this tree structure, each node (e.g., lack mounted machine, desktop PC)

corresponds to a node of the tree. BATON assign to each node a range of values.

The range of values directly managed by a node is required to be to the right of

the range managed by its left subtree and less than the range managed by its right

subtree. This index structure is based on main-memory index called T-Tree [38].

Figure 2.11 shows the routing mechanism of BATON. Nodes manage several links

to other nodes at the same level besides links to parent and child nodes. Nodes

can access other nodes via O(log N) messages, by these links at the same level. If

node-A want to search for data related with ’74’, the query can reach node-B via

four messages as depicted Figure 2.11. Compared with Skip Graph and SkipNet,

BATON improves load balancing by balanced tree structures and supports range

queries. However, the other cost arises from maintaining tree topology. BATON*

[33] is an extension of BATON in order to support multiple-attributes queries.

BATON* considers the priority of attributes and reduces three attributes of low

priority to one dimensional indexes by Hilbert Space Filling Curve [23]. Com-

pared with Mercury, BATON* reduces the cost of managing ID-spaces, because

of reduction in the number of attributes.

2.5 Summary

This section describes diverse ranges of ubiquitous sensing environment. It covers

sensor network technologies, large scale sensor networks and overlay technologies.

Related work is summarized as Figure 2.12 shows.

Sensor network technologies have been focusing on saving energy and data

collection. Various protocol are proposed at MAC layer and improve energy

efficacy by considering interval of sensing data. In addition, TinyOS, TinyDB

and other studies provide SQL to get sensing data easily. These technologies are

19



Acknowledgments

���������������	��
����
��������������������	�����	�
�����������������������
	�����������������	��
	�������������
���	������������������������ ����� �����!"�#��������������������	�����	�
������	��	��$%%%%�
	��������
	�����	��
	�������������
���	���	������� ����&��$�
	!'�(�����������������	�����	�
������	��	��$%%%%)
��
	��������
	�����	��
	�����*# ����+�� 
����
���������������	���������	�����	�����	�
��,������	�-�����'���.-�+�����������	�
�	��/
� �����	���
�������%%%%,��*
�	��/
� ����#�	��0+��	�
�	��/
� 1��������������������������������������������
Figure 2.12: summary of related work

applied in local areas in which dozens or hundreds sensors exist.

Large scale sensor networks are studied for managing sensing data in Internet-

scale networks. IrisNet provides distributed environment for sensor networks by

a tree topology of OAs and supports easy access by XPath queries. However,

the cost of DNS like hierarchical system is high, because parent OAs should have

secondary replicas for continuation of services and ID space should be separated

and managed manually. GSN can flexibly manage sensor data stream based

on virtual sensors. However, GSN do not equip retrieval mechanism to search

global-scale data resources for getting a particular data.

Overlay technologies provide distributed and self-organized environment. DHTs

distribute indexes of data closed in databases among lots of nodes. Nodes of DHTs

construct logical ID-space in order to support fast search and realize a scalable

network. In addition, DHTs can process queries even if the network is contin-

uously changing. However, there is a serious disadvantage. DHTs support only

exact match lookups, because hash mechanism destroys the ordering of data. As

the result, DHTs can not support range queries. Skip Graph, BATON and other
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overlay networks are proposed. These overlay networks realize supporting range

queries besides advantages of DHTs.

Mercury, BATON* and other works also support range queries and, more-

over, support multiple-attributes queries. These overlay networks manage sev-

eral ID-spaces related with attributes. A multiple-attributes query is processed

in stepwise. These overlay networks can not process the query consisted of some

attributes at one time, because each attribute is independent from others. If user

search geographical square region in Mercury network, user have to search a large

region, because square region is determined by two attribute (latitude and lon-

gitude). Similarly, the cost of searching geographical region is high in BATON*

network.

In ubiquitous sensing environment, sensing devices are distributed anywhere,

and the system managing these huge data should provide retrieval mechanism

by which users can search a global area for particular data. Consequently, a

distributed mechanism supporting geographical range queries is required. It is

necessary to construct an alternative overlay network, which can provide efficient

geographical range queries besides multiple-attributes.
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Chapter 3

A geographical location based

overlay network for sharing

global-scale sensing data

To meet the requirements in Chapter 2, we propose a new P2P network system

called “Mill” considering geographical location where information is generated.

This Chapter describes the mechanism of Mill. Mill has several protocols, which

are join and leave, maintenance overlay network, store and search, optimization

of queries on searching several regions, maintenance of routing tables, and other

protocols. Due to the space limitation, we explain join, store, and search proto-

cols.

It is assumed that nodes in P2P networks are consisted of home agents (HA)

of mobile devices, rack-mounted PCs managing sensor devices and other stable

computers. In other word, nodes in P2P networks need having ability to store

data, process queries and connect to the Internet stably.

3.1 Overview

If we deal with information based on geographical location, a P2P network system

must support region search. In mobile environment, it is difficult to comprehend

exact location of mobile devices in advance. Therefore, when searching a partic-

ular point, we do not know whether we acquire some information or not.
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Figure 3.1: architecture of Mill

DHTs support only exact match queries because of adopting a hash function

(e.g. SHA-1 [19]). If we search a particular region, we should search all points

in the region. For example, if a DHT system expresses a region as 10 bits, we

should search 1024 points. Exact match causes the large number of queries on

region search.

In DHT based networks, each node has responsibility to manage a part of

the whole hash table. On the other hand, in Mill network, each node manages a

part of ID-space which is calculated by using “Z-ordering” [50], which represents

square surface of the earth. This difference enables Mill to support geographical

range search.

As Figure 3.1 shows, the architecture is hierarchy structure. The architecture

of Mill is similar to the DHTs. In Mill network, if an application stores or

searches location-related information, the application just specifies the latitude

(y) and longitude (x). The 2D-1D mapping layer converts x and y into key-ID.

This layer corresponds to a hash function of DHTs. The lookup layer searches a

particular node based on this key-ID. In case that there are N nodes, a query can

be processed via O(log N) messages.
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3.2 Z-ordering: represent 2D surface as consec-

utive IDs

Mill divides two dimensional space into a grid cell by latitude and longitude. A

grid cell is a small square region. If each grid cell is represented by 64 bit-ID for

the surface of the earth, a size of grid cell is equals to milli-meter order. As Figure

3.2 shows, suppose that each cell is assigned a 4bit identifier. Mill manages these

IDs as one dimensional circular IDs, and each Mill node is responsible for a part

of circular IDs. ID of each cell is generated by alternating x-bit and y-bit. For

example, if an x-bit is ’00’ and a y-bit is ’11’, a cell ID is ’0101’. This method is

called “Z-ordering”. Here, ID-space is very small, that is only 4-bits, to explain

simply, however in real use Mill’s ID space is represented by 64-bits. A particular

region can be expressed as range between “Start-ID” and “End-ID”. For example,

in Figure 3.2 ID range (0, 0) corresponds to a square cell (region A), ID range (0,

3) corresponds to quarter of the whole square (region B), and ID range (0, 15)

corresponds to the whole square (region C). In fact, Mill expresses a particular

square region as a consecutive of cell IDs and can search some information by

range of IDs at one time. Mill searches location-related information by a few

queries against arbitrary size of region. Because of this feature, Mill can reduce

the number of search queries.

Here, we summarize the features of “Z-ordering”.

• locality of ID

– region search, load-balance

• consecutive ID

– reduce search queries

• create one-dimension ID

– simple management, fast & simple search
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Figure 3.2: 2D-1D mapping method

3.3 Join protocol

Each node has a responsibility to handle a part of the circular ID-space. And

each node communicates with two clockwise side nodes and two counterclockwise

side nodes. In Figure 3.3, our overlay network consists of 7 nodes (0, 4, 6, 9, 11,

12, 14). The node whose ID is 0 handles the part of the circular ID-space from

ID 0 to 3. This node has 4 connections with other nodes whose IDs are 4, 6, 14,

and 12.

A new node joins Mill network by the following protocol. Figure 3.4 shows

an example of joining Mill network.

1. A new node is assigned an ID from the actual location (x, y). We define

this ID as Node-ID. The new node knows an IP-address of at least one

node in advance. We call this node “initial node”. And the new node sends

Node-ID and IP-address to the initial node. As Figure 3.4 shows, the new

node creates 12 as Node-ID according to its an actual location. Then, the

new node sends Node-ID (12) and IP-address to the initial node (Node-ID:
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6).

2. The initial node sends this message to clockwise side node, and the clockwise

side node sends this message in the same way. As each node sends the

message repeatedly, finally this message reaches a particular node which

handles the ID-space including the Node-ID. The initial node (Node-ID: 6)

sends the message to the node (Node-ID: 8). And the node (Node-ID: 8)

sends the message to the node (Node-ID: 9) which handles the ID-space

including the new node’s Node-ID (12).

3. The node which handles ID-space including Node-ID assigns a part of ID-

space to the new node and reassigns own ID-space. And this node also

informs the new node about Node-ID and IP-address of neighbor nodes.

The node (Node-ID: 9) assigns the ID-space (12, 13) to the new node and

informs the new node about Node-ID and IP-address of neighbor nodes

(Node-ID: 8, 9, 14, 1). And the node (Node-ID: 9) reassigns the ID-space

26



Acknowledgments

InternetInternet

0

12

14

9

6

2����1

8

1����
New node

Node-ID: 12

Initial node

Node-ID: 6

0

12

14

9 6

4����
3����

9

1

88

10

14

12

6

2

2 2

Figure 3.4: join protocol

(9, 10, 11) by itself.

4. The new node informs neighbor nodes about own Node-ID and IP-address.

Then neighbor nodes update their routing table. The new node (Node-ID:

12) informs neighbor nodes (Node-ID: 8, 14, 1) about own Node-ID and

IP-address.

Through the join protocol, the new node can be assigned particular ID-space and

knows neighbor nodes.
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3.4 Leave protocol

Each node constantly sends keep-alive messages to neighbor nodes on its routing

table. If a link of node is suddenly disconnected, a next node finds out the

disconnection by keep-alive messages, and the next node tries to recover the

overlay network.

A node leaves Mill network by the following protocol. Figure 3.5 shows an

example of leaving Mill network.

1. Each node has a responsibility for a part of ID-space, and constantly sends

keep-alive messages to neighbor nodes. A node (Node-ID: 2) has a respon-

sibility for ID-space from ID-2 to ID-5, and this node sends a keep-alive

message to a node (Node-ID: 6).

2. If some nodes disconnect from Mill network, a neighbor node finds out the

disconnection by lack of keep-alive message. The node (Node-ID:2 ) finds

out the disconnection of the node (Node-ID: 6) by failure of keep-alive.

3. After detection of disconnection, a next node tries to reconfigure its own ID-

space including the ID-space of disconnected node. After reconfiguration
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of ID-space of the node (Node-ID:2), this node has a responsibility for ID-

space from ID-2 to ID-7. This ID-space includes the ID-space which the

node (Node-ID: 6) had.

If a link of node is disconnected, Mill network recovers ID-space of overlay

network by itself through above processes. If a node wants to leave, leaving

process is simpler than the case that a sudden disconnection occurs. Instead of

detection by lack of keep-alive messages, leaving node sends a leave-message to

next node. After accepting the leave-message, the next node reconfigures ID-

space as like the second and third operation of above processes.

3.5 Store and search protocol

A message flow of store protocol is similar to join protocol. First, if a node gets

information, the node records the ID of the location where the information is gen-

erated. This ID is calculated by Z-ordering algorithm. Second, this node sends

the ID and its IP-address to clockwise side node. And the clockwise side node

sends this message to the next clockwise side node. Sending the message clock-

wise, a particular node which handles the ID-space including the ID is received
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this message. This node manages the ID with the IP-address.

The search protocol is similar to the store protocol. If a node wants to get

some location-related information, a search query including “StartKey-ID” and

“EndKey-ID” is issued. Figure 3.6 shows an example. The node (Node-ID: 14)

wants to search the region from ID-8 to ID-11. In this case, StartKey-ID is 8

and EndKey-ID is 11. First, the search query is sent clockwise until the node

handles the ID-space including 8 is found. Second, the node (Node-ID: 6) replies

to the node (Node-ID: 14) with IDs and IP-addresses related with ID-8. And

this node sends the search query to the clockwise side node (Node-ID: 9). The

node (Node-ID: 9) replies to the node (Node-ID: 14) with IDs and IP-addresses

related with ID-9, 10, and 11. Then the node (Node-ID: 14) knows IP-addresses

of nodes which have information related with ID-8, 9, 10, and 11. Connecting to

these IP-addresses, the node gets information. If the nodes (Node-ID: 6, 9) do

not find any information, they reply to the node (Node-ID: 14) with the message,

which represents that information is not found.

3.6 Improvement of routing algorithm

The clockwise liner search is not scalable, because a search query is sent through

a sequence of O(N) other nodes toward the destination. To reduce a searching

cost, each node manages information of nodes which are power of two hops away,

as like 1, 2, 4, 8, 16 hops away. Figure 3.7 shows the process of creating routing

table.

1. After joining Mill network, each node has routing information of neighbor

nodes. Node-A (star shape) has routing information of a node which is two

hops away (Node-B). First, Node-A communicates Node-B to get a routing

information of a node which is 4 hops away (Node-C).

2. Secondly, Node-A communicates Node-C to get a routing information of

a node which is 8 hops away (Node-D). Node-C can probably reply with

information of Node-D, because Node-C also adds routing information as

like Node-A does.

30



Acknowledgments

1.

2.

3.

2 hops 
away

4 hops 
away

8 hops 
away

A

C

B

D

Figure 3.7: operation for creating routing table

3. Thirdly, Node-A communicates Node-D to get a routing information of a

node which is 16 hops away. If Node-D does not have routing information

of target node, Node-A tries to communicate Node-D again, after a while.

Repeating this operation, the size of routing table becomes larger. Through

above processes, the maximum size of routing table is as much as O(log N). This

routing table is likely to have more entries for the closer nodes and fewer entries

for the distant nodes. This list structure is called “skip-list”.

Figure ?? shows an example of search and a clockwise routing table of the

node (Node-ID: 18). The node gets the information related with a certain region

whose ID is 34 by following search protocol. Here, we express node (Node-ID:

18) as Node-18 and id (ID: 34) as ID-34.

1. The Node-18 compares ID-34 with Node-IDs on the routing table.

2. On the routing table, the closest Node-ID is 31 ( 8-hop away node )

3. The Node-18 sends the search query to the Node-31
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Figure 3.8: skip-list search

4. The Node-31 passes the search query to the Node-33

5. The Node-33 handles the ID-space including ID-34 and reply to the Node-18

with IP-addresses related with the ID-34.

This routing table reduces the searching cost to O(log N). This routing table also

enhances stability of Mill network. Mill network can recover itself to find alive

nodes by using this routing table even if several nodes are disconnected at the

same time.

A search method of Mill is similar to the one of Chord. Chord also adopts a

skip-list search. Mill creates a routing table based on existence of nodes. On the

other hand, Chord creates a routing table based on ID-space. In DHTs networks,

a system dose not need to consider density of nodes, because hash function assigns

random IDs to nodes. On the contrary in real space, density of nodes is changing

by location. Mill responds the difference of node density by creating routing

table based on existence of nodes. This routing table and separation method of
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Table 3.1: simulation environment
CPU Pentium4 2.4GHz

Memory 1GB

OS WindowsXP SP2

programing language Java 2 SDK ver1.5

the number of node 10–2560

ID-space 224 (4,096 x 4,096)

transfer method traffic generator

ID-space in Mill network is effective for load balance.

3.7 Load balance

DHTs use hash-function for assignment of IDs. Based on hashed IDs, informa-

tion generated by nodes is distributed. On the other hand, Mill does not use

hash-function but Z-ordering algorithm for calculating IDs. We explain how to

distribute information in Mill network as follows.

In Mill network, each node has responsibility for a part of ID-space. The size

of IDs each node manages is determined by the distance between one node and

next node. In the area where density of nodes is high, the distance between two

nodes is short. In such area, lots of information is generated, however the size of

IDs each node has is small. The size of IDs is inverse of density.

The amount of information each node has is not effected by density of nodes

because of locality of Z-ordering. Every node manages almost same size of infor-

mation, and load balance is realized in Mill network.

On the other hand, in SkipNet and Mercury network, load of nodes is affected

by the density of nodes, because each nodes has a random ID and need having

responsibility to manage a part of ID-space defined by this random ID. In SkipNet

and Mercury network, if the density of nodes is high, a particular node needs

intensively processing many queries.
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Figure 3.9: Application Example

3.8 Evaluation

In this section, we evaluate the performance of Mill system. We have made a

simulator to evaluate Mill system by Java 2 SDK. Table 2 shows the simulation

environment. We use a traffic information generator called “HAKONIWA” [68]

for transfer method of sensor devices. HAKONIWA creates information of cars

which are latitude, longitude, speed, and direction. These cars are moving around

in Nagoya city in Japan.
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3.8.1 Application example

We make a sample application on the simulator. This application creates the

traffic information. In this application 100 mobile devices (cars) are moving

around, sensing speed. After running the application, every node communicates

with some other nodes and make Mill network. Figure 3.9 shows a snapshot of

this application. Small circles represent mobile nodes and dots do information

of speed. Users determine a target region and click the bottom related with the

target region. After that, users get information on the target region. The speed

information is plotted on the target region as dots. After we search several region,

we can see the state of traffic in Nagoya city. For example, cars run more than

50km/h on the north-south highway.

3.8.2 Search path length

First, we compare the performance of routing algorithms adopted by some overlay

networks. We define the path length as the number of nodes relaying a search
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query. On each overlay network, a node tries to search one ID by using its own

routing algorithm. As Figure 3.10 shows, the path length is O(log N) in Mill,

DHTs and Mercury networks. In Mill network, the path length is almost half

of log N , because each node has clockwise and counterclockwise information of

nodes on a routing table. There is a little difference. However, each algorithm

has almost same performance in limited environment where a node tries to search

one ID.

We evaluate a path length of Mill in two circumstances. In one circumstance,

sensing devices move around randomly. In another circumstance, sensors move

on roads and its motion is simulated by “HAKONIWA” [68]. In the latter cir-

cumstance which is similar to real world, the performance of search is slightly

worse than the one by random walk, because the size of routing table of nodes in

circumstances of “HAKONIWA” is larger than th one of nodes in circumstance

of random walk, due to the difference in density of nodes within the ID-space.

If it is assumed that the Round Trip Time (RTT) of mobile phones is about

500 milli-seconds, queries reach destination nodes within 3 or 4 seconds on Mill

network.

Secondly, we compare the performance attributed to data structure on each

overlay network. As Figure 3.11 shows, we express the whole ID-space as 64 (32

+ 32)bits. It is assumed that the density of nodes is uniform. And it is expressed

that target region as “i” bit-length, the number of nodes in the target region as

“m” nodes, and the number of nodes in the whole network as “N” nodes.

DHTs only support exact match queries. In a DHT network, a node searches

all points in a target region. Then, the search cost is 2i × log N .

In Mercury network, a node searches a particular ID with messages more than

twice as much as in Mill and DHTs. Besides, it is the most significant defect that

Mercury needs to search a large area. For example, if a range query is related with

Nagoya City, Mercury needs to search north and south of Nagoya even including

Russia and Australia. Mercury also needs to search east and west of Nagoya

on the circumference of the earth, because Mercury network has to manage ID-

space of latitude and ID-space of longitude independently. In Mercury network,

a node respectively searches a stripe region of latitude and longitude related with

a target region. Then, the search cost is 2 log N + 2m × 232/2i/2.
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Figure 3.11: example of searching a region

In a Mill network, a node can search sequential IDs at a time. In the target

region, a search query is sequentially sent from a node to a node. Then, the search

cost is log N + m. Let “i”, “m”, and “N” be 54, 20, and 20480 respectively, each

search cost is as follows.

• DHT : 254 × log 20480 = 2.58 × 1017

• Mercury : 2 × log 20480 + 2 × 20 × 232/227 = 1309

• Mill : 1/2 log 20480 + 20 = 27

In DHTs networks, a node should search all points in a target region. In Mercury

network, a node should search a external stripe region. On the contrary, in

Mill network, a node just communicates with nodes in target region. So, the

performance of Mill is better than other overlay networks. However, if “m”

increases, the performance of Mill becomes worse. The factor of performance
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degradation is sequential search in the target region. It seems that adopting

routing table is effective in the target region to solve this degradation. We need

to consider the relation among the quality of information, the density of nodes,

and the routing table. This optimization is a future work.

LL-net has hierarchical ID-space to improve search mechanism. LL-net solves

range queries via almost O(log N) by creating a number of hierarchical layers.

However, as the number of hierarchical layers becomes larger, the management

cost increases. If one of the layers consists of very small areas, user can search

very a small region. On the contrary, as the number of rendezvous peers increases,

the super peer should manage a large number of rendezvous peers.

The performance of DHTs and LL-net are directly affected by the size of ID-

space. One of the Mill’s advantages is that the performance of Mill is not affected

by the size of ID-space.

Discussion of Z-ordering algorithm

As above section, the advantages of proposed method is discussed. However, Z-

ordering is not always useful for searching various types of square regions. Here,

detailed features of Z-ordering is discussed.

If users search the regions (parts of ID-space ) which is divided by power of 4

bits, users can attain sensing data by just one query. This is the best case of search

by Z-ordering. If regions of search are changed longitudinally or latitudinally, the

cost of retrieval increases. Figure 3.12 shows changes of search regions, and Figure

3.13 shows the numbers of queries and hops related with the difference from the

best case. It is assumed that the density of nodes and size of search region are

the same as Figure 3.11 shows.

In Figure 3.13 “long” means longitudinal direction, “lati” also means latitudi-

nal direction, “hop” means the number of hops and “query” means the number of

queries. Misalignment from the best case decreases retrieval performance. How-

ever, as Figure 3.13 shows, this disadvantage is not serious, because the higher

limit of retrieval cost is fixed (3 queries, 54 hops) by searching a little large

region (1.5 times the best case) including a target region. A diagonal misalign-

ment causes the worst case, and 2.5 times region compared with the best case

is searched. Then, Mill network should process 4 queries and 78 hops in higher
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Figure 3.12: changes of search region
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Figure 3.13: features of z-ordering (changes of regions)
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limit.

On Mill network, misalignment of search region causes degradation of search

performance, however compared with DHTs, Mercury and other overlay networks,

this disadvantage is not serious. If multi-scale grid interface whose one grid cell

represents the best case is provided, users can change the scale and pick up several

target grid sells. This user interface causes little restriction and Mill network

always processes queries of searching regions consisting of the best cases.

On the other hand, latitudinal or longitudinal increase of search region causes

serious effect on the retrieval performance. If search regions are increasing as

Figure 3.14 shows, the number of hops and queries are also increasing as shown

in Figure 3.15. The larger a target region becomes, there are more nodes in it.

For this reason, increase of search region basically causes degradation of retrieval

performance on any overlay networks. To make things worse, on Mill network,

retrieval performance becomes more diminished than other overlay networks, be-

cause elongated rectangle region is divided into squares (the best case) and some

queries which is the same number of squares are processed. As the Figure 3.15

shows, the longer one side of rectangle becomes, the worse retrieval performance

becomes, and the retrieval advantage of Mill is gradually diminished. However,

there is a method preventing from degrading retrieval performance. Each query

which is related with square region is independent from other queries, and can

be processed concurrently. Consequently, some queries generated to search elon-

gated rectangle region can be independently and concurrently processed by mech-

anism of threads programing. In addition, considering that users usually search

square or circular region and rarely research extreme elongated rectangle region,

Z-ordering is suitable for almost cases.

3.8.3 Management cost

There are 2 types of messages in Mill network. One type is join-leave message.

This message is sent if a node joins or leaves from Mill network. Another type is

keep-alive message. A node sends this message to recognize a link status of other

nodes.

We evaluate the number of processed messages per node. In Figure 3.16,

“Hakoniwa-stable” means that IDs of nodes are determined by HAKONIWA
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Figure 3.14: increase of search region
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(traffic information generator) and nodes don’t often join and leave from overlay

network because the status of link is stable. It is assumed that nodes are stable

machines having wired-link as like home agents of mobile devices, rack-mounted

PCs managing sensor devices and other stable computers. And “random-mobile”

means that IDs of nodes are determined by function of random or hash and status

of network is unstable. In this case, it is assumed that nodes are mobile nodes

having wireless link (e.g. PHS, wireless-LAN) as like cars, PDAs and other mobile

devices.

In the case of HAKONIWA, if nodes repeatedly join and leave from overlay

network, the management cost are increasing as the number of nodes increases.

The reason is that lots of recovery message are generated in the place where the

density of nodes is high. However, if status of link is stable, management cost is

constant.

For sharing sensing data generated by mobile devices, nodes of overlay net-

works are stable nodes and mobile devices should have a role of not an overlay

node but a data generator. And stable nodes should gather and manage sensing
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data generated by mobile devices.

In this stable situation, management cost of nodes in Mill network is constant

and Mill is scalable to increasing the number of nodes.

3.8.4 Robustness

We evaluate the robustness of Mill network. It is important to work Mill network

even if link status of nodes is continuously changing. We define the normal

condition of Mill network as that every node appropriately manages ID-space

and connect to neighbor nodes. In other word, in this condition, each node can

correctly put and get information. In this simulation experiment, a particular

percent of nodes is forced to be disconnected at once. Alive nodes try to recover

Mill network to find other nodes by using a routing table. As Figure 3.17 shows,

Mill network can recover itself perfectly (100%) until disconnected rate is about

15%. Each routing table has information of neighbor and distant nodes, and

Mill network can recover itself by this routing table even if several nodes become
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disconnected at once.

3.9 Related Work

There are several P2P networks considering location. However, these P2P net-

works have some defects in managing location-related information. GHT[61] is

a location based P2P network. This P2P network defines an area as a square

region divided by latitude and longitude. GHT adopts a routing algorithm based

on GPSR[34]. GHT supports region search. However the performance of search

is not good and this network is not scalable.

In DHTs networks, a large number of queries are generated for region search

because of a hash function. In Mercury networks, users can search a particular

range on one dimension. However, users have to search a large region to get infor-

mation of a particular geographical region, because each attribute is independent

from others in Mercury networks. It is difficult to handle sensing data based on

geographical location in these overlay networks.

In GHT network, users can search two dimensional surface for target regions.

However, the performance of search is low (O(
√

N)) and fixed size of grid disturbs

multiscale geographical search. And GHT dose not consider event driven behavior

and feasibility of deployment.

3.10 Summary of Mill algorithm

In the ubiquitous computing environment, communication devices can provide

information anywhere and anytime. Therefore, information should be shared

among communication devices based on geographical location. Mill enables com-

munication devices to share information based on geographical location. In an

N-node network, Mill can search information by O(log N) and each node main-

tains routing information of O(log N) other nodes. Management cost of each

node is constant if the number of nodes is increases. In addition, Mill can recover

the overlay network, even if 15% nodes become disconnected at the same time.

The search mechanism by using “Z-ordering” is efficient to get data in a

geographical square region. By this method, users can search any size of square
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region. Mill provides fast and flexible geographical search mechanism. If nodes of

Mill network are consisted of stable machines and nodes manage data generated

by sensing devices in each place, Mill contribute to manage and share data in

ubiquitous sensing environment.
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An implementation methodology

of geographical overlay networks

suitable for ubiquitous sensing

environment

4.1 Introduction

Today’s sensing devices such as weather sensors, cars, and other devices become

powerful. In addition, these devices have connectivity to the Internet and equip

positioning devices such as GPS sensors. It is expected that the number of these

devices become larger and larger. In this environment, these sensing devices can

immediately collect and provide information anywhere and anytime. We call this

environment ubiquitous sensing environment.

If we use a large number of information these devices provide, we can obtain

detailed and up-to-date information. And these huge data can be applied for

lots of applications. Gathering information based on geographical location can

be efficient for environmental problems, educational material, businesses and our

daily lives. For example, if we can gather exact torrential rainfall information

in some region, this information is useful for evacuation instructions. And if we

can examine distribution of temperature, we apply this information to solve the
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problem of heat-island effect.

In ubiquitous sensing environment, sensing data is generated anywhere and

anytime. To manage and provide a large number of sensing data, we have been

developing geographical location oriented overlay network called “Mill”[46].

In this Chapter, we discuss the implementation of “Mill”, which is suitable

for ubiquitous sensing environment. In this environment, queries from users and

sensing devices have some characteristic patterns. Recent years, we have installed

weather sensors and share these information on Live E! project[41]. In Live E!

networks, almost users constantly get weather information of the same region,

because users want to know weather conditions around their home, office or other

particular places. And sensors constantly generate weather data of the same

region, because almost sensors are equipped on a particular location.

Mill provides distributed environment based on geographical location and sup-

ports multiscale region search by O(log N) hops. In addition, the number of

queries of users and sensors are minimized by iterative routing in Mill network.

And Mill supports an event driven mechanism on geographical overlay network.

The rest of this Chapter is structured as follows. Section 4.2 describes require-

ments in ubiquitous sensing environment. Section 4.3 shows the related work.

Section 4.4 and 4.5 present the mechanism of Mill and explain its implementa-

tion. Section 4.6 describes evaluations of Mill’s implementation and its shows

how many users and sensing devices Mill can handle. Finally, we summarize our

contribution in Section 4.7.

4.2 Requirements for ubiquitous sensing envi-

ronment

In ubiquitous sensing environment, there are lots of devices including weather

sensors, web cameras and other sensor devices. To manage these huge number of

data, we have proposed an overlay network called “Mill”, which supports “scala-

bility”, “multiscale region search” and “fast search”. However, there are several

requirements that we have to cope with.

• handling repetition of similar queries
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Sensing devices such as weather sensors constantly generate data and users

need to constantly get these data to know the current status. For example,

users check current status of temperature, wind speed or other weather

information. On existing overlay networks, users need to search overlay

network each time they want to get data. In this case, relaying nodes

should pass many same or similar queries from one node to another. This

operation wastes time and network resources.

If overlay networks support that users in a particular region can directly

access to data generated by sensing devices in the same region, it is possible

to reduce the almost all relaying queries in overlay networks.

Systems managing ubiquitous sensors should consider the characteristics of

query patterns from users and sensing devices.

• supporting event driven behavior

There is a requirement that users want to receive an alert message. For

example, users want to receive a message when it is starting to rain. To

realize these alert services, a polling method is useful, but it might waste

network resources. To save network resources, an event driven method is

required.

On existing overlay networks, users should install some special softwares to

get data from overlay networks. If some nodes pushing alert messages can

know some users information in advance, special softwares enable users to

receive alert messages when a particular event occurs. However, the setup

cost of installing special softwares restricts the number of users. Sensing

data, such as temperature and rainfall, are highly public data. In order to

enable lots of users to use such public sensing data, overlay networks should

support an event driven method without special softwares.

• considering flexibility of system operation

In overlay networks, using some special software restricts the number of

users and makes operation difficult. And in ubiquitous sensing environment,

the number of sensing devices becomes larger and larger. To adapt this

situation, overlay networks must consider flexibility of system operation
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Figure 4.1: iterative routing

which includes easy installation, easy operation and flexibility for user’s

environments.

4.3 An implementation toward characteristics

of ubiquitous sensing data

To meet the requirements in section 4.2, we implement Mill based on HTTP,

because HTTP meets these requirements and additionally has some good features

for ubiquitous sensing environment. This section describes implementation of

Mill.

4.3.1 Handling repetition of similar queries

We have operated Live E! network, in which weather information mainly is man-

aged [51]. In this sensor network, users tend to search the same place to get

constantly current status of that place, since people are interested in situation of

their home or office. And sensing devices constantly measure data of the same

place, because almost sensors are equipped on a particular location. Consequently
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Figure 4.2: Mill network based on HTTP

similar or same queries for uploading and downloading sensing data are frequently

generated. In this case, relaying nodes should pass many similar or same queries

from one node to another on an overlay network. This operation wastes time and

network resources.

To handle these queries, we adopt skiplist with iterative routing on our overlay

network. Figure 4.1 shows a process of iterative routing. Unlike recursive routing,

by using iterative routing, users communicate with several relaying nodes until

a query reaches up to a target node. After reaching a target node, users can

cache routing information (e.g., IP-address, ID-space) of the target node and

its neighbor nodes, because of features of skiplist. The routing table made by

skiplist enables a querying node to especially communicate with neighbor nodes

of a target node.

Figure 4.2 shows that users and sensing devices communicate with nodes of

Mill. In Mill network, sensing data are managed based on geographical location

by nodes. Consequently, users constantly communicate with the same node, if
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they want to know the current status of a particular region. Caching information

created by skiplist with iterative routing enables queries and sensing data to

dynamically being clustered in a particular local area, and nodes and sensing

devices can directly connect to a target node. In addition, this cache is effective to

search adjacent area of the target node. And sensing devices also directly upload

data to the target node in the same way. Caching mechanism by iterative routing

optimizes the path of queries from users and sensing devices. For this reason, the

number of relayed queries can be significantly reduced. And data related with a

particular region are automatically gathering at a particular node. Like DBMSs,

methods of creating index are efficient for multiple-attributes search if data are

managed at one place. In fact, on Mill network, first of all users must search

by geographical location. This restriction enables to support multiple-attributes

queries. After searching by geographical location, users reach to a target node,

and can search by other any attributes and get data from the target node.

On ordinary overlay networks sharing files, queries are relayed from a node

to another node, and after retrieval users download target files. In these cases,

relayed queries do not cause serious problems, because basically size of target

files are several MBytes, sometimes several GBytes and download cost is much

larger than retrieval cost. In other words, one data of file have some values and

usefulness. On the contrary, one sensing data hardly has some values, because

each sensing data is very small and lacks of reliability. Gathering data by time,

geographical location or other attributes, sensing data become valuable data. To

get valuable sensing data, lots of queries are generated and these queries cause

some traffic on overlay networks. Like DHTs and other overlay networks, if every

queries are relayed among nodes, additional large traffic causes constantly. As

Section 3.8.2 describes, management of ID space has great effect on the perfor-

mance of retrieval, and in addition, it is important to consider query patterns

and features of data.

Users or sensing devices communicate with nodes on Mill network through

HTTP. HTTP is suitable for an iterative routing, because HTTP basically con-

sists of one request and one response. The request and response corresponds

to query and reply of iterative routing. Users easily get sensing data on Mill

network by some web browsers or other HTTP clients, without installing special
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software. In addition, iterative routing is efficient for avoiding performance re-

duction caused by time-out. Recursive routing is fast, but querying clients can

not know relaying nodes. For this reason, if time-out happens, a querying node

can not do anything. On the contrary, by using iterative routing, clients can

communicate with all relaying nodes. A querying node therefore can find out

nodes causing time-out and change routing path, picking up an other node by

own routing table.

4.3.2 Supporting event driven behavior

There is a requirement that users want to receive an alert message. For example,

users want to receive a message when it is starting to rain or temperature gets

over 35 degrees Celsius. To realize these alert services a polling method is useful,

but this method might waste network resources. To save network resources, an

event driven method is required.

To realize an event driven method, we apply a data pushing mechanism called

“Comet” on an HTTP server. A server-side application does not respond to the

requests from client-side applications, and the connections between a server and

clients remain until the event occurs. When the event occurs, the server pushes

the data to the clients through the already-established connection.

On existing overlay networks, users should install some special softwares to

get data from overlay networks. This setup cost restricts the number of users.

On Mill network, users easily can receive event driven messages as well as getting

sensor data without installing particular softwares.

4.3.3 Considering flexibility of system operation

In ubiquitous sensing environment, the number of sensing devices becomes larger

and larger. To adapt this situation, overlay networks must consider flexibility of

system operation which includes easy installation, easy operation and flexibility

for user’s environments.

To realize these requirements, we adopt HTTP as an underlying communica-

tion protocol of “Mill”. Using HTTP, we can define services for responding users

and sensing devices with URLs. Mill nodes have own software version, and URLs
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Table 4.1: environments of evaluations
CPU AMD Opteron252 x 2

Memory DDR400 4GB

Hard Disk Ultra320 SCSI 10000rpm 150GB

NIC Gigabit Ethernet (PCI-X)

OS Linux 2.6.17-10 (ubuntu 6.10)

Language Perl 5.8.8

Data Base SQLite 3.3.5

are managed by software of Mill in each version. As software of Mill is upgraded,

URLs basically increase with new services. Accessing to a node of Mill, Users get

lists of services (URLs) and its explanations with some web browsers. If users

want to receive some services, they just specify URLs. For this reason, users can

receive services without special software. HTTP is one of the most popular pro-

tocol and its interconnectivity is high between different sites. Adopting HTTP

enables operation of overlay networks easy. In addition, we use lots of software

assets for HTTP. For examples, SSL can be used for encrypted communication

and redundancy technology for web sites can be used for improving application

availability of each node.

Moreover, adopting HTTP also provides flexibility for developer’s environ-

ments. For examples, if we want to improve a performance of database or add

new functions, we can easily exchange a RDBMS or write additional code. The

reason is that an interface is represented by a URL and URLs can be handled

independently from the internal implementation. In other word, URL hides the

internal implementation of software. For this reason, adopting HTTP provides

flexibility of developer’s environment. However, it is a little difficult to practi-

cally exchange databases, because the way of accessing to data is different on

each system. We therefore implement an O/R mapper of Mill in order to enable

almost RDBMSs to be operable on Mill network. Mill considering easy installa-

tion, expandability and flexibility of development, and as the result Mill provides

flexibility of system operation.
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Figure 4.3: environment of evaluations

4.4 Evaluation

In this section, we evaluate the performance of Mill. We have implemented nodes

of Mill by Perl. Table 4.1 shows the specification of implementation and exper-

imental environment. We measure the performance of downloading data, up-

loading data and notification of events. Figure 4.3 shows the environment of

evaluations. One node on Mill network consisting of total 10 nodes processes lots

of queries from sensing devices or users. Through this experiment, we clarify the

performance limitations.

As shown in above section, Mill realizes localities of processing sensing data

besides the accessibility to the whole geographical region. On Mill network, some

clusters related with particular local areas are dynamically created. One cluster

consists of one Mill node and a large number of sensing devices and users, and

almost all communications are processed within each cluster. For this reason, if
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Figure 4.4: Downloading sensing data

we evaluate the performance of one Mill node, the performance of the whole of

Mill network is almost clarified.

We have evaluated performance [46] of routing algorithm, messaging cost and

robustness in Mill network on HAKONIWA [68]. HAKONIWA is a traffic simu-

lator on which lots of cars are moving around and generating sensing data (e.g.,

velocity, direction) in a particular city (e.g., Nagoya, Tokyo). On this environ-

ment being close to real world, Mill network consisting of thousands of nodes is

able to achieve its goals of logarithmic-hop routing, scalability and robustness as

an overlay network. In other words, we have evaluated the performance of the

overlay network (Mill) consisting of lots of nodes on the simulator. This time

we therefore implement nodes of Mill, and evaluate the performance of one Mill

node in order to clarify the performance of the whole of Mill network in real

environment.
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4.4.1 Downloading sensing data

We evaluate a performance of downloading data. As we describe in the above

section, users tend to get constantly sensing data of the same place. In most

cases, users directly communicate with target nodes. Therefore, we evaluate

performance limits of downloading data per node.

Figure 4.4 shows the result of downloading performance. The “response time”

means the time from when a user sends a query to a target node to when the

user receives the answer of the query. One “data” is consisted of ID of sen-

sor, sensor type, time when data is generated, Mill-ID (made from latitude and

longitude) where data is generated and value of a sensor. The example format

(JSON) of one data is as follows. Users can get this data, if users access to URL

(http://192.168.0.1/get/data?last=1&sensor type=Pressure) of a target node as-

signed “192.168.0.1” as IP-address.

{

"id":1,

"mill_id":"0xed01944ec1361d9e",

"sensor_type":"Pressure",

"time":"2007-09-24T11:06:44+09:00",

"value":"985.2"

}

In Figure 4.4, “data-1” means that users get one sensing data per query. One

Mill node can response to approximately 320 queries per one second. And “data-

10” means that users get 10 sensing data per query. Then, one Mill node can

response to approximately 300 queries per one second. This result shows that

one Mill node can process almost 9.3 times the amount of data traffic by merging

sensing data, compared with “data-1”.

As users want to get larger data, the performance of downloading data be-

come better. On the contrary, response time becomes worse and the efficacy also

becomes worse. As Figure 4.4 shows, “data-100” provides better performance,

considering both downloading data and response time.

In the Live E![41] network, weather sensors upload current data once a minute.

Therefore, if every users want to keep getting current 10 kinds of data, one Mill
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Figure 4.5: Uploading sensing data

node can handle 18,000 (= 3000(data/sec)÷ 10(data)× 60(sec)) users on perfor-

mance limits.

Compared with other overlay networks, Mill reduces almost all relaying queries,

because users can directly access to nodes of Mill. If users get certain data on

1000-node network, the cost of search is approximately 10 hops on existing overlay

networks. The relaying cost is almost equal to the cost of getting data, because

size of sensing data is very tiny. Mill improves the cost of search by approximately

90% on 1000-node network. This improvement is also efficient if sensing devices

upload data.

4.4.2 Uploading sensing data

First, we evaluate a performance of uploading data. Sensor devices directly com-

municate with target node, because almost sensors are equipped on a particular

location. For this reason, we evaluate performance limits of uploading data per
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Figure 4.6: Efficacy of optimized format

node.

Figure 4.5 shows the result of uploading performance. One “data” is consisted

of ID, Mill-ID, sensor type, time, and value. Uploading clients use latitude and

longitude instead of Mill-ID. As sensing devices (uploading clients) put larger

data, the performance of uploading become better. In addition, poor sensing

devices can save their energy, uploading several data at once.

However, “data-1000” is too large to improve the performance. In order to

upload sensing data, uploading clients have to register before uploading data.

When a node of Mill receive sensing data from uploading clients, the node checks

the sensing data whether data are sent by a registered sensor. This process of

checking data makes the performance worse.

Secondly, we optimize the format for uploading sensing data. And we com-

pare the performances of normal uploading and optimized uploading. Ordinary
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weather sensors have some functions. For example, these sensors can measure

temperature, humidity, pressure and other several items of weather. Aggregating

sensing data sent from the same sensor device, nodes of Mill reduces the number

of checking sensing data.

Figure 4.6 shows the result of comparison. The graph legend of “opti” means

that nodes of Mill can checks data blocks at once by optimized format. As the

data becomes larger, the efficacy of optimization becomes better.

If a sensing device measures 10 kinds of data and send data to a node per one

minutes, one Mill node can handle 13,000 (≈ 220(data/sec) × 60(sec) = 13200)

sensors on performance limits. If an uploading client aggregates 10 sensors, that

means sending 100 “data” to a node per one minute, one Mill node can handle

52,000 (≈ 870(data/sec) × 60(sec) = 52200) sensors per node.

As Section 2.4 describes, 15,000,000 weather sensors are needed to measure

weather conditions by micro-alpha-scale. If one set of this weather sensor has ten

kinds of sensors, Mill network consisting of 2,900 (≈ 15, 000, 000 × 10 ÷ 52, 000)

nodes can manage this scale sensor networks. The bottleneck of uploading perfor-

mance is writing to the database system. Mill abstracts internal implementations

by HTTP, and also implements O/R mapper to exchange database systems eas-

ily. It is expected to improve uploading performance by exchange of database

and existing techniques of performance tuning, and the less number of nodes can

manage larger scale sensor networks.

Considering data replications, the larger number of nodes is needed. Replica-

tion process is as following. After receiving sensing data, a node sends next node

replication of these sensing data. If a node suddenly becomes disconnected, next

node recover the lack of ID space and manages ID space including the discon-

nected node managed, and provides sensing data including the disconnected node

had. As the Figure 4.6 shows, uploading bulk data is efficient. However, to send

replication data at long interval is in danger of losting large data if nodes leave

from overlay networks. And then, in addtion long delay can be occured when user

getting current sensing data. There is a trade-off between interval of uploading

replication data and lack of sensing data. These parameters are depends on kinds

of applications. In most cases, lack of several sensing data can not cause seri-

ous effects on applications, because time-series data at around these trouble and
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Figure 4.7: average response time

neighboring data complement lacks of data. An important factor is increasing

management cost of a recovering node. If a recovering node manage additional

ID space which is equals to a disconnected node managed, the recovering node

constantly has to process approximate the twice number of queries. Then, if the

uploading cost the recovering node processes exceeds the performance limit, many

sensing data constantly lost. There is another approach to avoid lacking sensing

data. Implementations of user-interface are hidden by communication protocols,

and it is possible to improve robustness of a particular node by constructing a

cluster system as like redundant web servers or database systems. The cost of

recovering overlay networks is high, and therefore, it is necessary to consider pro-

vision of preventing from exeeding the performance limits, if providing practical

applications.

4.4.3 Event driven messages

Mill supports event driven method by mechanism of “Comet”. Here we evaluate

the performance of response time when a particular event occurs.

60



Acknowledgments

�������������������
�����
� ��� ��� ��� ��� ������	�
���	��		����	�������	������������������� ��	�������������	�������������

Figure 4.8: total response time

Figure 4.7, 4.8 shows the result of performance if a Mill node handles con-

current connections. In these Figures, graph legend of “con” means that users

connect to a Mill node and ”res” means that a Mill node respond to users. And

“128” means that the maximal value of “SOMAXCONN”. The legend of “1024”

is also the maximal value of “SOMAXCONN”. Unix operating systems defines

the number of listen queue by “SOMAXCONN”.

As Figure 4.7 shows, the time of connection and response are almost constant

and it is milliseconds. As the number of concurrent connections becomes larger,

the total response time linearly becomes longer. Because Mill adopts an asyn-

chronous IO system at handling HTTP requests. Figure 4.8 shows that if the

number of concurrent connection is 1024, the response time is approximately 2

seconds. This result means that users can receive an alert message at least in 2

seconds. This response time is useful to lots of applications, which are alerting

start of rain, transgressing 35 Celsius and others.

Push mechanism reduces the larger number of queries than polling mechanism

does. On the other hand, by using push mechanism nodes of Mill manages con-

current connections from users, and then nodes consumes larger memories than
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Figure 4.10: example of event driven behavior

62



Acknowledgments

by using polling. In other words, there is a trade-off between communication lines

and memory space. Figure 4.9 shows the increase of memory consumption related

with the number of concurrent connections. As the Figure shows, if 1,000 users

concurrently connect to a nodes, the node approximately consumes additional 18

MBytes memories. Machines used for this experiment have 4 GB memory, and

can approximately manage 222,000 connections. For this reason, memory con-

sumption caused from concurrent connections does not become serious problems.

Figure 4.10 shows that a user receives an alert message of rainfall by an

ordinary web browser. Without installing any special softwares, users can easily

receive some services.

4.5 Summary of Implementation of Mill

In the ubiquitous sending environment, sensing devices can measure lots of kinds

of data anywhere and anytime. To share these huge sensing data through the

Internet, we implement a geographical location based P2P network called “Mill”.

Mill provides distributed environment based on geographical location and sup-

ports multiscale region search by O(log N) messages.

Our implementation of “Mill” handles repetition of similar queries, supports

event driven behavior and considers feasibility of deployment in ubiquitous sensing

environment. We adopt HTTP as a communication protocol and iterative routing

as a routing algorithm to realize the above three requirements.

The results of evaluation show that one Mill node can handle ten thousands

of users and sensing devices, and thousands of Mill nodes can manage weather

data of micro-alpha-scale in Japan. If we can install Mill nodes different places

on the Internet, we will be able to manage the huge data in ubiquitous sensing

environment.
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Chapter 5

Construction information

infrastructure for sensing the

Earth

The Live E! project is an open research consortium among industry and academia

to explore the platform to share the digital information related with the earth and

our living environment. We have getting a lot of low cost sensor nodes with In-

ternet connectivity. The deployment of broadband and ubiquitous networks will

enable autonomous and global digital information sharing over the globe. In this

paper, we describe the technical and operational overview of Live E! project, while

discussing the objective, such as education, disaster protection/reduction/recov-

ery or business cases, and goal of this project activity.

5.1 Introduction

Recent natural disaster, e.g., hurricane or global warming, or heat island effect

in the metropolitan let increase the attention and interesting on grasping the

detailed status of space. This is because, due to these disasters, our social life

and business activity could be seriously degraded or sometimes be damaged.

When we could realize the relationship of cause and effect, it would be expected

to reduce and protect the damage by these disasters. The structure change of

metropolitans in the developed countries and rapid inflation of cities in Asian
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countries make complex and difficult to realize the real status and tendency of

global weather system. As symbolized by Kyoto Protocol proposed by United

Nation in February of 2005, so called COP3 [37], it is realized as the urgent and

serious global agenda to reduce or to stop the global warming effect.

We have getting a lot of low cost sensor nodes with Internet connectivity.

The deployment of broadband and ubiquitous networks will enable autonomous

and global digital information sharing over the globe, using these sensor nodes.

When these wide variety of sensor nodes are autonomously connected and the

sensor information let available to all the node on the Internet space, different

types of sensor information, e.g., video or still image captured by Web camera,

temperature, location, IR-image or chemical, can be integrated for data analysis.

Then, we will be able to create so wide variety of applications and possibilities.

When these sensor nodes are connected with broadband Internet, these informa-

tion can be available even in real-time fashion. We have realized and proposed

the activity, called Live E! Project [41], that is a sensor networks sharing all the

digital information related with the at large status of the Earth for any purpose

and for anyone.

We expect that these digital information will be used for various purposes,

e.g., educational material, public service, business cases, by the deployment of

effective and safe physical space for all the human being. Internet has been origi-

nally invented and developed to use and to share the expensive high performance

computers, remotely. In these days, the jobs executed at the computer were

numerical calculation for particular work to provide more effective working en-

vironment for researchers. Digital information has the following five primitives;

generation, collection, circulation, processing, sharing. Through these five primi-

tives, the computer system can improve and innovate the life-style of human being

or the professional/commercial activities. Also, we have realized that the ICT

can contribute to improve and innovate the human life and industrial activities

more effective and safer.

In following sections, we describes the technical and operational overview

of Live E! project, while discussing it’s objective, such as education, disaster

protection/reduction/recovery or business cases, and goal of this project activity.
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Figure 5.1: integrate interface by SOAP/HTTP

5.2 overview of Live E! project

Live E! Project is a R&D consortium founded by WIDE project and IPv6 Pro-

motion Council, Japan. This project is aiming to establish the platform to share

all digital information, generated by sensor devices all over the world. Now, these

devices are installed and operated individually by each organization.

The information should be related with the live environmental information of

the Earth. By sharing this digital information, we will be able to create new appli-

cations, which can contribute to safety and effective space (environment). Some

applications, such as basic information for the protection of environment (e.g.,

a heat-island phenomena in metropolitan), educational material, public service,

public safety or business applications, could use the common digital information

for different purposes. Figure 5.1 shows the overview architecture of Live E!

project. The working agendas of Live E! are installing a large number of sensors,

combining every organization and individual to preserve global environment, and

contributing environmental problems, education and businesses.
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5.3 Live E! deployment

We have realized that the weather station with Internet connectivity has the

following three application areas with single device.

(1) For Educational Material

Weather information data is useful data for education and for research on

geophysics. There are wide variety of educational program on geophysics,

related with the weather system, from the elementary school to the college.

Actually, in Live E! project, we have worked on the educational program

in the elementary school in Minato-ku in Metropolitan Tokyo, and on the

engineering program in some high schools collaborating with university in

Hiroshima.

(2) For Public Service, e.g., disaster reduction/recovery

Weather information is very important and critical information for the case

of disaster. In these days, we have a lot of natural disasters, such as flooding

or earth-quake. Grasping the detailed information for the disaster case is

useful for proactive and reactive program. These are disaster protection,

reduction, and recovery. For example, the detailed weather information

on the road or at the evacuation sites, the people could take appropriate

evacuation path. Also, none knows the exact and detailed data on the heat-

island effect at metropolitan. We must grasp the real status of town with

large number of weather sensors.

In the fiscal year of 2006, Live E! project will deploy the Internet weather

sensors for public service at Minato-ku in metropolitan Tokyo [48], at

Kurashiki-city in Okayama [35], at Hiroshima-city and other local gov-

ernments. Minato-ku is focusing on the disaster protection and reduction

against some natural disasters (e.g., flooding or earth-quake), and focus-

ing on the understanding the detail of heat-island effect of metropolitan

Tokyo. Kurashiki-city is focusing on the disaster protection and reduction,

against the flooding due to heavy rain. Figure 5.2 shows the current status

of weather around Kurashiki City.
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Figure 5.2: sensor data of Kurashiki City

(3) For Business case

There are a lot of potential business applications, by the use of weather

information. One of example would be effective taxi dispatching using the

rainfall information. Dispatching the taxi cabs around the area, getting

the rain, leads to higher income by the increase of customer. The other

example would be electricity power company. Once they can operate total

energy control and management system, they could reduce the amount of

investments on the power generator or power supplying system, which is

very expensive facility for them. Seriously, they may start to think about

total portfolio for business investments.
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Table 5.1: normalized name & unit
name unit

Temperature centigrade

Humidity %

Pressure hPa

RainFall mm/h

WindSpeed m/s

WindDir degree

Table 5.2: examples of profile data

name explanation

address address of sensor

location installation location

ipAddr IPv4 address

ip6Addr IPv6 address

latitude latitude of sensor

longitude longitude of sensor

altitude altitude of sensor

5.3.1 Data normalization and access method

In order to share sensing data with every organization and individual, first we need

to normalize data format and access method. In this sub-section we introduce

our data format with some examples.

The weather information is expressed by XML and transferred among the

servers and clients using the SOAP. The sensor is not defined by node, but is

defined by each sensor function. A typical internet weather station has multiple

sensors in a single station in it, which sensors are temperature, humidity, pres-

sure, rainfall, wind-speed and wind-direction. This typical weather station has

5 objectives defined by XML. Each objective has their own profile information,

such as location, sensor type, IP address or name.

As shown in Table 5.1, we basically adopt MKS-system on our platform. If a
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Table 5.3: examples of SOAP web-services
getCurrentDataAll()
- get current data from all sensors

getCurrentDataByAreaRect( x1, y1, x2, y2 )
- get data generated in particular region

getDataByTimespan( sensorID, startTime, endTime )
- get data by time-span

getCurrentDataByType( sensorType )
- get current data of specific sensor type

getProfileAll()
- get all profile data

getProfileByType( sensorType )
- get profile data of specific sensor type

putData( xmlDocument )
- put sensing data

setProfile( xmlDocument )
- set profile data

new kind of sensor is installed, project member will define its name and the unit

(recently, we installed CO2 sensors, illumination sensors, acceleration sensors and

other sensors). By SOAP web-services, we create a user interface (Figure 5.1). As

databases are synchronized between two locations, users can select web services

which they want to use.

As the table 5.2 shows, we also provide attribute information of sensors called

”profile data”. We normalize and provide sensing data and profile data as XML

document. Application creators freely combine sensing data with profile data to

meet each requirement.

Example web-services we prepared are shown in Table 5.3. Here, we intro-

duce an example way to retrieve sensor data. The most popular web-service is

”getCurrentDataAll()”. By this function, user gets current data generated by all

sensors. Following Perl script is an example code to do it.Of course, any language

and operating system can access to sensor data by using SOAP.

#!/usr/local/bin/perl -w

use encoding ’UTF-8’, STDOUT => ’shiftjis’;
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<sensorGroup address="
��������

2-11-16 " class="combinedSensor" id="live-
e.org/WXT510/03000005c3a2/" latitude="35.712194" location="

���	
����" 
longitude="139.76775" sensorModel="WXT510" sensorVendor="vaisala">
<sensor id="live-e.org/WXT510/03000005c3a2/Temperature" sensorType="Temperature">
<value time="2006-07-25T19:37:33.0000000+09:00">25.8</value>
</sensor>
<sensor id="live-e.org/WXT510/03000005c3a2/Humidity" sensorType="Humidity">
<value time="2006-07-25T19:37:33.0000000+09:00">73.3</value>
</sensor>
<sensor id="live-e.org/WXT510/03000005c3a2/Pressure" sensorType="Pressure">
<value time="2006-07-25T19:37:33.0000000+09:00">1009.4</value>
</sensor>
<sensor id="live-e.org/WXT510/03000005c3a2/RainFall" sensorType="RainFall">
<value time="2006-07-25T19:37:33.0000000+09:00">0</value>
</sensor>
<sensor id="live-e.org/WXT510/03000005c3a2/DayRainFall" sensorType="DayRainFall">
<value time="2006-07-25T19:37:33.0000000+09:00">0.64</value>
</sensor>
<sensor id="live-e.org/WXT510/03000005c3a2/WindDir" sensorType="WindDir">
<value time="2006-07-25T19:37:33.0000000+09:00">174</value>
</sensor>
<sensor id="live-e.org/WXT510/03000005c3a2/WindSpeed" sensorType="WindSpeed">
<value time="2006-07-25T19:37:33.0000000+09:00">0.9</value>
</sensor>
</sensorGroup>

Figure 5.3: example of reply as XML document

use SOAP::Lite;

$service = SOAP::Lite -> service(

’http://example.com/axis/DataProvider?wsdl’);

$currentData = $service->GetCurrentDataAll();

print $currentData;

Figure 5.3 shows the result XML documents when above example Perl script

executed. We standardized XML format. Using other SOAP web-services, user

always receives data as same XML format. Defining the name of web-services

and XML format contributes to create application easily. In addition, as the

above XML documents shows, we define a sensor-group. Sensor-group organizes

individual sensors. In above XML document, class of sensor-group is ”combined-
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Sensor”. This sensor-group organizes a multiple sensor as one of sensors. We

define a new class of sensor-group for several purposes. For example, class of

”zipCode” is to manage a particular area, and class of ”highAccuracy” is to pick

up high performance sensors. Of course, we create new web-services by combining

several classes. Sensor-group improves a creativeness of raw sensing data.

Here, we introduce some of our applications created by SOAP web-services.

Figure 5.4 shows the example of data displaying. On the web site, user can search

each place for detailed data, which are graph of sensors, XML (or CSV) data and

pictures of web cameras. And, with Google Earth ,we show the status of clouds

and path information of a typhoon with sensor data. Live E! Project doesn’t

observe cloud and typhoon. Collaborating with other organizations, our project

provides these data. We enhance the collaboration with others.

We also provide educational materials. We made a information viewer dis-

playing real time sensor data. Students of elementary school constantly check

and record the data of this viewer. Students will plot a graph with these data

and discuss the difference of daily weather and local climate, and compare climate

of home town with other place. Students will take interest in science with such

actual experiences.

We have installed more than 100 stations and let them on-line. Some of

stations have installed in Philippine by the collaboration with ASTI, or have

installed in Thailand by the collaboration with PSU. For dense installation of

weather sensors, we collaborate with Minato-ku in metropolitan Tokyo. Several

sensors are installed at some elementary schools at Minato-ku and Kurashiki-city

in Okayama. We will install about 30 stations in this fiscal year of 2006. By

this installation, Minato-ku can have about 2 km mesh weather station network.

And Kurashiki-city is focusing on the disaster protection and reduction against

the flooding due to heavy rain.

5.4 Future enhancement of Live E!

• XML based Publish/Subscribe system

The more sensor devices and users increase, the more data and queries

should be processed. The most popular web-service is ”getCurrentDataAll()”.
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Figure 5.4: data displaying

Users are very interested in real time data. In order to provide this web-

service stable, we create XML based Publish-Subscribe system. This system

don’t store archived data but only provide current data. If users register for

subscribing data, they constantly receive current data of all sensors from

one of XML router. From now, we will try to set up of an application layer

multicast based on user requirements to provide all web-services stable.

• Integration with InternetCAR system

WIDE project has long time worked on the R&D activity, where automo-

biles connect to the Internet. Automobiles can be realized as the mobile

sensor node, running on the surface of the earth. We are now integrating

the ”InternetCAR” into our platform [17]. In addition, we are trying to use

ad-hoc network for sensors not having the connectivity to the internet. Pa-

trol nodes (ex. Post office cars, garbage trucks or buses) gather the sensing

data via ad-hoc network [31].

• Support small nodes

There are lots of microcomputers not having the ability to translate XML

document. In order to integrate lots of data created by microcomputers
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generate, we study about XML translational machinery [54].

• Scalable and autonomous data collection system

The current system is a kind of client-server system. This is just fine for

small scale system. However, the system must come up with the increase

of sensors and the increase of type of sensors. Distributed and autonomous

management and operation is mandatory. We are studying about geograph-

ical location based overlay network [46].

As shown in Figure 5.5, next phase we focus on scalable and autonomous

data collection and provision. We are evaluating the requirements of future sensor

network, and integrate several kinds of researches. And we have been introducing

proposed geographical overlay network into Live E! network.

5.5 Summary of Live E! project

The Live E! project is an open research consortium among industry and academia

to explore the platform to share the digital information related with the earth
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and our living environment. Using the low cost weather sensor nodes with In-

ternet connectivity, we deployed the nation-wide sensor network. The network

has accommodate more than 100 station, and has two of dense installation. The

application of this weather station network is for disaster protection/reduction/re-

covery and for educational material for various level of students.

In the near future, the number of weather sensors becomes much larger.

Live E! system therefore will have to adopt scalable data management system.

Through actual operations, we have investigated patterns of sensing data stream

and user queries. These instances give great hints to implement proposed overlay

network.
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Conclusion

Development of sensor technologies and the global diffusion of the Internet enables

us to expect that lots of heterogeneous sensor networks are developing all over the

places and interconnecting to share ubiquitous sensing data. In addition, recent

sensing devices become intelligent and also have an ability to easily connect to

the Internet. Moreover, the price of these device rapidly diminishes.

A decentralized system combined with scalability and multiple-attributes search

is a key mechanism to realize a goal of sharing global-scale sensing data. Many

decentralized system, mainly overlay networks have been studied over the years.

However, on these networks some nodes have to manage locally-concentrated data

or particular queries cause large retrieval costs, in order to manage data on real

space. This is because these works lack for considering patterns of sensor data

stream and user queries besides geographical distribution of sensor networks, al-

though they have been focusing on scalability and trying to construct distributed

and self-organized systems on the Internet-scale network. It is necessary to re-

construct the ID-spaces in overlay networks without detracting advantages of

previous works.

6.1 Contribution

This dissertation proposes a new overlay network to manage global ubiquitous

sensing data. The proposed the overlay network called Mill constructs a decen-

tralized data management system destroying the locality of sensing data. On
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Mill network, nodes are distributed by geographical location and manage data

of local areas. Mill supports multiple-attributes queries besides multi-scale range

queries, managing only one dimensional ID-space. This one dimensional ID-space

consisting of latitude and longitude is calculated by Z-ordering method. One di-

mensional ID-space enables a routing mechanism to become simple and fast.

The simulation experiments show that queries are resolved via O(log N) mes-

sages and proposed overlay network has scalability and robustness. These features

are equal to advantages DHTs and other works have. In addition, Mill supports

multiple-attributes queries and multi-scale geographical range queries. There has

to be a trade-off between advantages of routing and limitation of retrieval. How-

ever, these limitations of Mill hardly have a negative effect on multiple-attributes

search in ubiquitous sensing environment, because Mill considers patterns of sens-

ing data stream and user queries. In Live E! project, we have actually installed

hundreds weather sensors and provided several services for users. These experi-

ences clarify the patterns of sensing data stream and user queries and give great

hints to design the implementation of Mill network. Lots of sensing devices and

users tend to access the same nodes, because almost sensing devices immobile

or can not move fast and almost users interested in particular places. Consider-

ing above situations, an optimized routing mechanism extremely reduce retrieval

cost on the overlay network. And Publish/Subscribe mechanism implemented by

Comet also reduces lots of communication between users and target nodes.

Evaluations of implementation clarify the processing performance of queries

and its scalability and limitations. These evaluations also show that one Mill

node can manage several tens of thousands of sensing devices or users. The im-

plementation of Mill constructs a loosely-coupled system by distribution of nodes

based on geographical location and its communication protocols, therefore it is

possible that Mill network realizes one of scalable global-scale data management

systems by developing nodes all over the places and its shows one of feasibility of

managing global ubiquitous sensing data.
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6.2 Future Directions

This dissertation describes a new overlay network and its implementation for

managing ubiquitous sensing data. On a proposed overlay network, users can

search multi-scale geographical range for particular data. This achievement of

constructing data management system raises necessity of managing calculations.

Useful information are created from particular data through several calculations

and used for some applications. These processes of calculations cause some costs.

In contrast, replications of calculated data cause very little costs. Users can

create more complex and useful information based on calculated data if data of

replications can be stored and reused on overlay networks.

It is remarkable that in some cases calculation methods are more important

than calculated data themselves, because sensing data have a feature as stream. It

should be founded to share calculation methods besides calculated data, in order

to introduce these feedback mechanism into overlay networks. It is expected that

construction of calculation management layer isolated from data management

layer and sharing processes of calculations are essential keys to better utilize

global-scale sensing data.
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