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Enhancing Humanoid Learning Abilities:
Scalable Learning
through Task-Relevant Features'

Takamitsu Matsubara

Abstract

In this dissertation, we propose a paradigm addressing motor learning
on a humanoid robot via Reinforcement Learning (RL) in task-relevant fea-
ture space. In our paradigm, the high dimensional state variable is mapped
approximately to a low dimensional feature space by considering low dimen-
sionality in the movement of the humanoid robot (or human) during a specific
task. Then, learning is efficiently achieved in this low dimensional space. In
order to avoid the redundancy problem between such low dimensional spaces
and the original space, i.e., joint space, we utilize a dynamic system called
a Central Pattern Generator (CPG) or human demonstration data. When
we observe specific human movements, in each case independent variables
can be much reduced compared to a human’s structural degrees of freedom.
This might be suitably explained by the coordination or synergy at the joint
(sensor) level as proposed by Nicolai Bernstein, which suggests that more
abstract features represent human movements rather than joint coordinate,
and the dimension of the features could be extremely low. The effectiveness
of the paradigm is validated through an application to learning biped walking
and a class of whole-body dynamic movements.

Firstly, we present motor learning focusing on biped walking, as a first
step, because it is not only one of most characteristic movements in humans
and humanoids, but also a well-studied movement from the biological point of
view in robotics. CPGs are introduced along with the previous work. One of
the advantages of using this model is that appropriate coordination among
all joints can be realised, which makes the robot dynamics simpler while
entrainment property of the CPG synchronizes the robot to the environment.
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We apply RL in a low dimensional feature space, which is only composed of
partial information about the robot, coordinated by CPG-arrangement to
acquire a sub-optimal control policy for sensory feedback to CPGs.

Secondly, we focus on dynamic representative features in order to ex-
plore low-dimensional feature space towards the achievement of motor learn-
ing on humanoid robots in real environments. In particular, we present a
novel learning approach, learning CoM movements rather than joint move-
ments or end-effectors as typical cases. The CoM is of course one of the
dynamically representative features for a class of dynamic movements, as in-
dicated by traditional robotics. Moreover, this approach allows us to keep
the Zero Moment Point (ZMP) in the support polygon, by accounting for
the ZMP equation, which can prevent the humanoid robot from becoming
an under-actuated system. This characteristic makes learning motor skills
on humanoid robots simpler and more feasible, within the result of a CoM-
Jacobian based weighted-pseudo inverse coordination.

Finally, we address the redundancy problem between the CoM and all
joints by utilizing human demonstration data. The proposed redundancy
resolution with the learning method described above is a suitable framework
to deal with several movements.

Simulation and real hardware experimental results demonstrate the effec-
tiveness of our proposed methods for efficiently achieving the desired motor
learning task on a humanoid robot.

Keywords: Motor Learning, Humanoid Robot, Reinforcement Learn-
ing, Policy Gradient, Dimensionality Reduction
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Chapter 1

Introduction

Humanoid robots with their similar physical structure to human is expected
to help us with many tasks within our normal living environment, with-
out the specific need of additional environmental customisation. With this
in mind, recently, there has been a growing interest in the development
of humanoid robots, and their control methods with the aim of achieving
whole-body dynamic movements on these systems (Hirai, Hirose, Haikawa,
& Takenaka, 1998; Kuroki, Ishida, Yamaguchi, Fujita, & Doi, 2001; Mori-
moto, Endo, Nakanishi, Hyon, Cheng, Bentivegna, & Atkeson, 2006; Hyon
& Cheng, 2006). In particular, over the last decade, a number of methods
for achieving various tasks on a humanoid robot have been explored, mainly
to achieve biped walking as well as balancing (Nagasaka, 2000; Kagami,
Kanehiro, Tamiya, Inaba, & Inoue, 2001; Sugihara & Nakamura, 2002; Ka-
jita, Kanehiro, Kaneko, Fujiwara, Harada, Yokoi, & Hirukawa, 2003). Even
though a number of real humanoid robots have demonstrated whole-body
dynamic movements with these existing methods, it is still currently infea-
sible to introduce humanoid robots into our own living spaces, in order to
help us in our daily lives. This is in large part due to their lack of ability to
adapt to new environments as easily as humans and animals, i.e., due to lack
of the motor learning ability. In this dissertation, we propose a paradigm
addressing this problem via Reinforcement Learning (RL) in task-dependent
feature space. In our paradigm, the high dimensional state variable typically
associated is approximately mapped to a low dimensional feature space by
considering low dimensionality in the movement of the humanoid robot (or
human) during a specific task. Then, learning is efficiently achieved in this
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CHAPTER 1. INTRODUCTION

low dimensional space. In order to avoid the redundancy problem between
such low dimensional spaces and the original space, i.e., joint space, we uti-
lize a dynamical system called a Central Pattern Generator (CPG) or data
from human demonstration. In Section 1.1, we briefly explain the problem
we wish to address. We then describe the key essence of these problems, as
addressed throughout this dissertation in Section 1.2. Section 1.3 presents
the outline and contributions of each chapter.

1.1 Motor learning on humanoid robot via
reinforcement learning

As one of the candidate solutions for granting the motor learning skill to
humanoid robots, RL is a promising method compared with other learning
frameworks because it requires no expert teacher or idealized desired behav-
jor for skill-improvement. RL is a framework for improving the control rules
of an agent, i.e., a robot, through iterative interaction with the environment
according to a trial-and-error paradigm without the use of an explicit model
of the environment (Sutton & Barto, 1998; Doya, 2000). However, with an
increase of dimensionality in state and action space, RL often requires not
only a large number of iterations, but also requires large computational cost,
especially in the case of learning of a complex control policy — motor learning.
Although there have been many attempts to apply RL methods for several
robots in simulation and real hardware systems for acquiring desired move-
ments, most of the robots to which learning has been successfully applied so
far have a small number of Degrees of Freedom (DoFs), and not as many as
the 20 to 60 DoF's typically offered by humanoid robots (Kimura, Miyazaki,
& Kobayashi, 1997; Kimura, Yamashita, & Kobayashi, 2001; Morimoto &
Doya, 2001; Tedrake, Zhang, & Seung, 2004; Matsubara, Morimoto, Nakan-
ishi, Sato, & Doya, 2005). In this dissertation, we focus on learning motor
skills with full body humanoid robots via RL. In order to overcome “the
curse of dimensionality”(Bellman, 2003; Sutton & Barto, 1998), we utilize
task-dependent features extracted from biological knowledge, physics and
statistical methods applied for human demonstration. This chapter presents
an introduction with an outline of this dissertation.



1.2. A KEY TO THE CURSE OF DIMENSIONALITY:
LEARNING IN TASK-RELEVANT FEATURE SPACE

Figure 1.1: Typical humanoid robots

1.2 A key to the curse of dimensionality:
Learning in task-relevant feature space

Figure 1.1 presents typical examples of humanoid robots. Roughly speaking,
these humanoid robots have 20 to 60 joints, respectively. The dimension of
the state in the equations of motion can be more than double of the number
of joints, and the control input can be equal to the number of joints — if
joints are all actuated. In such cases, RL often requires a large number of
trials with the increase of dimensions in state and action space, which is
well-known as “the curse of dimensionality” (Bellman, 2003). Thus, motor
learning on a humanoid robot by RL with typical approaches can be said to
be intractable.

Conversely, humans have much more complex bodily structure than that
of humanoid robots. But yet, they can somehow achieve motor learning
by trial and error in feasible manner, in both times and iterations, even
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CHAPTER 1. INTRODUCTION

if the target task requires the use of a large number of joints. How does
human achieve this? What is the key for solving “the curse of dimensionality”
for motor learning in human? These questions have been drawing much
attention in several research fields, including robotics, neuroscience as well
as physiology for a long time.

In the research field of physiology, several hypotheses have been proposed
to-date to explain the efficient motor control and learning in humans. When
we observe specific human movements, in each case independent variables can
be much reduced compared to a human’s structural DoF's (see, for example,
(Soechting & Flanders, 1997; Safonova, Hodgins, & Pollard, 2004; Dejmal &
Zacksenhouse, 2006)). This might be suitably explained by the coordination
or synergy at the joint (sensor) level as proposed by Nicolai Bernstein (Bern-
stein, Latash, & Turvey, 1996), which suggests that more abstract features
represent human movements rather than joint coordinate, and the dimen-
sion of the features could be extremely low. For adult humans, the efficient
motor learning skill can be explained so that several coordination or synergy
have been already explored and memorized in their brain through the large
amount of experience, and appropriately utilized in order to achieve efficient
learning even for a novel motor task. If we could extract such an abstract
feature space suitable for the target movement, it may be possible to grant
motor learning skill to humanoid robots like humans.

In a similar sense, dimensionality reduction techniques have been empiri-
cally applied for simplifying learning or optimisation problem in robotics and
dynamic simulations (Chalodhorn, Grimes, Maganis, Rao, & Asada, 2006;
Safonova et al., 2004). However, with simple behavior-based dimensional-
ity reduction approaches, yet no general framework has been proposed. This
dissertation addresses a functional-dimensionality reduction approach, which
extracts task relevant features from the functional meaning of the target task,
while also naturally introduces coordination or synergy among all-joints as a
result.

Thus, in this dissertation, we propose a paradigm addressing motor learn-
ing on a humanoid robot via RL in task-relevant feature space. In our
paradigm, the high dimensional state variable typically associated is approx-
imately mapped to a low dimensional feature space by considering low di-
mensionality in the movement of the humanoid robot (or human) during a
specific task. Then, learning is efficiently achieved in such a low dimensional
space. In order to avoid the redundancy problem between such low dimen-
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1.3. CONTRIBUTIONS AND ORGANIZATION OF CHAPTERS

sional spaces and the original space, i.e., joint space, we utilize a CPG or
human demonstration data. The effectiveness of the paradigm is validated
through an application to learning biped walking and a class of whole-body
dynamic movements. For the biped walking case, a CPG is used as the key,
which does not only introduce appropriate coordination among all-joints, but
also achieves the entrainment between the robot and the environment. For
a whole-body dynamic movement case, e.g. a full-body punching movement,
the control focusing on Center of Mass (CoM) movement can be the key.
It’s a dynamically representative with low-dimensional features, and also
it brings us to be able to consider the dynamic balancing during learning.
This characteristic makes the learning task more tractable. The redundancy
problem from CoM movement to joint space is addressed by weighted pseudo
inverse resolution from CoM movement to joint space. Moreover, a human
demonstration based redundancy resolution is proposed in the consecutive
chapter.

1.3 Contributions and organization of chap-
ters

In this dissertation, we explore how humanoid robots can achieve motor
learning while considering its applicability in real environment. The main
contribution of this dissertation is to show the importance of the learning in
task-relevant feature space, in order to achieve motor learning on humanoid
robots. Moreover, novel learning approaches for achieving biped walking and
some classes of whole-body dynamic skills, which require cooperation in all-
joints and specific momentum or CoM movements for well-performance, on
humanoid robots are applied in simulations and real hardware systems.

The organization of the following chapters is as follows: In Chapter 2,
we first describe the RL methods at the viewpoint of suitability for motor
learning on humanoid robots with their mathematical definitions. Motor
learning requires in a RL method to deal with continuous state and action
space as well as, their efficiency in time and calculation costs. We also look at
several methods by considering these requirements. In Chapter 3, we present
motor learning focusing on biped walking, as a first step, because it is not only
one of most characteristic movements in humans and humanoids, but also
a well-studied movement from the biological point of view in robotics. The
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CPG is introduced along with previous work (Taga, Yamaguchi, & Shimizu,
1991; Sato, Nakamura, & Ishii, 2002; Fukuoka, Kimura, & Cohen, 2003;
Endo, Morimoto, Nakanishi, & Cheng, 2004). The advantages of using this
model are that appropriate coordination among all joints can be realised,
which makes the robot dynamics simpler while entrainment property of the
CPG synchronizes the robot to the environment. We apply RL in a low
dimensional feature space, which is only composed of partial information
about the robot, coordinated by CPG-arrangement to acquire a sub-optimal
control policy for sensory feedback to CPGs.

Despite of our success for learning CPG-based biped waking, it is still
open problem, as to how to introduce an appropriate joint coordination for
other movements, such as appropriate arrangement of CPGs in biped walk-
ing case. One’s hope is to find a low dimensional feature space, which can
be commonly effective in motor learning for all-daily movements. However,
several results (d’Avella, Saltiel, & Bizzi, 2003; Tresch, Cheung, & d’Avella,
2006; Safonova et al., 2004) suggest that basis of synergy is typically task
dependent even though there are some common ones. Second hope may be
to find a general principle to automatically extract task-dependent and low-
dimensional features, however, it also seems unrealistic due to the variety
of the movements. Instead of the search for a universal approach, we move
to considering a general framework for a limited class of movements. In
Chapter 4, we focus on a class of whole-body motor skills, in which all-joints
are cooperative and momentum or CoM movements are correlated with its
performance, because it can be expected for such tasks that the learning
is achieved in extremely low-dimensional feature space compared with orig-
inal dimension of the humanoid robots. In particular, we present a novel
learning approach, learning CoM movements rather than joint movements or
end-effectors as typical cases. The CoM is of course one of the dynamically
representative features as pointed out by traditional robotics. Moreover, this
approach allows us to keep the Zero Moment Point (ZMP) in the support
polygon, by accounting for the ZMP equation, which can avoid the humanoid
robot to become an under-actuated system. This characteristic makes learn-
ing motor skills on humanoid robots simpler and more feasible, within the
result of a CoM-Jacobian based weighted-pseudo inverse coordination.

The CoM learning approach can be effective for achieving dynamic target
tasks. However, the kinematic configuration in the movement is determined
by the weighted matrix used in pseudo inverse calculation and it is still open
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problem on how to choose the weighted matrix appropriately. The difficulty
mainly comes from the redundancy of joint space to CoM space. Chapter
5 addresses the redundancy problem between the CoM and all joints by
utilizing human demonstration data. The solution of this problem with the
learning method presented in Chapter 4 is a suitable framework to deal with
several movements. In Chapter 6, we conclude this doctoral dissertation, and
propose possible future extensions of our study.

In summary, we outline the contributions with their associated chapters:

Chapter 2: describes reinforcement learning from the viewpoint of motor
learning in humanoid robotics, and identifying the related problems.

Chapter 3: demonstrates the effectiveness of dimensionality reduction achieved
by CPG-arrangement through learning a biped walking behavior.

Chapter 4: demonstrates the scalability of the learning to full-body hu-
manoid robots in task relevant feature space, a case study of learning
of a dynamic punching task utilizing the CoM is presented in this chap-
ter.

Chapter 5: describes a novel redundancy resolution approach utilizing hu-
man demonstration used for CoM control.

Chapter 6: concludes this doctoral dissertation.






Chapter 2

Reinforcement Learning for

Motor Learning on Humanoid
Robot

RL can be a useful tool for achieving motor learning on robots because it re-
quires no expert teacher or idealized desired behavior for skill-improvement.
However, for humanoid robots, applying RL in a straightforward manner can
easily suffer from “the curse of dimensionality” due to the large number of
DoFs associated. All RL methods require the integration over state or state-
action space as well as state or state-action value estimation. The cost for the
process can be exponentially high with the increase of dimensionality in the
state and action space. Moreover, motor learning tasks on robots, in general,
require the RL algorithm which is able to deal with continuous state and ac-
tion space in achieving smooth control. In this chapter, we introduce various
RL methods in relation to their suitability for motor learning tasks. In gen-
eral, RL methods can be categorized as value-function based RL and policy
gradient based RL. In conjunction with consecutive chapters, we point out
the challenges in RL for motor learning tasks on humanoid robots. In Sec-
tion 2.1, mathematical definitions of RL are described. Sections 2.2 and 2.3
presents the value-function based RL and the policy gradient based RL with
several algorithms, respectively. Applications of policy gradient methods to a
simple toy problem are discussed in Section 2.4 to emphasize the advantages
and disadvantages of these methods. Finally, in Section 2.5, we explain the
difficulties of achieving motor learning via RL on humanoid robots by means
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of presenting the dynamics of a typical humanoid robot.

2.1 System model definitions in RL

In this section, we describe the RL framework. Here, we focus on the Markov
Decision Problem (MDP) as depicted in Fig.2.1, which can be modeled by
a system consisting of a state space S, an action space U and which will
be considered infinite. State transitions are governed by a state transition
probability p(s'|s, a), where s, s € S and a € U. The stochastic policy which
controls the MDP is defined by 7 (s, a; ) (= p(als)) and the reward function
is defined as 7(s,a). The objective of the RL is to acquire the optimal policy
7*(s,a) in the sense of maximizing an accumulated reward. The paradigm
to achieve the objective with the explicit model of both p(s'|s, a) and r(s, a)
is well-known as the Dynamic Programming (DP) (Bersekas, 2000, 2001).

n(s,a;e)

Agent

R d
State 1 :é’ a;) Action
S 2 a

Environment

pls'] s.a)

Figure 2.1: Markov Decision Process(MDP)
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2.2 Value-function based RL method

First, we define the value of the state s and value of state-action pair (s,a)
as follows:

Vi(s) = E; {Z“Ykrt+k+1|8t = 3} : (2.1)
=0

Q" (s,a) = E, {Z Yorhg1|se = 8,00 = a} , (2.2)

k=0

(2.3)

where, V' (s) is the state value function, and Q(s,a) is the state-action value
function respectively. E,.{-} means the expectation over state and action
space.

From the above definitions, we can derive the following Bellman-equations,
which should be satisfied in each state and action.

V7(s) = /W(s,a) //p(s’ls, a){r(s',a) + V™ (s')} dads', (2.4)
@(0) = [ pels.0) (s @) + V(S (25)

One of objectives for RL is to find an optimal policy n* which satisfies
the following conditions:

V*(s) = max V™ (s), (2.6)

Q*(s,a) = max Q" (s, a), (2.7)

where, V*(s) and Q*(s, a) are optimal value functions, respectively. For the
optimal policy, the Bellman’s optimality equation is defined as

V*(s) = max /7?(.9, a) /Ip(s’|s, a){r(s',a) + vV*(s')} dads’, (2.8)

Q*(s,a) = /S/p(s’|s, a) {r(s’, a) + 7y max Q (s, a')} ds’. (2.9)
(2.10)

11
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In other words, the optimal policy is defined as follows:

" = arg max Q* (s, a) = argmax {/ p(s|s,a) {r(s' a) + ’)/V*(s')}} .
’ (2.11)

To find an optimal policy 7*, which maximizes value function at all states
and implicitly assumes “greedy-policy”, is called a value-function based RL.
Q-learning or Sarsa-learning are very famous algorithms for achieving the
learning and have been widely used for variety of applications (Sutton &
Barto, 1998). Both has a convergence proof in discrete state and action case
with appropriate conditions (Watkins & Dayan, 1992; Sutton & Barto, 1998).

In the above, the value functions are defined in discrete time. It would
be more preferable to consider continuous time definitions for robotic appli-
cations such as our purpose. Fortunately, RL in continuous time has been
proposed in (Doya, 2000; Morimoto & Doya, 2001). For the continuous-time
deterministic system,

8(t) = f(s(t), a(t)) (2.12)

where, s € S is the state and a € U is the control input. We denote the
immediate reward for the state and action as

r(t) = r(s(t), alt)). (2.13)

For the above continuous-time system, the continuous-time value function
is defined as

V(s(t)) = [ T = (s(h), alh))dh, (2.14)

where, 7 is the time constant for discounting future rewards. As same as
the discrete-time cases, the optimal policy p* should satisfy the following
condition:

h—t

V*(s(t)) = max [ /t b c_T'r'(s(h),a(h))dh], (2.15)

a

where, V* is the optimal value function. According to the principle of opti-
mality, the condition for the optimal value function at time ¢ is given by

12
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Lve(s(t) = max [r(s(t),a(t)) + ‘ng(ﬂ f(s(t),a(t))} o (216)

T a(t)eU

which is a discounted version of the Hamilton-Jacobi-Bellman (HJB) equa-
tion (Doya, 2000). Thus, the optimal policy p* is represented

(0 = g (s0,0) + 2 fs, 0] @

Based on these definitions, the continuous time counter parts of value func-
tion based RL algorithms have been proposed (Doya, 2000).

Although there have been successfully applied both continuous and dis-
continuous time based methods to several applications including robotics,
however, it can be problematic for continuous state and action system with
several reasons. The motor learning obviously requires continuous state and
action settings because discontinuity in motor command is not desirable for
robotic hardware in general. In order to manage such a request, a func-
tion approximator is often used to approximate value functions over contin-
uous state and action space. Sutton et al. proposed TD(0) and TD(\) and
prove their convergence with a class of linear function approximator (Sutton,
1988). Tsitsiklis et al. presented a proof of convergence and a bound on the
resulting approximation error with a linear function approximator and also
presented the possibility of divergence when temporal difference learning is
used in the presence of a nonlinear function approximator (Tsitsiklis & Roy,
1996). Furthermore, the performance of the greedy policy derived from the
approximated value function does not guarantee to improve on each policy
improvement iteration, and in fact can be worse than the old policy due to
the approximation error over all states (Baxter & Bartlett, 2001b). These re-
sults suggest that to apply this kind of value function based RL with a greedy
policy to motor learning tasks, especially for dealing with a real robot within
a real environment can be dangerous. In next subsection, we briefly describe
another approach for RL, the policy gradient methods, which can be more
appropriate for our purpose.

13



CHAPTER 2. REINFORCEMENT LEARNING FOR MOTOR
LEARNING ON HUMANOID ROBOT

2.3 Policy gradient based RL method

As discussed in the previous subsection, the value-function based RL ap-
proach with function approximators has several limitations. An alternative
approach in RL with function approximators is the policy gradient approach.
This approach has a stochastic policy explicitly expressed by a function with
its own parameters called policy parameters, rather than greedy policy im-
plicitly assumed in the value function based approaches. Then, the policy
parameters are updated in the direction towards increasing a performance cri-
terion 7() (e.g. the average reward 7(0) = limy_oo 2 E{r1+7ro+" - -+75|T} =
[, d"(s) [, 7(s,a)r(s, a)dads) such that 6 — 9—}—()4@(73(6)—9), where d™(s) is the sta-
tionary distribution of the state s, the parameter o determines step size of
the gradient decent. REINFORCE (Williams, 1992) is one early example of
the policy gradient type of RL methods.

According to the policy gradient theorem presented in (Sutton, McAllester,
Singh, & Mansour, 2000), the gradient of the policy with respect to policy
parameters can be obtained by the following equations:

% = /Sd“(s) /aw(.s,a)gl()g—geM Q7 (s,a) — b(s)] dads. (2.18)

Moreover, even if we use a function approximator f,(s,a) for the action-

value function Q(s, a), which satisfies that [, d"(s) [, 7(a, s)[Q" (s, a)~ fu(s, a)]

a—f%dsola =0, and ¥ %Si’a) = aﬁése’a) ﬂ(.sl,a) , the following theorem is also de-

rived:

8 a1
a_z - / d™(s) / w(s,a)%ﬂ #7(s, a)dads, (2.19)

which is easily derived from the fact that the gradient of the policy parameter-
ization is orthogonal to the approximation error (Sutton et al., 2000). Based
on these theorems, the convergence proof is also given. As a slightly different
approach to obtain the gradient, REINFORCE algorithm-type methods have
been proposed. The method approximately uses the actual returns R; =
S % Y*riyy instead of each Q(sy,a;) (Williams, 1992; Baxter & Bartlett,
2001b; Kimura & Kobayashi, 1998). As pointed out in (Sutton et al,
2000), the compatible function f,,(s,a) satisfies that [ 7(s,a)fu(s,a)da =

14
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w'% [ w(s,a) = 0, where fy(s,a) = wTa—”é—seﬁl@. It would be more
natural to approximate the advantage function A(s,a) = Q(s,a) — V(s)
rather than Q(s,a) by compatible function f,(s,a) because [ A(s,a)da =
[, {Q(s,a) =V (s)}da = V(s) — V(s) = 0. In this case, the reward baseline
b(s) can be interpreted as V'(s) and it may reduce the variance of the esti-
mated gradient (Sutton et al., 2000; Kimura & Kobayashi, 1998), while it has
been pointed out that V(s) is not the optimal reward baseline for variance
reduction (Greensmith, Bartlett, & Baxter, 2004).

Although this method searches a local minimum rather than global mini-
mum like value-function based approach, however, it has several advantages.
One of the advantages of this approach is that it can be applicable for dealing
with continuous state and action case with function approximators because
the approximation error for value functions does not result in policy degra-
dation. This characteristic is really suitable for motor learning on humanoid
robots. Further interesting topics around the policy gradient method to mo-
tor learning are the applicability for Partially Observable Markov Decision
Processes(POMDPs), the variance reduction techniques for gradient estima-
tion, and natural policy gradient approaches. We briefly explain these topics
in following paragraphs.

Policy Gradient for POMDPs

For most of the applications in robotics, sensors have limited performance,
i.e., the signal can always be deteriorated by noise. Such a situation can be
modelled as a POMDP, in which we have only access to the observation vy,
and not to the state s. This is a well studied problem. (For a recent review,
see (Aberdeen, 2003) and (Murphy, 2000)). Although value function based
RL is not applicable in such situations, the policy gradient method is still
applicable by considering the following equations:

7(s,a) = plals) = / plaly)p(yls)dy, (2.20)

6%(82 a) /8p((96;ky)p(y|s)dy (2.21)

(2.22)

!
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and by substituting the above with Eq.(2.18), we can calculate the gradient
even for POMDPs (e.g. in (Baxter & Bartlett, 2001b)). This characteris-
tic permits the learning to apply to real environment. This approach for
POMDP is often referred as a memory-less resolution for POMDPs. The
simple extension to the memory-based resolution was studied by (Aberdeen,
2003).

Variance Reduction Techniques

The gradient for average reward with respect to policy parameters is given
as,

g_z - de(s)/zﬂ(s’ )W[Q (s,a) —b(s)] dads. (2.23)

One of the most simple approximations can be achieved via the Monte Carlo
method using samples from the policy and the environment. Under certain

conditions, the approximation is simply glven by 22 5%~ 7 ZT M’L(S“a’) Q™ (s4, a;) — b(s;)
According to the low of large numbers, E(22 ) = ge and Var( ao) =

Var {alo%ésa) Q™ (si,a;) — b(el)]} /T means that limy_, % =2

However, in practice, it is impossible to take infinite number of samples for
a reliable gradient estimation, not even with numerical simulations. There-
fore, we have to admit some variance in the estimated gradient. Variance
reduction techniques with baseline b(s) as a control variable are proposed in
order to address this problem (Williams, 1992; Kimura & Kobayashi, 1998;
Weaver & Tao, 2001; Greensmith et al., 2004). The recent theoretical anal-
ysis provided showed an optimal value of b(s) for a state-dependent case
(Greensmith et al., 2004), given as follows:

E, {(%&*“))2@(5,0&)}

E, { (alngés,a) ) 2]

For implementation, the gradient for the current baseline to approach the
optimal baseline can be obtained by an algorithm based on the Monte Carlo

b*(s) =

(2.24)
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2.3. POLICY GRADIENT BASED RL METHOD

approximation (Greensmith et al., 2004). The use of an optimal baseline
can reduce the variance of the estimated gradient, on the other hand, the
estimation of the optimal baseline may also suffer from some variance in the
estimated value.

Natural Gradient Approach

Although the policy gradient method has numerous advantages as described
above, nevertheless, it sometimes demonstrates non-monotonic performance
as described by (Kakade, 2002). It can be interpreted that it is a non-
covariant gradient decent, i.e., a different parameterization of the policy
may lead to a different gradient direction (Kakade, 2002; Bagnell & Schnei-
der, 2003; Peters, Vijayakumar, & Schaal, 2003). To solve this problem,
we first define the metric by using the Kullback Leibler divergence, in order
to measure the effect of changes in policy parameters to state and action
probabilistic distributions, as given by,

D(6]0 + df) = // (s,a;0)log p P, Hf)dﬂ)dads

dlogp(s,a;0) 70%logp(s, a;0)
Ll (s,a;0) { 20 —————%df — df 520 df » dsda

:dQT{//p(s,a;G) {alog{d”(s)w(s,a;e)}alog{dﬂ(s)w(s,a; 9)}T}d8da} 0

00 00
_ T { //p(s,a; ) {a{log d™(s) + log (s, a;0)} 0 {logd™(s) + log 7 (s, a; 9)}T} dsda} 40

00 06

T Ologn(s,a;0) alogw(s,a'ﬁ)q
~ . Y
~ df {/S/ap(s,a, 0) { 0 7 dsda p df

= d#T1(6)db. (2.25)

We then consider the gradient direction with constraint D (6|6 4 df) = .
The policy gradient based on the above metric is referred to as a natural
policy gradient, which was originally discovered by (Kakade, 2002) and fur-
ther studied in (Bagnell & Schneider, 2003; Peters et al., 2003). However,
n (Kakade, 2002), the Fisher information matrix, F,(0) = E, [mog”alog“]

6 90
of the policy 7(s,a;0) was firstly defined, with the intuitive idea such that
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the average reward is technically a function of the distribution. The metric
is then defined by calculating expectation of the matrix with a steady state
distribution d™(s) as F/(0) = Egr(s) [F5(0)] = 1(6). Further studies (Bagnell
& Schneider, 2003; Peters et al., 2003) pointed out that Kakade’s work was
not based on a proper probability manifold to derive the metric F'(#). They
further explained that the metric is exactly based on the distribution over
paths (or trajectory denoted by 7 = [so.x7, ao.5r]) as p(7; 0) (Bagnell & Schnei-
der, 2003; Peters et al., 2003). As we presented above, we suggest a way to
define the meaning of the metric in which the metric is simply based on the
steady-state and policy distributions, which may be more intuitive and can
be easily understood.

According to Amari et al.(Amari, 1998), the natural gradient can be ob-

tained with the metric as given by, % ox I (9)_1%. The advantage is that the
gradient does not affect the parameterization of the policy further, which of-
ten makes the learning process much faster with high computing cost. Several
algorithms have been explored in (Peters et al., 2003; Bagnell & Schneider,
2003), in order to efficiently achieve the natural gradient estimation by tak-
ing an affinity with the compatible function based policy gradient (Sutton

et al., 2000; Konda & Tsitsiklis, 2003).
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2.4 An example: 3-State MDP

Prior to our consideration of the motor learning via RL on complex robotic
system, let us first examine a simple toy example, 3-state MDP depicted in
Fig.2.2, as proposed by (Baxter & Bartlett, 2001a). The objective is simply
to acquire a policy which maximizes the average reward. For this problem,
we are able to obtain an exact policy gradient by a simple matrix calculation,
as we have the model of the environment, which consists of a few discrete
states and actions (Baxter & Bartlett, 2001a). In our case, we further the
result of (Baxter & Bartlett, 2001a), we calculate the natural policy gradient
for the problem analytically, and compare both methods in an ideal situation,
thus, we can calculate both gradients without approximating any models or
values from samples.

Assuming that the reward depends only on the state s € {A, B, C'} rather
than action a € {ay, az}, the average reward can be written in the form,

n(f) = Z d™(s;0)r(s) = d’r (2.26)

where, d¥' = [d"(A),d"(B),d"(C)], rT = [r(A),r(B),r(C)] = [0,0,1]. The
policy 7(s,a) is defined as,

ek (s) et2(s)

7(s,a1) = (s,a9) =

er(s) 4 emz(s)’ (227)
where, p11(s) = 61¢1(s) + O202(5), pa(s) = b3¢3(s) + 01¢4(s), and ¢1(A) =
15 41(B) = 35, 01(C) = 35, $2(4) = 5, ¢2(B) = 35, 2(C) = 55 Each d"(s)
has to satisfy the balanced equalion to be the stationary distribution of the
state s as

o) 1 ra(s)

d(s) = > " p(s']s,a)m(s,a)d"(s), (2.28)
where,

Y o P(AlA a)m(Aya) -+ >, p(ClA, a)m(A,a)
P= : : : (2.29)

S (A, a)n(Cra) - X, p(CIC, a)n(C,a)
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With the above settings, the policy gradient for the average reward cri-
terion presented in Eq.(2.18) is given as follows (Baxter & Bartlett, 2001b):

on 7 OP -1
—=d — (I—- : 2.30
50 d 50 (I P—I—ed) r ( )
(2.31)
Furthermore, the natural gradient can be obtained by,
o _ a0
55 =10, (2.32)

where,

1)), = 3" d(s)7(s, a) [a log(;;gs’ a) mogagjs’ 9| (2.33)

S

The result for both ordinal and natural policy gradient method for the 3-
state MDP is presented in Fig.2.3. As presented above, in an ideal situation,
we can easily obtain the (sub-)optimal policy. However, for problems we
do not have any prior knowledge of the environment, the calculation of the
policy is replaced from trivial matrix calculations to an estimation problem,
which is not trivial anymore, especially for high dimensional cases.

2.5 Motor learning on humanoid robot via
reinforcement learning

In this section, we would like to consider applications of RL for motor learn-
ing on humanoid robots. First, we start by looking at the general form
representing the dynamics of the robot like typical manipulators. Assuming
that the robot having the rigid bodies and the base link is exactly located
in the inertial frame, we can derive the following equations of motion using
Lagrangian formalism:

M(q)q +h(q,q) + g(q) =, (2.34)
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Figure 2.2: 3-state Markov Decision Process

where, M is the inertia matrix, h is the centrifugal, gyroscopic and Coriolis
effects, and g is the generalized gravity force vector. In the case of the
humanoid robot, however, the base link is not fixed on the inertial frame
and it is represented by its position and orientation from inertial frame. In
such a floating base dynamics of the humanoid robot can be represented in
following equations:

M@ 3] +W@aod) e = )| 4R @)
where, ¢ is the state of passive joints which consists of linear DoFs and
rotational DoF's. J, is contact point Jacobian, and F, is contact force. See
more details in (Sentis & Khatib, 2005).

Most straightforwardly, for applying RL to achieve the desired motor skill,
we probably set state s” = [q,q, ¢, ¢| and action a7 = [r]. As pointed out
in previous sections, even though the policy gradient learning methods can
deal with continuous state and action settings by using function approxima-
tors, however, the calculation of the gradient requires the integration over
state and action space, which is computationally extremely high with in-
crease of the number of dimension in state and action space. Recent studies
in this research field report some complex robotic applications of RL such
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Figure 2.3: The average rewards by analytical PG and NPG. The step size
parameter « is tuned so that the initial slope of the average reward is close.
a = 0.1 and o = 0.003 were used for PG and NPG, respectively. NPG does
not depend on the current policy parameters in performance, however, PG
does.

as 3-link standing-up robot(Morimoto & Doya, 2001), 4-legged locomotion
robot(Kimura & Kobayashi, 1998) and simple-structured passive dynamic
walker(Tedrake et al., 2004). Even though, these robots have relatively com-
plex bodies than typical manipulators, however, it is still small number of
DoFs compared with typical humanoid robots. No studies have demonstrated
the achievement of the motor learning via RL on robots with large number
of DoF's such as humanoid robots.

2.6 Conclusion and discussion

In this chapter, we presented the RL methods while considering their ap-
plicability to motor learning for humanoid robots. As one of the candidate
methods for our purpose, we presented a policy gradient method with an out-
lined of the difficulty involved, in particular in high dimensional problems,
such as applying it to motor learning on humanoid robots.

Figure 2.4 presents the target robots in this dissertation. Left is the plan-
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Figure 2.4: Target robots in this dissertation.Left if 5-link biped
robot(presented in Chapter 3). Right is a full-body humanoid
robot(presented in Chapter 4 and 5).

ner 5 link-biped robot (named DB-chan), and right is a full-body humanoid
robot (HOAP2, developed by Fujitsu). Although DB-chan is simpler than
full-body humanoid robots, however, it can still provide sufficient complexity
for our initial studies.

In our first study, in the next chapter, we consider the application of RL
to biped walking on the robot (DB-chan) via the proposed paradigm, which
is learning in task-relevant feature space.
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Chapter 3

Learning Relevant
Sensory-Feedback to Biped
Walking

In this chapter, we consider learning of biped walking, since walking is one
of most important and fundamental motor skills for humanoid robots. We
propose a learning framework for CPG based biped locomotion with a pol-
icy gradient method. The arrangement of the CPG-based controller makes
the motion of the robot constrained to walking, thus, making the learning
problem more tractable. We demonstrate that a sensory feedback controller
can appropriately adjust the rhythm of the CPG with the proposed learning
method within a few hundred trials in simulations. We then consider the in-
vestigation of the linear stability of a periodic orbit of the acquired walking
pattern making an allowance for its approximated return map. Furthermore,
we apply the controllers acquired in numerical simulations to our physical
5-link biped robot in order to empirically evaluate the robustness of walking
in the real environment. Experimental results demonstrate that the robot
was able to successfully walk using the acquired controllers, even in the cases
of an environmental changes: 1) by placing a seesaw-like metal sheet on the
ground; and 2) a parametric change of the robot dynamics with an additional
weight on a shank — which was not modeled in the numerical simulations.
This demonstrates the robustness of the acquired controller.
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3.1 Introduction

Biology can provide rich examples of robust control systems. Recently, there
has been a growing interest in biologically inspired control approaches for
biped locomotion using neural oscillators (e.g. (Matsuoka, 1985)) as the
CPG. Notably, Taga (Taga et al., 1991) demonstrated the effectiveness of
this approach for biped locomotion in achieving desired walking behavior
in unpredicted environments in numerical simulations. Following this pio-
neering work, several attempts have been made to explore neural oscillator
based control for legged locomotion (Fukuoka et al., 2003; Endo et al., 2004).
Neural oscillators have desirable properties such as entrainment through in-
teraction with the environment. However, in order to achieve the desired
behavior of the oscillators, much effort is required in manually tuning their
parameters. Our goal in this study is to develop an efficient learning frame-
work for CPG-based locomotion of biped robots.

Past parameter optimization methods for CPG-based locomotion con-
trollers have been proven successful, with genetic algorithm (Hase & Ya-
mazaki, 1998) and value-function based RL (Sato et al., 2002), applied to
determine the open parameters of the CPG while considering its high di-
mensional state space. However, these methods often require a large number
of iterations to obtain the solution, and typically suffer from high compu-
tational costs with an increase of dimensionality of the state space. These
undesirable features make it infeasible to directly apply these methods to
real robots for real-time implementation.

In this chapter, we focus on learning appropriate sensory feedback to the
CPG in order to achieve the desired walking behavior. The importance of
sensory feedback to CPG in order to achieve adaptation to the environment
was pointed out by (Taga et al., 1991). We propose a learning framework for
a CPG-based biped locomotion controller using a policy gradient RL method
for a 5-link biped robot (Fig. 3.1). The policy gradient method is a technique
for maximizing an accumulated reward with respect to the parameters of a
stochastic policy by trial-and-error in an unknown environment (Williams,
1992; Kimura & Kobayashi, 1998; Sutton et al., 2000; Baxter & Bartlett,
2001b; Konda & Tsitsiklis, 2003). However, the policy gradient method also
suffers from high computational costs with an increase of dimensionality of
the state space when the use of function approximator with a large number of
parameters is desirable to achieve smooth control. Thus, in order to reduce
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the dimensionality of the state space used for learning, we only use partial
physical states of the robot in our proposed learning system, i.e. we do not
use internal states of the CPG and the rest of the states of the robot for
learning. Although it is an approximation with only the use of partial states
for learning, our CPG-arrangement introduces strong coordination between
states of the robot and internal state of CPGs, thus, forming a tight coupling
of the states of the robot and the CPGs. Based on the above insight, using
only partial states of the robot and the CPG may be appropriate in mak-
ing the complex motor learning task of walking more tractable. As a result,
within this setting, we can regard the proposed learning framework as a par-
tially observable Markov decision process (POMDP). Typical RL approaches,
for example, TD-learning or Q-learning, find a deterministic optimal policy
that maximizes the values of all the states simultaneously assuming that the
environment has the Markov property (Sutton & Barto, 1998). However,
as discussed in (Singh, Jaakkola, & Jordan, 1994), stochastic policies often
show better performance than deterministic policies in POMDPs. Moreover,
the effectiveness of a policy gradient method in POMDPs for a 4-legged
robot (Kimura et al., 2001) has been empirically demonstrated, and also on
a passive-dynamics based biped robot (Tedrake et al., 2004). We therefore
elected to use a policy gradient method for our learning system among other
possible RL methods.

This chapter is organized as follows: In Section 3.2, we introduce a CPG,
which is used for the generation of walking behavior in our study. In Section
3.3, we describe a policy gradient RL method for a CPG-based biped locomo-
tion controller. In Section 3.4, we present the proposed control architecture
for our 5-link robot to achieve biped walking behavior. In Section 3.5, we
first demonstrate the effectiveness of the proposed learning framework with
numerical simulations. We then, investigate the linear stability of a periodic
orbit of the acquired walking pattern considering its approximated return
map. In Section 3.6, we present experimental results suggesting that success-
ful biped walking with our physical 5-link robot can be achieved using the
learned controller in numerical simulations. Furthermore, we analyze conver-
gence properties of steady-state walking with variations of initial conditions
based on a return map, and experimentally demonstrate the robustness of
the acquired walking against environmental changes and parametric changes
in the robot dynamics. In Section 3.7, we summarize this chapter and discuss
the approaches of policy search in motor learning and control.
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Figure 3.1: 5-link biped robot (left) and its model (right). x-z plane is defined
as “sagittal plane”.

3.2 Central pattern generator

The CPG-based controller is composed of a neural oscillator model and a
sensory feedback controller, which maps the states of the robot to the input
and to the neural oscillator model. In Section 3.2.1, we present the neural
oscillator model. Then, we introduce the sensory feedback to the neural
oscillator model.

3.2.1 Neural oscillator model

We use a neural oscillator model proposed by Matsuoka (Matsuoka, 1985).
The oscillator dynamics of i-th unit are:

n

Topesi(t) = —z(t) — Z wi;q; (1) — Bpi(t) + 20 + vi(t), (3.1
Tepchi(t) = —pi(t) + i(t), (3.2)
qi(t) = max(0, z;(t)), (3:3)

where n is the number of neurons, z;(t) and p;(t) are internal states of a CPG.
Tepa, Tope are time constants for the internal states. w;; is a inhibitory
synaptic weight from the j-th neuron to the i-th neuron. zj is a bias. v;(t)
is a feedback signal which will be defined in Eq.(3.4) below.
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Sensory feedback

The feedback signal to the neural oscillator model v;(¢) in Eq.(3.1) is given
by

vi(t) = v g(ai(t), (3.4)
where g(a;) = 2 arctan (%ai), and v*®* is the maximum value of the feedback
signal. The output of the feedback controller a = (ay, -+ ,a,,)? is sampled

from a stochastic policy:

7(x,a; Wt w?)
- 1
(v2m)™D

1 NTD Y w” _ CWH
oy (e e WD o W) ).
(3.5)

where x is partial states of the robot. W* is the m X k parameter matrix, w?
is the m~-dimensional parameter vector of the policy, where m is the number
of outputs, and k is the number of parameters. p(x; W#) is the mean vector
of the policy. The covariance matrix D is defined as D(w?) = ST(w?)S(w?).
We can equivalently represent a by

a(t) = p(x(t); W*) + S(w")n(t), (3.6)

where n(t) € R™ is a noise vector and n;(t) is sampled from the normal
distribution with the mean of 0 and the variance of 1. Note that the matrix
S(w?) must be chosen such that D(w?) is positive definite.

3.3 Learning sensory feedback to CPG with
a policy gradient method

In this section we describe the use of a policy gradient method in order to
acquire a policy of the sensory feedback controller to the neural oscillator
model. In Section 3.3.1, we define the value function and temporal difference
error (TD error) in continuous time and space (Doya, 2000), which is used
in the policy gradient method. We then describe the learning method to
improve the policy of the sensory feedback controller.
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3.3.1 Learning the value function

Consider the dynamics of the robot including the CPG defined in continuous-
time and continuous-states

dx*(t)
"0 _ e, ae) 1)

where x% € X C R is all the states of the robot and the CPG, and a €
A C R™ is output of the feedback controller to the CPG. We denote the
immediate reward as

r(t) = r(x®(t), a(t)). ‘ (3.8)

The value function of states x%!(¢) based on a policy m(x%, a) is defined as

7'('} , (3.9)

where 7 is a time constant for discounting future rewards. The consistency
condition for the value function is given by the time derivative of Eq.(3.9) as

VT (x4 (t)) = E{ /tooe's"?r(x“”(s), a(s))ds

dvr(x(t)) 1

p = ;V”(xa” (t)) —r(t). (3.10)

We denote a current estimate of the value function as V (x¥ (t)) = V (x%(t); we),
where w€ is the parameter of the function approximator. If the current es-
timate of the value function V is perfect, it should satisfy the consistency
condition as Eq.(3.10). If this condition is not satisfied, the prediction should
be adjusted to decrease the inconsistency

5(t) = r(t) — %V(t) + V(). (3.11)

This is the continuous-time counterpart of the TD error (Doya, 2000). Be-
cause we consider a learning framework in POMDPs, i.e., we observe only
partial states x from all states x*, the TD error does not usually converge to
zero. However, Kimura et.al (Kimura & Kobayashi, 1998) suggested that the
approximated value function can be used to reduce the variance of the gra-
dient estimation in Eq.(3.13) even if the consistency condition in Eq.(3.10)
is not satisfied.

The update laws for the parameter vector of the value function w¢ and
the eligibility trace vector e® for w® are defined respectively as
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W) = od()e ), 6°(1) = —e(t) +

where « is the learning rate and k° is the time constant of the eligibility
trace.

(3.12)

Learning a policy of the sensory feedback controller

In (Kimura & Kobayashi, 1998), Kimura et al. presented that by using TD
error 6(t) and eligibility trace vector e*(t), it is possible to obtain an estimate
of the gradient of the expected actual return V, with respect to the parameter
vector w® in the limit of k* = 7 as

0

ow?

E{Vi|mw} = E{(t)e’ ()}, (3.13)

where

V= / 51 (s) ds, (3.14)
t

w* is the parameter vector of the policy mwe = 7(x, a; w®), and e%(¢) is the
eligibility trace vector for the parameter vector w®. The parameter vector
w is represented as w* = (W, ... wiT wT)T where wh is j-th column
vector of the parameter matrix W#. The update laws for the parameter
vector of the policy w® and the eligibility trace vector e€*(¢) can be derived

respectively as

we(t) = B8(t)e(t),  &(t) = __1_ea( 0+ A0 mya

K% owe

(3.15)

where ( is the learning rate and k® is the time constant of the eligibility
trace. In the case of k® = T = 00, the actual return used as a criterion for
the policy improvement in this algorithm would be similar to the average
reward criterion widely used in other policy gradient methods (Sutton et al.,
2000; Baxter & Bartlett, 2001b; Konda & Tsitsiklis, 2003). (see Section 3.7.3
for more details)

3.4 Control architecture for 5-link robot

In this chapter, we use a planar 5-link biped robot (Fig. 3.1) developed in
(Morimoto, Zeglin, & Atkeson, 2003). The experimental setting is depicted
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Figure 3.2: Experimental setting

in Fig. 3.2. The height of the robot is 0.4m and the total mass is about 2kg.
The length of each link of the leg is 0.2m. The masses of the body, thigh
and shank are 1.0kg, 0.43kg and 0.05kg, respectively. The motion of the
robot is constrained within the sagittal plane which is defined as shown in
Fig. 3.1(right) by a tether boom. Direct drive motors directly actuate the hip
joints, and motors drive the knee joints through a wire transmission mech-
anism with a reduction ratio of 2.0. These transmission mechanisms with
low reduction ratio provide high back drivability at the joints. Foot switches
detect foot contact with the ground. The robot is an under-actuated system
having rounded soles with no ankles. Thus, it is challenging to design a con-
troller to achieve biped locomotion with this robot since no actuation can be
applied between the stance leg and the ground unlike many of the existing
biped robots that have flat feet with ankle joint actuation. In the following,
we denote the left hip and knee angles by 021-1, and 6, __ respectively. Similar
definitions also apply to the joint angles of the right leg.

Figure 3.3 illustrates our control architecture for the biped robot, which
consists of the CPG-based controller for the hip joints and the state-machine
controller for the knee joints. Section 3.4.1 presents a CPG-based controller
which generates periodic walking patterns. Section 3.4.2 presents a state-
machine controller which ensure foot clearance at appropriate timing ac-
cording to the state of the hip joint and the foot contact information with
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Figure 3.3: Proposed control architecture for 5-link biped robot

the ground.

3.4.1 CPG-based controller for the hip joints

In the proposed control architecture, the hip joints of the robot are driven by
the CPG-based controller described in Section 3.2. The hip joint controller
is composed of four neurons (i =1 ~ 4) in Egs.(3.1) - (3.3): i = 1. extensor
neuron for left hip, ¢ = 2: flexsor neuron for left hip, i = 3: extensor neuron
for right hip, i = 4: flexsor neuron for right hip. For the sensory feedback in
Eq.(3.1), we consider the states of the hip joints x = (Qﬁu-p s éfﬁp +0,, Ohipt
B 9}"@ +6,)7 as the input states. The target joint angle for the hip joint is
determined by the oscillator output g;:

~

éi&i'p =—q + G2, Ohip = — 43 + Q. (3.16)
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The torque output u at each hip joint is given by a PD controller:
Unip = K2 (Onip — Onip) — K6, (3.17)

hip (s . hip . . :
where K" is a position gain and K™ is a velocity gain.

3.4.2 State-machine controller for the knee joints

We design a state-machine controller for the knee joints as depicted in Fig 3.4.
The state-machine controller changes the pre-designed target joint angles for
the knee joints according to transition conditions defined by the hip joint
angles and the foot contact information with the ground. A PD controller
gives the torque command to each knee joint:

Uknee = Kgnee(éknee - anee) - Kgneeékneea (318)

where K;f”’ee is a position gain and K% is a velocity gain. We define four
target joint angles, 0, ~ 04, for the state-machine controller (Fig. 3.4). We use
the hip joint angles and the foot contact information to define the transition
conditions of the state-machine controller. The transition conditions defined
by the hip joint angles are given by, 6;,, — 05, < b or 6}, — 60}, < b, where
b is a threshold of the transition conditions.

3.5 Numerical simulations

In Section 3.5.1, we present function approximators for the value function
and policy of sensory feedback to CPG. In later part of this section, we
describe reward function designed to achieve biped walking through learning.
In Section 3.5.2, we present the parameter settings in the controller used for
the simulations.

3.5.1 Function approximator for the value function and
the policy

We use a normalized Gaussian Network (NGnet) (Doya, 2000) to model the
value function and the mean of the policy. This function approximator was
used in previous studies of RL in continuous time and space, and shown
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to be effective in the examples of a swing-up task of an inverted pendulum
and a dynamic stand-up behavior of a real robot (Doya, 2000; Morimoto
& Doya, 2001). With this method it is possible to achieve smooth control
compared to the tile-coding approach often used in discrete RL (Sutton &
Barto, 1998). In addition, practical feasibility of this function approximator
was demonstrated for real-time implementation of the control policy on a
hardware robot to achieve the desired behavior (Morimoto & Doya, 2001).
The variance of the policy is modeled by a sigmoidal function (Kimura &
Kobayashi, 1998). The value function is approximated with the NGnet:

V(x;w°) = w'b(x) (3.19)
where, b(x) = (b1(x), ba(x), - -+ , br(x))T,

bk(x)=M and  ¢(x) = e sk xmenl (3.20)

ZIK=1 di(x)
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K is the number of the basis functions, and w® is the parameter vector of
value function. The vectors ¢ and s, define the center and the size of the
k-th basis function, respectively. The mean p and the covariance matrix D
of the policy are represented with the NGnet and the sigmoidal function,
respectively:

wn(x; W) = WHlb(x), D(w?) = ST(w?)S(w*), (3.21)
where, S(w?) = diag(o1,02,03,04),

1
1 +exp(—w?)

o

o; and W = (w,ws,ws,wi)T. (3.22)

We locate basis functions @x(x) on a grid with an even interval in each
dimension of the input space (=5 < 6}, +6, < 5,-3.0m < 6}, + 6, <
3.0m,—% < @ +0, < Z,-30r < 0, +6, <30m). We used 9216(=
12 x 8 x 12 x &) basis functions to approximate the value function and the
mean of the policy respectively.

Rewards

We used the following simple reward function:

r =k, max(0,v), (3.23)

where, the reward is designed to encourage forward progress of the robot by
giving a reward proportional to the forward velocity of walking v. In this
study, the parameter for the reward is chosen as k, = 0.05. The robot also
receives a punishment (negative reward) r = —1 for 0.5s if it falls over.

3.5.2 Parameters for the controllers

Parameters of the neural oscillators used in Egs.(3.1) - (3.3) are 7opg =
0.041, 75pe = 0.36, B = 2.5, zp = 0.4, wiy = wy = wyy = wyg = 2.0,
Wiz = W3 = Wyy = wWgy = 1.0. Initial values of the internal states are
given by z;(0) = 0.05, z2(0) = 0.05. We select the learning parameters as
T =10, a =50, p* = 20, p7 = 10, k¢ = 0.1, s* = 1.0, k7 = 1.0. PD
gains for hip joints are set to KI’}@ = 4.0N-m/deg and Kgip = 0.07N-m-s/deg,
respectively. These CPG parameters were roughly tuned to achieve some
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desirable natural frequency and amplitude through numerical simulations.
However, note that as seen in Fig.3.6, the robot cannot walk only with the
CPG, i.e., appropriate learned sensory feedback is necessary for successful
walking. Moreover, we will demonstrate that choice of CPG parameters does
not significantly affect the performance of learning in our proposed framework
(see Section 3.5.3 below). Parameters of the state-machine are §; = 32deg,
0y = 16deg, 03 = 15deg, 0, = 7.5deg and b = 8.6deg. PD gains for knee joints
are chosen as K{f"ee = 8.0N'm/deg and K*"e¢ = (.09N-m-s/deg, respectively.

3.5.3 Simulation results

In the following simulations, the initial posture of the robot is determined as
0} = 5.5deg, 0}, = —5.5deg, 8, = 0.0deg, 6}, = 20.5deg, 0}, = 0.0deg
(see the definition of each angle in Fig. 3.3) and the initial velocity of the
robot is randomly sampled from an uniform distribution between 0.05m/s
and 0.20m/s. In these simulations, we define that a learning episode is suc-
cessful when the biped robot does not fall over for 10 successive trials. We
applied the policy gradient method with these settings to the biped robot.
Figure 3.5 (solid line) shows an accumulated reward at each trial with the pol-
icy gradient method. An appropriate feedback controller of the CPG-based
controller was acquired in 181 trials (averaged over 50 experiments). Figure
3.6(1) shows the initial walking pattern before learning, where the robot falls
over after a few steps. Figure 3.6(2) shows an acquired walking pattern at the
1000-th trial with the learned sensory feedback of the CPG-based controller.

As a comparison, we also implemented a value-function-based RL method
proposed in (Doya, 2000). The result is also presented in Fig.3.5 (dash-dot
line). Although the value-function-based RL could also acquire appropriate
biped walking controllers, it required a larger number of trials compared
with the policy gradient method (1064 trials was required with the value-
function-based RL on average). Moreover, we observed that learning was
unstable with higher learning rate in updating of policy parameters with
value-function-based RL. The result is consistent with the notion that value-
function-based RL methods are not suitable for POMDPs, as pointed out in
(Singh et al., 1994). This is further discussed in Section 3.7.3 in more detail.

We observed a large phase difference between the target and actual tra-
jectories in the hip joints while the knee joint trajectories achieved good
tracking of the target. This is due to the choice of low PD gains for the hip
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joints. Despite this large phase difference between the target and actual hip
joint trajectories, the robot could achieve successful walking. This suggests
that our method does not necessarily require very accurate tracking with a
high gain servo which is typically offered in model-based trajectory planning
approaches (Kagami et al., 2001; Kagami, Kitagawa, Nishiwaki, sugihara, &
Inaba, 2002; Hirai et al., 1998).

In order to investigate sensitivity of learning against the changes in the
CPG parameters, we varied the CPG parameters which characterize the fre-
quency (Tepa, Tope) and amplitude (z) from the values chosen above by
+25%, respectively. In all cases, we could acquire successful walking within
1000 trials. We did not observe significant difference in the resultant walking
with the learned feedback controller even with these varied CPG parameters.
This suggests that careful tuning of CPG parameters is not a prerequisite in
our learning framework.

3.5.4 Linear stability of a periodic orbit in learned
biped walking

In this section, we analyze linear stability of a periodic orbit in learned biped
walking around a fixed point using a return map (Strogatz, 1994). The return
map is defined as a mapping of the states of the robot and CPG from the 4th
step to the 6th step when the right hip is in swinging phase and the angle is
0.2rad. The return map is an 18 dimensional mapping which consists of the
states of the robot and CPG except the walking distance of the robot. Initial
velocity of the robot was randomly sampled from an uniform distribution
between 0.05m/s and 0.15m/s, introducing perturbations in each dimension.

We analyzed the linearized return map which was approximated using
1500 sampled data, and confirmed all eigenvalues were inside of the unit
circle. The result implies that the periodic biped walking is locally stable
around the fixed point.

3.6 Hardware experiments
In this section, we implement the proposed control architecture on the phys-
ical biped robot depicted in Fig. 3.1. We use the same parameters for the

CPG and state-machine and also the same PD gains as used in the numeri-
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Figure 3.5: Accumulated reward at each trial: Averaged by 50 experiments
and smoothed out by taking a 10-moving average. Error bar is the standard

deviation. Solid line: policy gradient method. Dash-dot line: value-function-
based RL.

cal simulations presented in Section 3.5.2. In the state-machine controller, a
low-pass filter, with the time constant of 0.03s, is used to avoid discontinuous
change in the target angles of the knee joint, which is practically undesirable.
To initiate locomotion in the experiments, we first suspend the robot with
the legs swinging in the air, and then place the robot on the ground manually.
Thus, the initial condition of each run was not consistent. Occasionally, the
robot could not start walking or fell over after a couple of steps when the
timing was not appropriate.
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(1)

Figure 3.6: Acquired biped walking pattern: (1)Before learning. (2)After
learning. The arrow indicates the direction of walking.

3.6.1 Walking performance of the learned controller in
the real environment

We implemented ten feedback controllers acquired in the numerical simula-
tions, and then we confirmed that seven controllers out of ten successfully
achieved biped locomotion with the physical robot. Figure 3.7 shows the
walking pattern without a learned feedback controller, and Fig.3.8 shows
snapshots of a walking pattern using one of the feedback controllers. Figure
3.11 presents trajectories of a successful walking pattern at each joint in right
foot.

3.6.2 Convergence property from various initial condi-
tions

The robot could achieve biped walking even though the initial conditions in
these experiments were not consistent. In order to investigate the conver-
gence property to steady-state walking with variations in initial conditions,
we analyze linear stability of a periodic orbit in learned biped walking around
a fixed point using its return map (Strogatz, 1994). We consider a one di-
mensional return map with respect to the successive step length d defined as
a distance between the right and left foot when right leg touches down with
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the ground. In Fig 3.12, we plot the return map obtained in the experiments.
The absolute value of the slope of the return map is 0.82 which is less than
1. The result implies that the walking with the physical robot converges to
the steady-state walking even if the initial conditions are not consistent.

3.6.3 Robustness of the learned controllers

We experimentally investigate the robustness of the learned controller against
environmental changes and parametric changes in the robot dynamics. As
an example of an environmental change, we placed a seesaw-like metal sheet
with a slight change in the slope on the ground (Fig.3.9). As an example of
a parametric change in the robot dynamics, we added a weight (150g) on the
right shank (Fig.3.10), which is about 38% of right leg mass increase. Figures
3.9 and 3.10 suggest the robustness of the learned walking against environ-
mental changes and parametric changes in the robot dynamics, respectively.
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3.7 Summary and discussion

3.7.1 Summary

In this chapter, we presented a learning framework for a CPG-based bipedal
walking controller with a policy gradient method. Numerical simulations
demonstrated that an appropriate sensory feedback controller to the CPG
could be acquired with the proposed learning architecture to achieve a de-
sired walking behavior. We showed that the acquired walking pattern has a
locally stable periodic orbit based on a linearized return map around a fixed
point. We also implemented the learned controller on the physical 5-link
biped robot. We then analyzed the convergence property of the learned walk-
ing behavior, for steady-state walking under variations of initial conditions
based on a return map. Experimentally we demonstrated the robustness of
the learned controller against environmental changes and parametric changes
in robot dynamics, such as placing a seesaw-like metal sheet on the ground,
as well as adding a weight to the physical robot. As an immediate next step,
we address improvement of the acquired controller by additional learning on
the physical robot.

3.7.2 [Issues in motor skill learning with reinforcement
learning

In this study, our general interest is in the acquisition of motor skills or dy-
namic behavior of complex robotic systems such as humanoid robots. This
chapter has focused on the development of a learning framework for a simple
biped robot to achieve the desired walking behavior. Among learning motor
skill problems, in particular, learning biped locomotion is a challenging task,
which involves dynamic interaction with the environment, and it is desir-
able that the controller be robust enough to deal with uncertainties of the
environment and unexpected disturbances.

Model-based approaches for motion generation of biped robots have been
successfully demonstrated to be effective (Kagami et al., 2001, 2002; Hirai
et al., 1998). However, they typically require precise modeling of the dynam-
ics of the robot and the structure of the environment. For that reason, we
employed our proposed CPG-based control framework with a policy gradient
method, which does not require such precise modeling to achieve robust loco-
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motion in an unstructured environment. Our empirical results demonstrated
the effectiveness of the proposed approach. However, in general, there are
difficulties in the application of the reinforcement-learning framework to mo-
tor skill learning with robotic systems. First, in motor control, it is desirable
to use smooth continuous actions, i.e., the output of the policy should be
smooth and continuous, computed from the current state, which is typically
measured by sensors taken from the real robotic systems. Previously, in
many applications of RL, discretization techniques have been widely used
to provide continuity (Sutton & Barto, 1998). However, as pointed out in
(Doya, 2000), coarse discretization may result in poor performance, and fine
discretization would require a large number of states and iteration steps.
Thus, in order to deal with continuous state and action, we find it useful
to use function approximators. Moreover, the use of algorithms derived in
continuous time is also suitable for dynamic systems (Doya, 2000). Secondly,
when considering hardware implementation of the policy for robot control,
as calculation of motor commands needs to be performed in real-time. Thus,
computationally efficient representation of the policy should be considered.
To our knowledge, there have been only few successful applications of motor
skill learning for physical robotic systems (Kimura et al., 2001; Morimoto
& Doya, 2001), in which the dimensionality of the systems is kept relatively
small. In this research, we used CPG-based controller to achieve robust
biped walking for rather high dimensional system. The use of CPG-based
controller also makes learning of such a complex motor task much simpler as
it introduce the periodic rhythm required for walking. However, still other
alternative approaches and algorithms can be considered. In the following
section, we discuss several possible policy search approaches that might be
applicable to the learning problem in this chapter.

3.7.3 Comparison to alternative policy search approaches

In this chapter, we adopted a policy gradient method proposed in (Kimura
& Kobayashi, 1998), as a method for policy search in a CPG-based locomo-
tion controller. This section discusses possible alternative policy search ap-
proaches, for example, genetic algorithms (Hase & Yamazaki, 1998; Tuchiya,
Kimura, & Kobayashi, 2004), value-function-based reinforcement (Sutton
& Barto, 1998; Doya, 2000), and other policy gradient algorithms such as
GPOMDP (Baxter & Bartlett, 2001b) and IState-GPOMDP (Aberdeen &
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Baxter, 2002).

Genetic algorithms (GAs) are optimization methods inspired by evolu-
tionary processes. This method is known to be effective for applying to
complex search problems (typically discrete problems) in a large space, it
has been applied to policy search in biped locomotion (Hase & Yamazaki,
1998), and to locomotion of a snake-like robot (Tuchiya et al., 2004). How-
ever, the optimization process does not use the gradient information, which is
useful to determine how to improve the policy in a systematic manner. Also,
there are a number of open design parameters, for example, the number of
individuals and the probability of mutation, which need to be determined
somewhat in a heuristic manner. Moreover, there is a problem of policy cod-
ing — it is unclear how to represent a policy in an appropriate way for any
given problem.

Value function based RL methods have been successfully applied to many
policy search problems (Doya, 2000; Morimoto & Doya, 2001; Tesauro, 1994;
Mataric, 1994). However, value function based RIL assumes MDPs (Markov
decision process) in which all states are observable, therefore, it is not suitable
for POMDPs as pointed out in (Singh et al., 1994). In fact, we performed
additional numerical simulations to test a value function based RL for the
locomotion task in the same simulation settings, which could conceived as
a POMDP (see the result in Fig. 3.5). However, the value function based
RL! needed a larger number of trials to acquire an appropriate feedback
controller compared with the policy gradient method (Kimura & Kobayashi,
1998) in this POMDP environment. There is still a possibility to consider
full state observation including all the robot states and the internal states
of the CPG to make the learning problem of biped locomotion an MDP.
However, due to the significant increase of dimensionality of the state space, it
is computationally too expensive for real-time implementation on a hardware
system with the current settings. These observations above indicate that
policy search algorithms that are capable of handling the POMDP situation
would be preferable.

Policy gradient methods are policy search techniques which are suit-
able for POMDPs (Williams, 1992; Kimura & Kobayashi, 1998; Baxter &
Bartlett, 2001b). In this chapter, we chose to use the policy gradient algo-
rithm proposed in (Kimura & Kobayashi, 1998) as a policy search method,

'We used the value function based RL in continuous time and state proposed in (Doya,
2000) and also used for the real robot control in (Morimoto & Doya, 2001).
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which has been empirically shown to be effective as a learning method for
physical legged robotic systems (Kimura et al., 2001; Tedrake et al., 2004).
We would like to mention that this algorithm is essentially equivalent to
the policy gradient algorithm, GPOMDP, developed by Baxter (Baxter &
Bartlett, 2001b). Although objective functions used in Kimura’s algorithm
(expected actual return) and Baxter’'s GPOMDP algorithm (average reward)
are different, (Baxter & Bartlett, 2001b) shows that the gradients of the ex-
pected actual return is proportional to the gradient of the average reward.
Both, Kimura’s formulation and Baxter’s formulation obtain a gradient of the
average reward with respect to the policy parameters as long as the probabil-
ity distribution of all the states and actions are known, i.e., the environment
is completely known. However, in practice, we need to estimate the envi-
ronment’s dynamics from sampled data when there is no prior knowledge of
the environment. In such a case, Kimura’s algorithm which uses an approxi-
mated value function as the reward baseline (introduced in (Williams, 1992))
is empirically shown to be more advantageous in reducing the variance of the
estimation of the policy gradient (Kimura & Kobayashi, 1998).

Finally, we would like to mention the internal-state policy gradient algo-
rithm for POMDP (IState-GPOMDP), which has internal states with mem-
ory as an extension of the GPOMDP algorithm (Aberdeen & Baxter, 2002).
Conceptually, this framework has a similarity to the structure of our learning
system with the CPG, in that it contains internal states. Thus, there might
be a potential possibility to optimize the parameters of the learning system
including the mapping from the oscillator output to the torque at hip joints,
which was implemented by a pre-designed PD controller in Eq.(3.17). How-
ever, learning additional parameters would be computationally too expensive
due to the complex representation of the entire policy, and therefore would
not be suitable for real-time implementation in a hardware system.

Although policy gradient methods are generally considered to be suit-
able for POMDPs, these methods find a local optimal solution only within
the parameter space of the state-dependent policy designed in advance. In
this study, we manually selected the partial states (only hip joint states) for
the policy from all the states including the robot and the CPG. Because
of this simplification, the real-time implementation was achieved. On the
other hand, this simplification might deteriorate the performance of the re-
sultant policy acquired through learning. One of the key factors for successful
learning in this study was the choice of that partial states selected by our
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intuition, which are likely to be dominant states in our proposed CPG-based
biped locomotion controller. If a different simplification is introduced for this
learning task, for example, if CPG’s internal states are only used for learning,
the acquired controllers may not be good enough to achieve biped walking.
We leave this for our future studies.
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Figure 3.7: Initial walking pattern without a feedback controller. The robot
could not walk.

Figure 3.8: Successful walking pattern with a learned feedback controller in
numerical simulation with 1000 trials.

Figure 3.9: Example of an environmental change. Walking pattern on a
seesaw-like metal sheet

Figure 3.10: Example of a parametric change of the robot dynamics. Walking
pattern with an additional weight of 150g on the right shank.
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Figure 3.11: Joint angles and sensory feedback signals of successful walking
with the physical robot using an controller acquired in numerical simulations.
The top and second plots are joint trajectories of the right hip and knee,
respectively. The third and the bottom plots show sensory feedback signals

corresponding to the extensor and flexsor neurons for the right hip joint,
respectively.
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Figure 3.12: The linearized return map of acquired walking with the physical
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the identity map.
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Chapter 4

Achieving Dynamic Tasks
through Learning Humanoid
CoM Movements

In the previous chapter, it was presented that the learning of a biped walking
behavior was successfully achieved via the use of a policy gradient RL method
on a 5-link robot. A neural oscillator model was introduced as CPGs, which
imposes natural joint coordination for walking while making the complex
motor learning problem tractable. Although the result in previous chapter
demonstrates that learning in low-dimensional feature space could achieve
motor learning on humanoid robots, it is still faced with the problem, as
to how we can find an appropriate constraint, which could make dynamics
of the robot reduced one with a capability for executing the target motor
task. One’s ideal hope is to find a low dimensional feature space that can be
commonly effective for all motor learning for all-daily movements. However,
several studies (d’Avella et al., 2003; Tresch et al., 2006; Safonova et al., 2004)
suggest that the basis of synergies is typically task dependent, even if a few
common one can be observed. Additionally, we could look toward a general
principle to automatically extract such a task-dependent and low-dimensional
features. However, due to the countless variety of the movements, this could
proof to be unrealistic. Now let us first consider a general framework for
some-limited class of movements.

In this chapter, we focus on a class of whole-body motor skills, in which
all-joints are cooperative and momentum or CoM movements are correlated
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with its performance, because it can be expected for such tasks that the
learning is achieved in extremely low-dimensional feature space compared
with original dimension of the humanoid robots. In particular, this chapter
presents a novel approach to acquire whole-body dynamic movements on
humanoid robots, with a focus on learning a control policy for the CoM,
rather than joint movements or other end-effectors in achieving its task. The
direct CoM control keeps the ZMP in the supporting polygon even during
learning trials; the ZMP equation is taken into account for the CoM control.
The weighted pseudo inverse with CoM Jacobian is then utilized to distribute
the CoM movement to all-joint movement. This approach can allow us to
execute learning in low-dimensional feature space which consists of CoM
position and executing time variable, and results in a coordinated full-body
movement. The proposed method is applied for a ball-punching task as
one of dynamic full-body movements with a full-body humanoid robot in
demonstrating the effectiveness of this method.

4.1 Introduction

A number of methods for achieving various tasks on a humanoid robot have
been explored, mainly to achieve biped walking and balancing (Nagasaka,
2000; Kagami et al., 2001; Sugihara & Nakamura, 2002; Kajita et al., 2003).
However, even though a number of real humanoid robots have demonstrated
dynamic whole-body movements based on these methods, it is still infeasible
to set up humanoid robots into our own living spaces in order to help us,
due to their lack of ability to adapt to a new environment like humans and
animals.

RL is a promising method compared with other learning frameworks as
one of the candidate solutions for granting humanoid robots with such ability.
With an increase of dimensionality in state and action space, however, RL
often requires not only a large number of iterations, but also has a large
computational cost, especially in the case of learning a complex control policy.
Although there have been many attempts to apply RL methods for several
robots in simulation and real hardware systems in order to acquire a desired
movement, most of the robots to which learning has been applied so far have
a small number of DoFs, and not as many as 20 to 30 DoFs as typiCaHy
offered by humanoid robots (Kimura et al., 1997, 2001; Morimoto & Doya,
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2001; Tedrake et al., 2004; Matsubara et al., 2005).

In this chapter, we suggest a novel approach for acquiring dynamic whole-
body movements on humanoid robots, focused on learning a control policy
for the CoM of the robot rather than joint trajectories. Humanoid robots
cannot however, directly control their own CoM through joint torques, be-
cause they are not constrained by the ground. Moreover, unreasonable target
joint trajectories are infeasible, because they could make the robot fall over
due to dynamic inconsistency. It has been shown that in order to achieve
a desirable CoM movement, it is important to directly control the ground
reaction force (Nagasaka, 2000). Furthermore, if we keep the ZMP (Vuko-
bratovié¢ & Borovac, 2004) in the support polygon during CoM control, it
may be possible to prevent robots from falling over due to moments on the
edges of their feet. A CoM-Jacobian-based redundancy resolution is used
to compute angular velocities for all joints to achieve a whole-body move-
ment consistent with the desired CoM movement was proposed by (Sugihara
& Nakamura, 2002). The above framework makes the learning problem of
whole-body movement a more reasonable task.

We demonstrate the effectiveness of our proposed framework by apply-
ing it to a ball-punching task in numerical simulations using a commercial
humanoid robot, HOAP2.

Desired velocity ’

of CoM Desired angular
_ CoM velocities -

a= rrt'f q

Policy Gradient Inverted pendulum

Control polic
RN CoM-Jacobian-based

j[(x, a,w ) redundancy resolution|

Reward r(X)
State X

Figure 4.1: An approach for learning a desired whole-body movement on a
humanoid robot
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The organization of this chapter is as follows. In Section 4.2, we briefly
introduce the ZMP and the ZMP-equation (see the details in Appendix B).
Next we describe how we can control the CoM by manipulating the ZMP
based on the ZMP equations in Section 4.3. In Section 4.4, we present
the policy-gradient method we use to learn an appropriate control policy
for a desired full-body movement on a humanoid robot. In Section 4.5, we
present a concrete example of the learning system for a ball-punching task
on a humanoid robot. In Section 4.5.1, we describe the results achieved by
applying the proposed method in numerical simulations. In Section 4.6, we
implement the acquired CoM movement on the humanoid robot HOAP2, and
demonstrate the effectiveness of our method in a real environment. Finally,
we summarize this chapter.

4.2 An approach for learning a desired whole-
body movement on a humanoid robot

In this section, we briefly describe our suggested approach for learning a
desired whole-body movement on a humanoid robot. Figure 4.1 shows a
rough sketch of our suggested approach. The approach focuses on learning
a CoM movement suitable for the achievement of the task on a humanoid
robot. The CoM is one of the most important features of humanoid robots
because it conveniently represents the whole-body motion of the humanoid
robot. Based on this insight, we propose to focus on the learning the CoM
in order to achieve a desirable movement on humanoid robot, rather than
learning the movement in terms of all joints.

From a motor learning perspective, learning a CoM movement is simpler
and easier than learning all joint movements directly. A CoM-Jacobian-based
redundancy-resolution technique is used to compute angular velocities for all
joints in order to achieve a whole-body movement consistent with the desired
CoM movement (Sugihara & Nakamura, 2002). We use a weighting matrix
in the weighted pseudo-inverse computation, which has a significant effect on
the movement in joint space. This aspect forms a focus in next chapter. In
this work, we use weights that were manually specified. The following two
sections describe the components of the method: CoM control based on the
ZMP, distribution of a CoM movement into joint space, and RL of a CoM
movement.
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4.3 CoM controller based on the ZMP equa-
tion

As mentioned in Section 4.1, for the last decade, many humanoid robots
have achieved various dynamic tasks such as biped walking and balancing.
Most proposed methods are based on the ZMP — an equation representing
the dynamics of a humanoid robot’s CoM in an approximated manner (see
Appendix B). This section describes a method for achieving control of the
CoM based on the ZMP.

4.3.1 ZMP compensation control

According to Nagasaka (Nagasaka, 2000), assuming a mass-concentrated
model, the relationship between the moment acting on the ZMP and the
objective ZMP is given as

nZMP _ pOZMP { (nOZMP _ (JMPY o £CoM (4.1)
ROZMP _ (pCoM _ OZMPY  pCoM (4.2)
where nZMP ¢ R3 and n9?MP ¢ R3 are the moments on the ZMP and

objective ZMP respectively. »?MFP ¢ R?® and r9?MF ¢ R3 are the position
vector of ZMP and objective ZMP from origin, and f“°M ¢ R? is the force
acting on the CoM, respectively

From the definition of the ZMP: the point such that horizontal compo-
nents of the moment acting at the point are zero, we can derive a control law
to compensate the ZMP to the objective ZMP by kinematically manipulating
the CoM as follows:

CoM __ ZMP OZMP CoM
ATx,H»l - K(T:c — Ty ) + Arm,i

—i—(Arff-’M - ATCOM) + KArg?M, (4.3)

)i z,i—1

CoM __ ZMP _ _OZMP CoM
Arg2f = K@M —ry ) + Ay

HArSM — ArFM) + KArJ oM, (4.4)
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where K = fEMAL/(rfoM — rQZMP) and At is a discrete time step. Ar is

the deviation of position during At. It is straightforward to approximate the
desired velocity of the CoM as

iCM ~ ArSoV /AL, (4.5)
oM Arg o AL (4.6)

Under such control, the robot can be regarded as an inverted pendulum with
its supporting point at the objective ZMP.

4.3.2 Calculating the reference ZMP according to the
inverted-pendulum model

As we mentioned above, since the horizontal components of the moment on
the ZMP are zero, the mass-concentrated model of the humanoid robot can
be regarded as an inverted pendulum. Based on this analogy, we can apply a
simple PID controller to control CoM by manipulating the ZMP as described
in (Sugihara & Nakamura, 2002).

The dynamics of the mass-concentrated model approximately linearized
around an equilibrium point are given as

~CoM __  2( .CoM _  ZMP
7y oM = w(ry " —ra M), (4.7)
~CoM _ 2¢ CoM _ _ZMP
7y 0 = wi (N =), (4.8)
#CoM . .
where, w = W. The dynamics equations above represent the hor-

izontal movement of the CoM. Due to the symmetry of the z and y compo-
nents, we are able to focus on the z component in following derivation without
loss of generality. By differentiating Eq.(4.7) and ignoring the change in w

by assuming that ¥¥°" = 0 and r¢°M is constant, the following equation can

be derived.
<-CoM _ Wz(":'COM _ xZMP) (49)

T o T

In order to control the CoM r$°M with the reference r$%Y as a target,

we can apply following simple controller as
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K
FEMP — (Kp + ?’ + Kps) (5o — ¢ GoM), (4.10)
Foot = Kc(rgof —rSoM). (4.11)

Kp, K7, Kp and K¢ are gains. By the final-value theorem, it may easily be
proven that r&°M converges to rfr‘g‘f with appropriate settings for the gains.
By integrating the two components presented in this section, the CoM
can be controlled by manipulating the ZMP. In the next section, we describe
a CoM-Jacobian-based redundancy-resolution technique used to achieve a
whole-body movement consistent with the desired CoM movement.

xT

4.3.3 Distributing the CoM movement into joint space

In this section, we present a CoM-Jacobian-based redundancy-resolution
technique used to achieve a whole-body movement consistent with the de-
sired CoM movement (Sugihara & Nakamura, 2002). We also present the
CoM controller used in our framework which is based on the CoM Jacobian.

Whole body motion generation for balancing

Sugihara et al. (Sugihara & Nakamura, 2002) proposed the concept of, and
a calculation method for the CoM Jacobian which relates the velocity of the
CoM with the angular velocities of all joints as

M = Jo(q)d, (4.12)

where Jco(q) € R**™ is the CoM Jacobian, and n is the the number of DoF's
in the robot. By using the CoM Jacobian and the weighted pseudo-inverse
calculation, we can distribute the CoM velocity to the angular velocities of
all the joints according to a sum-squared minimization of all the joint angular
velocities as follows:

q = JErM + (I — JLJo)k, (4.13)

where,

JE =WrIE(Iw gl (4.14)

W = diag{w;}(i =1,---,n), and k € R" is an arbitrary vector. I € R"™"
is the identity matrix. The above redundancy-resolution technique with a
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weighting matrix determines a whole-body motion consistent with the desired
CoM movements.

CoM controller in the double support case

We composed the following controller for the CoM assuming both feet are
contacting the ground:

g=J+ (I - JtI)k, (4.15)

where, * € RS = {'f‘() — T, Tc — 'f"u]T and J(Q) e R — [J(j((]) —
Ju(q), Jo(q) — Ju(@)]T. k € RS is an arbitrary vector. 7¢ is a position
vector of CoM from base-link defined on the waist, and r; and r,; are posi-
tion vector of left and right foot from base-link. 7 and J(q) are correspond-
ing velocity vector and Jacobian of each r defined above, respectively. The
variables are defined in Fig.4.2.

The desired 7 to control the CoM according to the desired trajectory is
given by Eqgs.(4.5), (4.6) and (4.10).

Figure 4.2: The definition of the variables.
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4.4 Reinforcement learning for CoM move-
ment

In this section, we present a RL method used for the proposed learning
framework. Specifically, we use a policy-gradient method for learning CoM
motion. The policy-gradient method is a kind of RL method which maximizes
the average reward with respect to parameters controlling action rules known
as the policy (Williams, 1992; Kimura et al., 1997; Baxter & Bartlett, 2001b).
Compared with most standard value-function-based RL methods, this type
of method has particular features suited to robotic applications. Firstly, the
policy-gradient method is applicable to Partially Observable Markov Decision
Processes (Aberdeen, 2003). It is almost impossible to consider all possible
states of the robot because even if it has a complete set of sensors there will
be a degree of noise. It is also possible to consider a partial set of states as
input for a RL system. Secondly, the policy-gradient method is a stochastic
gradient-descent method. The policy can therefore be improved upon every
update. In this section, we briefly describe a framework for RL with the
policy-gradient method.

4.4.1 Reinforcement Learning with a policy-gradient
method

Assuming a Markov Decision Process, the average reward, discounted cumu-
lative reward and value functions are defined as

N
n(0) = lim E 7 ;r(xt)}, (4.16)
n5(6) = lim E %Zﬁtr(xt)], (4.17)

VE®) = BB ik thx}, (4.18)
| k=0

Q5(x,a) = E ZﬂerkH Xy = X, = a] ) (4.19)
| k=0

n(0) is the average reward and 73(8) is the discounted cumulative reward.
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VZ(x) and Qf(x, a) are state-value function and action-value function, re-
spectively (Sutton & Barto, 1998). x is the state, a is the action and @ is
the parameters of the stochastic policy. (3 is a discounting factor. The goal
of RL here is to maximize the average reward.

If we can calculate the gradient of n(@) with respect to policy parameters
0, it is possible to search for a (sub-)optimal policy in policy-parameter space
by updating the parameters to @ <+ 8+avn(0). Vn(0) is the gradient of ()
with respect to 8. Various derivations and algorithms have been proposed in
order to estimate the gradient based on sampling, though interaction with the
environment. According to Kimura and Kobayashi (Kimura & Kobayashi,
1998), the gradient is given by

Vn = (1-p8)Vng (4.20)
. 1—6)/d(x / (a, %) | V log d(x)
+mVlog7r(a x)]Qﬁ(x a)dadx (4.21)
_ / d(x) / n(a,%)[ (1~ §) Vlogd(x)
+Vlogn(a,x } {Q§(x,a) — V5 (x)} dadx (4.22)

= limm ZVIogW as, Xt 263 5(xs, as)

T—00,0—1 T 7
s=

1
= lim = Z 5(x¢, ar) Z BV log m(as, Xs).
s=0

T—00,0—1 T —

(4.23)

Where, m(x, a;0) = P(a|x; 0) is the stochastic policy, which maps a state
x to an action a stochastically. V7(x,a; @) means the deviation of 7(x, a; 6)
with respect to 6. d(x) is the stationary distribution of x. §(x, a) is TD-error
defined as 6(x¢, a;) = 7(x;)+08 [ p(Xe11|%s, 1)V (Xe41)dx =V (). Equation
(4.20) is presented in (Baxter & Bartlett, 1999) as Theorem.1, and Eq.(4.21)
is derived in (Sutton et al., 2000). The derivation of Eq.(4.22) is based on
J vr(x,a)V5(x)da = 0. If we neglect V7 (x), the algorithm is exactly same
as the GPOMDP algorithm developed in (Baxter & Bartlett, 2001b). As
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pointed out in (Baxter & Bartlett, 2001b), the discounting factor £ controls
a bias-variance trade-off in the policy-gradient estimated by sampling.

In fact, we update the policy parameters according to the following rule:
0,11 = 0;+aD,0 (x¢,a;), where, D is updated by D, = 8D, 14V log 7(x¢, az).
However, to gain TD-error § (x;, a;), we need the state-value function VJ (x).
In this chapter, we simultaneously approximate it by using function ap-
proximator Vﬁ”(x; w) and a simple TD-learning method presented as w =

w + ady W‘;;(:w). TD-error 6(xy,a;) is then approximately calculated by

d(xy,a¢) = r(xy) + BYA/E’ (Xp41) — Vg (x;). Note that § should be satisfy
0 < 8 < 1 in order to prevent the state-value function from diverging.

4.5 Application to learning of a dynamic task:
ball-punching

In order to demonstrate the effectiveness of our proposed learning framework
for learning whole-body movements with a humanoid robot, we applied it
to the learning of a dynamic ball-punching motion. The goal is to make
the ball-punching stronger while the learning process focused on the CoM
motion. This section describes the implementation of a punching motion
and the learning process.

Punching motion projected onto the null-space of the CoM con-
troller

A punching motion was straightforwardly implemented by tracking a target
trajectory in task space. In this study, we achieve the tracking control in the
null-space of the CoM controller by introducing the following vector as the
arbitrary vector in Eq.(4.15):

k=J (g — Jud T7°), (4.24)

where, J,, € R**" is the Jacobian relating the right hand velocity in task
space T with ¢ as 7,4 = Jyog, and J+ = J,o(I — J*.J). Introducing this
vector yields target tracking with the right hand in the null-space of the CoM
controller (Yoshikawa, 1990).
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The Gaussian policy and function approximator for the state-value
function

We implemented the following Gaussian policy as a stochastic policy for

controlling the CoM.
(e — .02

n(x,a;0) =

1
V2ro 202
where p(x;0) = 07¢p(x). x is the state, a is the action. We located the
Gaussian basis functions ¢(x) on a grid with even intervals in each dimension
of the observation space as in (Doya, 2000; Matsubara et al., 200?). The
function approximator for the state-value function is also modeled as V§ (x) =

wp(x)

The reward function

The purpose of the ball-punching task is to make the punching as strong as
possible. We designed the reward function according to this objective as

r=(t—2.5)\/viv (4.26)

because the velocity of the ball v, hit by punching is proportional to the
momentum of the ball. The term associated with time t is incorporated in
the reward function in order to avoid local-minima motions which involve the
robot falling forwards and disregard the timing of the punch. The value 2.5
is a bias to achieve distribution of the reward to positive and negative. The
negative reward —5 is given when the both feet leave the ground in order to
avoid acquiring a punching motion with jumping.

4.5.1 Simulation settings and results

We applied the proposed learning framework to the acquisition of a strong
punching movement on a Fujitsu HOAP2 humanoid robot (see Fig.4.4) in
numerical simulation. In this study, we focus on controlling x-axis component
of the CoM, i.e., the output of the policy is the target velocity of the x-axis
component of CoM 752/, More precisely, the desired CoM is constrained
one-dimensional movement. The output of the policy is distributed to x and
y-axis component of CoM as 7™ = sin(¢)- 7Y and 7Y = cos(¢) - 752,
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where ¢ is the angle from y-axis to x-axis in clockwise direction and ¢ = /3
as depicted in Fig.4.3. This setting can be considered suitable to sufficiently
use the area of support polygon because a diagonal line is larger than x and y-
axis line. The state-space was simply defined as x = (rf"M , t). We allocated
100 (= 10 x 10) basis functions ¢(x) in the state-space (—1.0 < r¢°M <
0.0,0.5 < t < 4.0) to represent the mean of the policy u(x). The ball was
modeled as a simple point mass (0.1kg) and the contact between the robot
and the ball is simulated using a spring-damper model. A spring-damper
model was also used to model the floor contact. The integration time-step
for the robot was 0.2ms, and the time interval for learning was 50ms.

For the CoM and right-arm controllers, it is required to set the weight-
ing matrix suitable for this task to appropriately achieve a whole-body mo-
tion. In order to avoid using the DoF's in the right arm (which are used
for the punching motion) for the CoM controller, the weights in right arm
are set to smaller (0.01) than other joints (1.0) in the CoM controller de-
scribed in Eq.(4.13). For the right-arm controller described in Eq.(4.24), to
achieve a punching motion mainly using the right arm, we set the weights in
body joint larger (3.0) than other joints (1.0). The target trajectory for the
right-arm controller in order to achieve a punching motion was designed as
Tragee; = P8I0 (2 f (t —ta)) + ¢ (t > 1,), and we set the parameters so that
the amplitude p = —0.03m, the bias ¢ = 0.21m, the frequency f = 1.5 Hz
and the bias ¢, = 3.5 by considering the HOAP2’s physical model. During
0 <t <3.5, rra,,,, is the constant p.

Figure 4.5 shows the reward at each episode according to the policy-
gradient method. The curve means that the (sub-)optimal punching motion
with maximal reward was acquired in around 3000 episodes. Figure 4.6 is
~an acquired policy for controlling x-axis component of CoM, and Figure 4.7
presents a whole-body punching motion acquired with the control policy.

The punching motion with keeping the CoM at the initial point yielded
the ball momentum about 0.037 kgm/sec. The acquired punching motion
without any probabilistic factors made the ball momentum about 0.085
kgm/sec on average (the standard deviation was 0.005) , which means the
ball momentum generated by the learned policy was about 2.3 times greater
than initial performance.
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Figure 4.3: The one-dimensional CoM movement controlled by the policy is
the red line. The blue line is each foot, and dash line means the support
polygon.

4.6 Experiments on real hardware system

In this section, we implemented the proposed controller on a real humanoid
robot, HOAP2. We then implemented acquired control policy for CoM to the
robot as well as the previous chapter’s result. However, here we implemented
the CoM trajectories generated successful punching trials in simulation with
a leaned policy, because the policy could not achieve the desired punching
movements in real environment due to the serious modeling error between the
simulator and the real robot. Figures 4.8 and 4.9 are the initial motion and
the acquired punching motion in the real environment, respectively. Figure
4.10 is a CoM trajectories with the acquired CoM motion. These results
suggest that the cooperative whole-body punching movement with learned
control policy in simulations is achieved in real hardware system. In order
to visualize the effectiveness of learned punching motions, we set a toy car
in front of the robot to be hit by the punch. The distance of the hit car can
measure the effectiveness of initial and learned punch, respectively. Figures
4.11 and 4.12 are sequential snapshots until hitting to the car and after
hitting. The upper and lower sequence are initial and learned movements,
respectively. The results suggests that the punching motion, i.e., the acquired
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Figure 4.4: Fujitsu humanoid robot HOAP2. 6DoF for the legs, 4DoF for
the arms and 1DoF for the waist. The total weight is about Tkg, and the
height is about 0.4m.

cooperative whole-body movement, is effective even in real environment.

4.7 Understanding the proposed method from
motor learning point of view

In the proposed method, learning was focused on the CoM movements with
several constraints. The list of the constraints are

1. The action space for learning consists of the velocity of the CoM.

2. Joint coordination are introduced by weighted pseudo inverse from
CoM movement to joint space.

3. The ground reaction force always penetrates CoM.

4. The ZMP is restricted inside of the support polygon, which keeps the
robot contacting with the ground.

In the ball-punching task, the above setting makes the complex motor
learning task on a full-body humanoid robot feasible and tractable. As a
result, we achieved learning within only a few thousand trials. Although

65



CHAPTER 4. ACHIEVING DYNAMIC TASKS THROUGH LEARNING
HUMANOID COM MOVEMENTS

B

=2}

[=]

Reward

-3F
-4t

gL . L . L L |
0 500 1000 1500 2000 2500 3000
Episodes

Figure 4.5: The acquired reward at each episodes. The learning curve was
averaged by 5 experiments and smoothed out by taking a 50-moving average.

these constraints makes learning task more feasible and tractable, while it
bounds the performance of the resulting movements. It is of course in trade-
off relationship.

4.8 Summary and discussion

This chapter presented an approach for acquiring dynamic whole-body move-
ments on humanoid robots focused on learning a control policy for the CoM.
This approach allows us to execute learning in low-dimensional feature space,
which is composed of CoM position and executing time variables, in acquiring
a desired coordinated full-body movement. We applied the framework to the
learning of a dynamic ball-punching motion on a HOAP2 model in numerical
simulations. As a result, we demonstrated that it is possible to efficiently
acquire dynamic punching motions through our learning approach. We then
implemented the acquired CoM motion to a real robot and demonstrated the
effectiveness of the acquired policy in the real environment.
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Figure 4.6: An acquired control policy for axis component of the CoM. The
dash-line is the trajectory corresponding to the punching motion in Fig.4.7

1 time = =0,000 1 time = 0,850 1 time = 1,400 1 time = 2,160 1 time = 2,330

Figure 4.7: An acquired whole-body punching movement. The snapshots
are corresponding in 1.832 sec, 2.868 sec, 3.492 sec, 3.705 sec and 3.858 sec,
respectively. The red bar on the foot of the robot means the ground reaction
force.
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Figure 4.8: The initial whole-body punching movement on real hardware
system. The snapshots are corresponding in 0.0 sec, 1.0 sec, 1.6 sec, 1.8 sec
and 2.0 sec, respectively.

Figure 4.9: An acquired whole-body punching movement on real hardware
system. The snapshots are corresponding in 0.0 sec, 1.0 sec, 1.5 sec, 1.8 sec

and 2.0 sec, respectively.
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Figure 4.10: The trajectories of the reference and actual CoM during punch-
ing motion with the acquired control policy.
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(b) The learned punching motion

Figure 4.11: The sequential snapshots for punching motion with ini-
tial(upper) and learned(lower) control policy. Each picture is corresponding
to —3.03 sec, —1.7 sec, —0.7 sec and 0.0 sec from the timing of impact. The
learned motion is cooperative, and makes a distance between the body and
car before the impact to make punching stronger.
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(a) The initial punching motion

(b) The learned punching motion

Figure 4.12: The sequential snapshots for punching motion with ini-
tial(upper) and learned(lower) control policy. Each picture is corresponding
to 0.0 sec, 0.67 sec, 1.67 sec and 2.0 sec from the timing of impact. From the
movement of the car hit by punching, it is clear that the learned punching
was significantly effective in term of the impact on the car. The speed of the
car hit by initial and learned punching were 0.42 and 0.71 m/sec.
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Chapter 5

CoM Control in Extracted
Task-Relevant Feature Space

As described in the previous chapter, the CoM of the robot can be one of the
key representative features for dynamic whole-body movements on humanoid
robots. The way of distributing a CoM movement to an all-joint movement
has multiple solutions, which is called a “redundancy” problem (Yoshikawa,
1990). Although several criteria have been utilized to yield uniqueness in
resolving redundancy, such as the technique to minimum norm of all-joint
velocity used in the previous chapter (see Section 4.3). In this chapter, we
investigate human-like redundancy resolution for CoM movements via the
utilization of human demonstrations. In our proposed method, we use a
mapping from a reduced dimensional feature space to a task space. The
reduced dimensional feature space is extracted from human demonstrations
through a statistical method. Note that the “feature space” is, as captured,
defined a low-dimensional space to achieve the task (as in task space control
for an end-effector) such as the CoM of the robot, not as in the learning
process discussed in previous chapters. We apply our proposed method to
control CoM in order to extract low dimensional features space of a small
humanoid robot model. Simulation results demonstrate the effectiveness of
our proposed method for human-like redundancy resolution.
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5.1 Introduction

A humanoid robot has a large number of DoFs in general. The task space
control is one of most common frameworks to achieve a desired motion with
such complex robots (Yoshikawa, 1990; Nakanishi, Cory, Mistry, Peters, &
Schaal, 2005; Sentis & Khatib, 2005). One problem is that these systems
may suffer from the redundancy problem, arised ill-posedness of dimension
of task in operational space to joint space. In order to yield the uniqueness
in redundancy resolutions, several criteria have been utilized, for example,
the minimum norm of all-joint velocity. Since humanoid robots have a sim-
ilar physical structure to humans, it is expected that humanoid robots will
help us with many tasks in our normal living spaces without any additional
environment-specific equipment. In such a case, it would be desirable for
several reasons that the task space control could be achieved by taking a
human-like solution in joint space among infinite number of candidates. Such
reasons being, first, humanoids tend to be designed by considering human’s
configuration in joint limits and power distributions, as well as kinematics.
Secondly, it is easy to predict humanoid’s movements for humans, which is
helpful and safe when they work together.

In the research field of physiology, there has been proposed several hy-
potheses to explain human motor control and learning. Here, we focus on
the idea of muscle (joint) synergies (Bernstein et al., 1996; d’Avella et al.,
2003; Tresch et al., 2006) in order to address a human-like redundancy res-
olution. According to this, for adult humans, the efficient motor learning
skill can be explained so that several coordinations or synergies have been
already explored and memorized through their experiences, and are appro-
priately utilized in order to achieve efficient learning even for a novel motor
task. With this in mind, the redundancy problem can be much reduced to
human-like solution which is naturally picked up among infinite number of
candidate solutions.

In the computer graphics community, similar ideas have already been
put into practice to reduce the search space much smaller, allowing efficient
dynamics calculations. To extract such key basis, conventional studies use
statistical methods for human demonstrations. Such basis is very similar to
synergies as proposed in physiology.

In this chapter, by taking these ideas, we propose a novel task space con-
trol method by selecting human-like joint movements among infinite number
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of candidates. More precisely, we use data observed from human demonstra-
tions to extract low dimensional basis for the target whole body movement,
to perform the CoM control in a task-dependent low-dimensional feature
space.

The organization of this chapter is as follows. In Section 5.2, we describe
how we extract low-dimensional feature space via human’s demonstration.
The method to achieve the task space control from extracted low-dimensional
features space is then proposed. We also suggest an approach to select task-
dependent features based on its manipulability in this section. In Section 5.3,
we consider the application of the proposed method for achieving a squatting
motion on a whole-body humanoid robot in numerical simulations. Simula-
tion results and discussion are described in Section 5.4 and 5.5, respectively.

5.2 Whole-body control in low-dimensional
feature space

In this section, for simplicity, we only focus on the feature extraction with
a linear model and a task space control method for end-effectors operating
in the extracted low-dimensional feature space. Now, we assume that an
all-joint trajectory can be represented by the following linear equation:

Qn = WYy, (5.1)
where, Q;, = [qh(l) an(2) - qh(T)] is the observed all-joint data, W =
[wi wy -+ wy is basis matrix and Y), = [ya(1) ya(2) -+ ya(T)]

is the feature coefficient data, respectively, where, q,w € RY and y € RM.
M is the dimension of the feature space. If we set M < N and search W and
Y}, simultaneously for minimizing an error function ||Qp — WY}]|, a dimen-
sionality reduction can be achieved with a simple linear model. However,
to select one solution from among the infinite number of combinations be-
tween W and Y}, requires some constraints. Principal Component Analysis
(PCA) is one of most effective methods for achieving such dimensionality re-
duction (Jolliffe, 1986). This method is derived by introducing a constraint
such that each w is orthonormal. In the neuroscience field, Non-negative
Matrix Factorization (NMF) is often used to extract muscle synergies (Lee
& Seung, 2000). The constraint in this method is simply that both W and
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Y, must be positive. One of the interesting properties is that the resulting
basis tends to be sparse compared with other methods like PCA (Lee & Se-
ung, 1999; d’Avella et al., 2003; Tresch et al., 2006). A constraint that y;, is
sampled from a non-Gaussian distribution and each yy, is stochastically in-
dependent derives as, Independent Component Analysis (ICA) (Hyvarinen,
Karhunen, & Oja, 2001) and it is often used with PCA (Tresch et al., 2006).
Although all methods are based on a simple linear model, the characteristic
of each method can be significantly different. By taking a rather simplified
approach, for our purpose we focused on a PCA approach in this chapter.

5.2.1 Feature extraction by PCA

The objective function for PCA with a linear model can be represented as,

T

E(W)pca = 21 Z Z w; q(j))w (5.2)
C,) — Zw?qui, (5.3)

where, C;, = %37 q(i)q(i)”, and the solution for PCA resulting from
minimization of the objective function with respect to w is an eigenvector of
C, in the order of large eigenvalues M(< N) (Hyvarinen et al., 2001). Same
solutions can be derived from maximization of the variance of y,.

5.2.2 Task space control in the feature space

It is defined that x is the position of an arbitrary point in task space, q is
a joint angle vector and the relationship between that is given as x = f(q).
The derivative of the equation is given as follows:

_ Oxdq
8q dt

where, J(q) is called Jacobian. We can calculate the desired angler velocity
qq to achieve target velocity x4 is given as

da = J(@) %4+ (I—I(q)"I(q))¢, (5.5)

= J(@)q, (5-4)
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where, £ is an arbitrary vector and the mapping J(q)™ = J(q)" (J(q)J(q)")™*
and (I—J(q)*J(q)) are the pseudo inverse resolution and the null space pro-
jection, respectively (Yoshikawa, 1990).

Now, we consider to approximately represent a joint vector in low-dimensional
feature space presented in Eq.(5.1). By assuming that basis matrix W for
feature space is constant in time, the following equation can be obtained as
qn = Wyr(if N = M, qn = Wy, qn=Wys).

By substituting the above in Eq.(5.4), the velocity X is given as,

x = J(q)q~ J(qWy = J¢(q)y, (5.6)

where, J;(q) = J(q)W is named feature-Jacobian which relates x to y. By
using this, we can calculate the desired angler velocity qq to achieve x4 as

qa = Wyq, (5.7)

ya=Ji(a) %a+ (T JTp(a)" Is(q))é;. (5.8)

Note that the dimension of J(q) can be lower than J(q). It means that
the advantages of using this Jacobian are not only that the redundancy is
reduced based on the observations, but also that calculation cost for each
desired angler velocity ¢q is reduced. Moreover, it can be expected that
human-like resolution is appropriately selected from among multiple solutions
in joint space.

As already mentioned above, the above equations are precise if and only if
N = M. For the cases of M < N, the accuracy of the manipulation by using
the above equation is concerned with the corresponding eigenvalues of basis
consisting feature space. Moreover, if the operating movement is greatly
different from the movements captured from human, the accuracy can be
worse. Thus, the manipulation by using Eqgs.(5.7) and (5.8) is appropriate if
the large principal components are used and performing a similar movement
to captured data.

5.2.3 Evaluation of feature space by manipulability

While the humanoid robot has a generalized structure for achieving several
tasks, however, the task space control with a feature-Jacobian presented in
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Egs.(5.7) and (5.8) could have a directivity depending on the characteristic
of the feature space. In order to achieve the goal in this chapter, which is
to reduce the redundancy in the task space control, we need a criterion for
evaluating the extracted feature space in terms of the capability to execute
the desired task space control.

The concept of the manipulability (Yoshikawa, 1990) seems to be suit-
able for this requirement. We consider to utilize the criterion to evaluate
feature space for achieving the desired task space control. For Eq.(5.6), we
consider the set of all end-effector velocities v = x realizable by constrained
feature velocities such that the ||y|| < 1. The set can be represented by the
manipulability ellipsoid as

vIINTIiv <1, (5.9)

where, J}r is the pseudo-inverse matrix of J;. By using the singular-value
decomposition, we can write the above equation in a different form as

1
VAN Iv=>Y" ?ﬁf <1, (5.10)
O'i#o ?

where, v = UTv, UXVT (= J;) is the singular-value decomposition of J,
and where, U and V are, respectively, m X m and n X n orthogonal matrices.
Y is an m x n matrix in which each diagonal element is called singular value
of J;. Eq.(5.10) presents the manipulability ellipsoid, in which the length
and the direction of each axis mean the capability of manipulating x in task
space by using the feature Jacobian.

Note that the different features W used in J; derive completely different
manipulability ellipsoids. Hence, in order to achieve the desired movement
in task space with reduced dimensional feature space, to analyze the char-
acteristic of the ellipsoid by the manner presented above can be useful. In
the later section, we use this criterion with the reconstruction error of PCA
for selecting low dimensional and appropriate characteristic feature space for
desired task space control.
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HUMANOID ROBOT

5.3 Achievement of the squatting motion on
a humanoid robot

In order to demonstrate the effectiveness of the proposed method, we apply
it to a squatting motion on a Fujitsu HOAP2 humanoid robot model (in
Fig.5.1) in numerical simulations.

5.3.1 Feature extraction of squatting motion from hu-
man demonstration

First of all, we extract feature space of the squatting motion from captured
data through human demonstration. The data is captured by using a motion
capture system. The markers are attached on each joint of the whole-body.
By using HOAP2’s kinematics model, the data in Cartesian is converted
to joint angle data by taking the differences in the ratio of limbs between
human and HOAP2 into account along with the method presented in (Riley,
Ude, Wade, & Atkeson, 2003). Next, PCA is applied to the converted joint
angle data in order to extract a feature space for human’s squatting motion.
The result is presented in Fig.5.2 as well as other movements. All of the
movements captured have less than 10 dimensions to approximately explain

the captured data. This is supported previous works by (Safonova et al.,
2004).

5.3.2 Achievement of the squatting motion in feature
space

We consider that the squatting motion can be interpreted in the CoM move-
ment as just vertical movements, and horizontal movements are used to
keep the ZMP within the supporting polygon (same as described in Sec-
tion 4.3). In the double support phase, there is a redundancy problem,
which means that it has multiple solutions in the configuration of the sup-
port polygon. To avoid such a problem, we additionally introduce orien-
tation control of the feet as a task within task space control. Thus, we
define the control variable x in task space as x = [tlo,0 Tl OF QS;‘F]T,
where, r.q)com € R? is the CoM position from the tip of right (left) leg
and ¢,;) € R? is Euler angles for right (left) foot. The velocity vector
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Figure 5.1: HOAP2.

x corresponding to x has a relationship to q as where x = J(q)q, where
J(q) = [J.m — J;{zeg I Jgeg N . J?;ule,.]:r. If we determine the
low-dimensional features W, the target feature velocity y, is calculated by
using equations with J(q) and W in order to achieve the target velocity

x4 = K(x, — X), where, X, is the target position of x.

5.3.3 Manipulability analysis for feature spaces in the
squatting motion

We analyze the manipulability ellipsoid for each low-dimensional feature
space extracted by PCA presented in previous subsection to achieve the
squatting motion. In order to investigate the ability to execute given tasks,
in particular, we calculate the possible velocity in terms of given tasks with
norm constraint of the joint velocity as

x=v="Uv. (5.11)

Each variables in x is plotted in Fig.5.5 corresponding to several feature
spaces. The result suggests that extremely low dimensional feature space
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Figure 5.2: The result of PCA for human movements. The horizontal axis
means the number of dimension of the features and the vertical axis means
the squared error in Eq.(5.3).

does not have the ability to control CoM and orientation of each foot, which
are required to perform the squatting motion in this setting.

5.4 Simulation result

Figure 5.5 presents possible velocities that corresponds to each feature space,
which is composed of features in principal order. We can find that the ma-
nipulability in some direction starts to decrease around dimension 17. With
this insight and the reconstruction error presented in Fig.5.2, we selected
18 dimensional feature space for the achievement of the squatting motion.
By using 18 dimensional feature space, which is selected in ordering from
the largest principal component, the squatting motion was achieved on the
HOAP2 model in numerical simulation. The result is shown in Fig.5.4. As a
comparison, the squatting motion operated in joint space with the minimum
norm constraint is presented in Fig.5.3. The squatting motion was achieved
without using the arms, while keeping body in upright. On the contrary, the
motion operated in the feature space (Fig.5.4) does use arms and other joints
as in the human’s demonstration.
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Figure 5.3: An achieved whole-body squatting motion in joint space. The
snapshots are corresponding in 0.98 sec, 1.72 sec, 2.90 sec, 3.24 sec, 4.08 sec
and 4.94 sec, respectively. The red bar on the foot of the robot means the
ground reaction force.

Figure 5.4: An achieved whole-body squatting motion on 18 principal com-
ponent space.

5.5 Summary and Discussion

In this chapter, a novel redundancy resolution method to achieve CoM con-
trol operated in feature space extracted from human’s demonstration was
presented. As one of examples, the squatting motion was achieved by the
proposed method on HOAP2 in numerical simulations. Even though, we
only control CoM and Euler angles in task space with these features, the
arm and hip movement was also achieved, which can be the characteristics
of the observed squatting motion. In the previous chapter, the redundancy
problem was solved by a weighted pseudo inverse calculation with manually
tuned weight matrix. This framework can be used instead of the pseudo in-
verse calculation to achieve a desirable joint configuration and to avoid joint
limits problems.
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Chapter 6

Conclusion

In this chapter, we conclude this doctoral dissertation. In Section 6.1, we
summarize this dissertation. In Section 6.2, discussion with related works is
described. In Section 6.3, possible future extensions of our study and open
issues are discussed.

6.1 Summary of this dissertation

In this doctoral dissertation, we proposed a paradigm, a motor learning
framework for complex whole-body humanoid robots via RL. In order to
avoid the curse of dimensionality, task-relevant features were utilized to
construct low-dimensional space with capability for executing a target task.
Then, learning is efficiently achieved in this low-dimensional feature space.
This approach makes the RL on such a complex system tractable. The ef-
fectiveness of the paradigm was validated through an application of learning
biped walking and a class of whole-body dynamic movements. In Chapter
3, we focused on bipedal locomotion with a 5-link biped robot. CPGs were
utilized to introduce the natural joint coordination for biped walking and
the characterized property of “entrainment” to synchronize the robot with
its environment. The learning process was focused on sensory feedback from
partial information about the robot, with lower dimensions, while effectively
achieving robust walking behaviors. To demonstrate the effectiveness of the
approach, the acquired controller in the simulation was successfully imple-
mented in the real environment with a real robot. In Chapter 4, we turn
from a biped walking for a 5-link robot to the dynamic full-body movements
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of a full-body humanoid robot. In so doing, we focused on the dynamically
representative features, in particular, the CoM. The CoM is not only just dy-
namically representative, but also a low dimensional variable, which is also
important for taking the balance of the robot explicitly into account. In this
work, the CoM controller that utilizes the constraints of keeping ground con-
tact conditions even during learning was introduced, thus, the learning was
focused on the CoM movement, which surprisingly simplified the dynamics
of the robot. A weighted pseudo inverse calculation distributed the CoM
movement to each joint movement, which achieves a joint coordination as a
result. In validation, as one of the dynamic full-body movements, we chose
a ball-punching task since the task seems to require a momentum (strongly
related to CoM movements) control rather than some of joints, which was
one of examples as the target movements in this chapter, and applied the
proposed framework. As a result, the (sub-) optimal punching motion was
acquired within a few thousand trials, which is an extremely small number
of trials, considered the original complexity of the robot and the task. We
also investigated the performance of the acquired punching motion in a real
environment by implementing the acquired policy on a real humanoid robot.
In Chapter 5, we proposed a possible solution to an open problem appeared
in Chapter 4. We proposed an observation-based redundancy resolution. We
then applied the method to achieve whole-body squatting motion because the
task can be easily realized by task space control framework, by controlling
the CoM and orientation of each foot defined in task space in low-dimensional
feature space, which consists of features extracted from human demonstra-
tion. The squatting motion with features in joint space observed in human
demonstration was achieved in numerical simulation.

Although these results presented in this dissertation support the possi-
bility of Enhancing Humanoid learning abilities via scalable learning through
task-relevant features, however, we believe that these studies are just early
steps towards granting truly motor learning abilities to humanoid robots in
adapting to new environments as easily as humans and animals. In next
section, we discuss contributions of our study with related works. We then
propose possible directions for future works to make further steps towards it.
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6.2 Discussion with related works

In this section, we discuss the contributions of our studies within the current
research field and the relationship with other works addressing to the similar
goal — the achievement of capability to adapt to the new environment with
humanoid robots.

Learning biped walking behavior

The neural oscillator based approach in robotics has been explored for several
tasks with the desirable property referred to as “entrainment” (Miyakoshi,
Yamakita, & Furuta, 1994; Taga et al., 1991; Williamson, 1998; Kotosaka
& Schaal, 2001; Fukuoka et al., 2003). Taga et al. firstly demonstrated the
effectiveness of this approach to the robust biped locomotion control of a 2-
dimensional simulated robot (Taga et al., 1991). Miyakoshi et al. (Miyakoshi,
Taga, Kuniyoshi, & Nagakubo, 1998) extended the pioneering work from a 2
dimensional to a 3 dimensional model, while the neural oscillators are rather
simplified. Fukuoka et al. applied the model to a real quadruped robot,
and demonstrated its effectiveness even in a real rough terrain environment
(Fukuoka et al., 2003). Even though, all of these pioneering works demon-
strated the effectiveness of the CPG-based approach for addressing robust
walking with real robots, it required tuning of a large number of the parame-
ters to achieve a desirable controller. Our study exactly addressed this issue
via RL. As presented above, we proposed efficient learning for partial param-
eters of the CPGs, which takes into account of the sensory feedback terms,
by utilising a policy gradient method, and presented the effectiveness of the
learning and acquired walking in a real environment. Sato et al. in (Sato
et al., 2002; Nakamura, Sato, & Ishii, 2003) previously applied the RL to this
problem, however, the utilized method was the value-function based learning
while considering large dimensional state and action space, thus, it resulted
in a large number of iterations. Moreover, the simulated robot model was
unrealistic from a real robotics point of view. Recently, Mori et al. applied
policy gradient learning on the model and reported the successive learning
in numerical simulations (Mori, Nakamura, Sato, & Ishii, 2004).

In the above studies, the neural oscillator model was utilized as CPGs
along with the pioneering work (Taga et al., 1991). The oscillator takes into
account of both rhythm and amplitude by the coupled dynamics. As another
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approach, coupled phase oscillator models as a CPG rather than neural os-
cillators have been proposed for robust walking, in which the rhythm and
amplitude of the oscillation can be separately taken into account by the dy-
namical equations (Tsuchiya, Aoi, & Tsujita, 2003; Nakanishi, Morimoto,
Endo, Cheng, Schaal, & Kawato, 2004; Morimoto et al., 2006). Nakanishi
et al. presented learning biped locomotion using dynamical movement prim-
itives based on coupled phase oscillators (Nakanishi et al., 2004). In their
method, nominal trajectories for each joint are learned from human demon-
stration by a function approximator. The oscillators, in which the input
are composed of amplitude and phase within the dynamical systems, can
be easily tuned to have desirable properties in terms of amplitude, phase or
frequency. Using their phase resetting and frequency adaptation algorithms
with rapid adaptation, robust walking even under disturbances in the real
environment with a 5-link biped robot was achieved. The phase resetting
for the coupled phase oscillator for biped locomotion was also presented in
(Tsuchiya et al., 2003). They utilised a pre-designed nominal gait pattern
based controller with phase resetting was able to achieve robust walking in
real environment with a 3 dimensional full-body humanoid robot. Morimoto
et al. utilized the inverted pendulum dynamics of the humanoid robot for
phase detection of the coupled phase oscillator based controller, and demon-
strated the achievement of robust walking with two different sized humanoid
robots, a human and a small size robot. They also reported that phase reset-
ting, while previous works could not achieve stepping with a simple nominal
trajectory composed of sinusoidal curves, they proposed a phase modulation
method which could achieves stable walking and stepping motions. It may
be because the method presented in (Tsuchiya et al., 2003; Nakanishi et al.,
2004) modulates only the phase at one particular timing, when the swing leg
touches with the ground, whereas (Morimoto et al., 2006) provide continuous
modulation.

Another approach, Tedrake et al. (Tedrake et al., 2004) presented an
on-line learning of walking with a passive dynamic walker based biped robot
which was a mechanically well-designed robot. The mechanical design makes
the dynamics of the robot much more simple and resulted in quick on-line
learning in real environment. However, the success of the quick on-line learn-
ing is based on the property of passive dynamic walking. Scaling up the
framework to the whole-body humanoid robot is not tractable.

Even though the above methods have several differences, however, all of
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these methods require initial trajectories (or initial controller) and synergistic
relationship among all joints, which makes the dynamics of the robot consid-
erably less, thus making the learning task more tractable. We believe that,
in general, on-line modulations such as phase resetting and frequency adap-
tation algorithms can achieve rapid adaptation to the environment, while it
requires appropriate nominal trajectories. In contrast to that, RL approaches
do not require highly tuned nominal trajectories, but require a large amount
of the trials.

Learning complex whole body movements on a humanoid robot

One of next steps towards truly motor learning is how we achieve automatic
synergistic relationship among all joints for several movements, such as: CPG
arrangement of the design of coupling among oscillators for the biped walk-
ing, to reduce the complexity of the dynamics of the humanoid robot to a
simple one. Much of the studies to date focused on biped walking have been
able to achieve success with bare intuitions of biological knowledge of the tar-
get movement, they were not based on any principle nor objective that could
be in fact be systematically automated. Thus, it is still an open problem as
to how we could construct such a low-dimensional space to suitably achieve
motor learning for several target movements. Chapter 4 has explored this
issue by means of examining dynamically representable features, in particu-
lar, the CoM movements. The importance of the CoM movements have been
well studied in the robotics research field (Nagasaka, 2000; Kagami et al.,
2001; Sugihara & Nakamura, 2002; Kajita et al., 2003). The learning of CoM
movements makes resolving the high dimensional problem a tractable one.
The redundancy problem between the CoM and all-joints can be resolved
by utilizing the human demonstration data in a manner that was proposed
in Chapter 5. These results indicated a possibility of a learning approach
which is not only for the biped walking, but also several whole-body move-
ments on humanoid robots with task-dependent features. Moreover, such an
operational space control has been recently focused on as a model for biolog-
ical movement generation within redundant system (Scholz & Schoner, 1999;
Schaal & Schweighofer, 2005; Mistry, Mohajerian, & Schaal, 2005).
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6.3 Future works and other open issues

In chapters, we addressed motor learning for humanoid robots via RL within
task-relevant features. One of nearest future works is to improve a policy
by using a real humanoid robot. More efficient learning frameworks and
algorithms are as important as methods to extract lower dimensional feature
space. We start developing an efficient RL algorithm. Initial results are
presented in Appendix A. This forms the immediate focus of our near future
work.
Possible directions in further future works are:

e non-stationarity
e hierarchy
e modularity

We assumed in studies presented in this dissertation that reward function and
task-relevant features are fixed, throughout the entire learning process. This
assumption can be unrealistic in comparison to a human’s motor learning
process, since synergies observed in achieved motion may be completely dif-
ferent from the beginning. It would be one of our future works to investigate
such a human-like motor learning process. One other aspect of the human’s
motor learning process can be its hierarchical and modular structure. In
this dissertation, we focused on individual motor learning tasks. However,
as further steps towards introducing humanoid robots into our living spaces
to help us in our daily lives, we must consider how to memorize and general-
ize the acquired skills. Several computational models based on neuroscience
researches have already been proposed, such as MOSAIC (Haruno, Wolpert,
& Kawato, 2001) and some applications of such learning have also been ex-
plored in (Morimoto & Doya, 2001; Yoshimoto, Nishimura, Tokita, & Ishii,
2005). Another approach is taking a model of the human movement for ef-
ficient learning (Miyamoto, Schaal, Gandolfo, Gomi, Koike, Osu, Nakano,
Wada, & Kawato, 1996). The development of a new framework focusing on
real humanoid robots based on these past studies will be considered.
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Appendix A

Novel policy gradient approach:
Towards “policy Newton method”

In this chapter we propose a novel policy gradient type reinforcement learning
method on the average reward manifold, in which a metric to measure the
effect of change in policy parameters on the average reward is introduced.
In our method, the derivative of the average reward with respect to the
policy improvement can be fixed as a constant. Moreover, around a (sub-
) optimal policy, the policy gradient method is equivalent to the Newton
method. Simple simulation results with comparison to previously proposed
natural policy gradient methods demonstrate the effectiveness of our policy
gradient method.

A.1 The Policy Gradient On The Average
Reward Manifold

Although the natural policy gradient presented in Chapter 2 does not affect
the policy parameterization on its performance, however, it still affects the
design of reward function. This is caused by the fact that the natural gradient
considers the manifold of the state-action probabilistic distribution. Kakade
pointed out in (Kakade, 2002) that the choice of the metric is not necessar-
ily asymptotically efficient, i.e., does not attain second order convergence.
Bagnell et al. also mentioned again in (Bagnell & Schneider, 2003) that the
metric is not unique to derive a natural policy gradient. The group then
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clarified the Kakade’s metric as path distribution manifolds as presented in
previous section.

In fact, in the natural gradient approach, “a small parameter change only
affects on a fixed small change in the state-action distribution”. But it does
not mean that “a small parameter change only affects on a fixed small change
in the performance”. The natural policy gradient often achieve faster conver-
gence than ordinal policy gradients in practical cases (Kakade, 2002; Bagnell
& Schneider, 2003; Peters et al., 2003). However, the derivative of the aver-
age reward at every policy improvement can be different during learning, and
it may depend on tasks (or design of reward function). It means that even
though the natural policy gradient empirically achieves faster convergence
than ordinal policy gradients, it does not still have any theoretical evidence
for performance improvement in terms of the convergence speed. As pre-
sented in Chapter 2, the metric introduced in previously proposed natural
policy gradient measures the effect in p(s,a) = d"(s)m(s, a; @) which is sig-
nificantly related with the average reward. However, it does not yet measure
the effect in the average reward 7(0) = [ d"(s) [ 7(s,a)r(s,a)dads. Ob-
viously, if we can measure the effect of change in policy parameter to the
average reward directly, it can be expected that the derivative of the change
in the average reward at every policy improvement is constant, which results
in the fast convergence rate independently on tasks.

We derive the metric which can measure the effect of change in policy
parameter to the average reward directly. The average reward is not prob-
abilistic variable, so no probability manifold. Instead of the way used in
the previous section, we here simply define the following Euclidean distance
in order to measure the effect of change in policy parameter to the average
reward and use the first-order Taylor series expansion as:

|d6* = (1(0 + dB) —1(8))" (n(8 + o) —(8))

n(0) on(6)"
o T
~ dO { 0 o0 (%

= d0"7G(0)d6. (A1)
The policy gradient method with the above metric is given as

0 — 6+ aj(d) (A.2)
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where, §(0) = G(O)_lag—(ge) is the policy gradient on the average reward
manifold and it can be expected that the derivative of the change in the
average reward at every policy improvement with the gradient is constant.
Note that the matrix G(0) is composed of only ordinal policy gradient ag—(:).
It means that to achieve this novel policy gradient reinforcement learning

does not require any additional estimation from ordinal policy gradient at
all.

We can also explain the effectiveness of our proposed method in a different
way. Further analysis to understand this new approach is given in (Amari,
Park, & Fukumizu, 2000). Assuming (sub-) optimal average reward n*(6*)
and the average reward for the current policy 1(@), we consider the error
between them as E(8) = 1|n*(8*)—n(8)|>. By taking an second-order Taylor
series expansion and simple analytical calculations, the optimal parameter
update is

_ 0*E(6) 7' 0E(6)

0" —0- 55 90

(A.3)

2 5 T
where, 2200 = — (1"(6") — (0)) 2 and Z 52 — 20 {21 (1 (67) — (6))

562 20 |00

When |n*(6*)—n(80)| =~ 0, the Hessian becomes 823%(20) ~ ((0). Therefore, our
proposed method can be equivalent (proportional) to the “Newton method”
around a (sub-) optimal policy. This is first work to discuss “the second order
convergence” in the context of policy gradient type reinforcement learning
even around a (sub-) optimal policy. Note that the update rule Eq.(A.2)
is also equivalent (proportional) to Gauss-Newton method which is a well-
known algorithm in non-linear optimizations (Bertsekas, 1999).

However, G(0) in Eq.(A.2) cannot be full-rank in general. As one of
simplest solutions for calculating Eq.(A.2), we can replace G(6) by G(O) =
G(0) + €I where € is small value and I is the identity matrix. It can be
interpreted as the weighted metric between the metric on the average reward
manifold and the metric which appears in the ordinal policy gradient.
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A.2 An another form of the policy gradient
on the average reward manifold with min-
imum norm constraint

As described above, in Eq.(A.2), the matrix G(0) is not invertible in general.
Here, we derive an another form of the gradient by introducing the minimum
norm constraint in the gradient, which does not require inverse matrix calcu-
lation, not as Eq.(A.2). We consider the first-order Taylor series expansion
of the average reward at parameter 6 as:

()"
7(0 + d6) ~ n(6) + % de. (A.4)
From the above, the policy gradient with the constraint d87G(6)d@ = € can
be also considered as d@ which satisfies the following condition as

on@®"
g~ 10=Ve (A.5)

Equation(A.2) can be derived from the above by taking § = G(H)“lan—w) o

26
T
argmin g H?—"g(:—) d@ — +/€||?>. However, it is obviously an ill-posed problem if

the dimension of policy parameters is larger than one as most cases. In order
to address this problem, we derive an another form of the policy gradient by
introducing the minimum norm constraint in the gradient. It can be derived

T
as § o argming, ||d67d6)|| s.t. 6?)—(99) d@ = /e which can be written in

j= o) (A6)

T
where y(0) = {Bg—(:) %} is scalar and its inverse is easily calculated in

most cases. In calculation cost and matrix inversion issue’s points of view,
this policy gradient is more useful and practical than Eq.(A.2). In the fol-
lowing sections, we use Eq.(A.6) for calculation of the policy gradient on the
average reward manifold.
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A.3 Applications to 3-state MDP

In order to confirm our discussion above, we consider the application of the
proposed method to a MDP. To avoid any algorithmic disturbance, e.g., an
estimation error of the gradient, in this section, we use simple 3-state MDP
and an analytical policy gradient approach presented in Section 2.4 (Baxter
& Bartlett, 2001b, 2001a). We applied several policy gradient approaches,
ordinal policy gradient (PG), previously proposed natural policy gradient
(NPG) and our proposed method (ARM-PG). The step size parameter « is
tuned so that the initial slope of the average reward is close so that we can
compare the convergence speed of each method. Figure A.1 shows that PG
and NPG get changes in the derivative of the average reward during learning
and it results in slower convergence in both case. ARM-PG results in best
performance among three methods in the sense of convergence speed in our
simulations.

A.4 An algorithm for estimating the policy

gradient on the average reward manifold
in MDPs

In previous section, we calculated policy gradients by an analytical approach
using models of the environment and reward function. In this section, we
introduce an simple algorithm to estimate the policy gradient on the average
reward manifold without using any models of the environment and reward
function. According to (Baxter & Bartlett, 2001b; Sutton et al., 2000) and
with Eq.(A.6), the gradient can be estimated by using Monte Carlo estima-
tion as:

g= 2% (A7)



APPENDIX A. NOVEL POLICY GRADIENT APPROACH: TOWARDS
“POLICY NEWTON METHOD”

-------------

0.85} i I

The average reward
The average reward
o
©

o
o
o

cmm NPG
e ARM-PG

08

s - 075 SN ; ; . ‘
0 500 1000 1500 0 500 1000 1500 2000 2500 3000

The number of iterations The number of iterations
(a) Case 1 (b) Case 2

Figure A.1: Simulation results obtained by several policy gradient methods
with models of the environment and reward function. The case 1 is ob-
tained with the reward function r = [1.0,0.0,0.0]". The case 2 is with the
reward function r = [0.0,1.0,1.0]7. The dashed, dash-dot and solid lines
are ordinal (PG), previously proposed natural (NPG), our proposed method
(ARM-PGQG), respectively. The step size parameter « is tuned so that the ini-
tial convergence speed is same in order to demonstrate the fast convergence
of the proposed method especially around a (sub-) optimal policy.

where,

on(@) ons(0
00 = il ) 00

= (1-9) [ d) [ nts.0)[VIogd(s)

+ﬁv log (s, a)] (Qs(s,a) — b(s)) dads

- / d(s) f n(s,0)[ (1 - #) Vlogd(s)

+V log (s, a)] (Qg(s,a) — b(s)) dads

= lmt [d,’(s) /w(s,a) [Viogn(s,a)| (Qs(s,a) —b(s))dads

~—

B—1
1 I i
= lim lim — V log 7(sy, ay Bt (s, a)) — b(s;
,,,WMT; g (@40; (r(si, i) = b(s:)
T i

: . 1 . t—i—1
= T@;fl;_qﬁt_l (-r(,st,at)ﬁb(st))zc;ﬁ Viogm(si,a;), (A.8)
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ns(0) = limy_ .o E [% ZtT:O Br (s, at)] and

Q5(s,0) = E [Zzio BFr(Sp4nrt, at+k+1)‘st =s,a; = a]. b(s) is called reward
baseline which can be a variable for variance reduction of the estimator
(Williams, 1992; Kimura & Kobayashi, 1998; Weaver & Tao, 2001; Green-
smith et al., 2004). The proposed algorithm is described in Algorithm 1. If
the policy parameter is updated by the ordinal policy gradient, i.e., the line
11 is replaced by 6 < 6 + agr, the algorithm is exactly the MCG algorithm
(Baxter & Bartlett, 2001b). However, such a small difference can drastically
improve the convergence speed of the learning process as presented in next
section.

Algorithm 1 An ARM-PG (Average Reward Manifold based Policy Gradi-
ent) algorithm

1.Given: an ergodic MDP, parameterized by 6

2.8et 0 € R™, a=1[0,1) and 8 =[0,1)

3.Until v/¢g%gr = 0 (convergence) do

4. Set z=0,9g=0

) Fort=0to1T —1do

6. state transition from s; with action a; to s4q1
7. Zep1 = Bz + mabggﬁf““”

8. Gt+1 = Gt + tfl [(T‘(St+1; A1) — b(8141)) Ze41 — gt]
9. End for

10.  v={gf9r}, gr=9r/v

11. 0 —0 + Ong

12 End until

A.5 Simulation results

We investigate the effectiveness of an ARM-PG algorithm presented in pre-
vious section with comparison to other policy gradient methods. We again
use the 3-state MDP. We selected six settings for simulations, which are
composed of different settings in sample size, reward function and reward
baseline. Case A supplies large enough samples for a gradient estimation,
case B supplies only small samples as a more practical situation and case C
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supplies same samples with simultaneous estimation of a (sub-) optimal con-
stant reward baseline (i.e. the average reward as a reward baseline)(Weaver
& Tao, 2001). Use of such a baseline often reduces the variance of the esti-
mated policy gradient.

Although the optimal baseline is presented by (Greensmith et al., 2004),
the estimation requires more complex calculation than estimation of the av-
erage reward (sub-)optimal baseline. We implemented our proposed pol-
icy gradient algorithm (ARM-PG), MCG(PG)(Baxter & Bartlett, 2001b)
and MCG with the following Fisher information matrix estimator F(6) ~
T ST {%%T} and multiplies its inverse with the estimated gradient
to achieve the natural policy gradient (NPG) (Kakade, 2002) for all settings
with two reward functions.

The result is presented in Fig.A.2. In case A with both reward function,
ARM-PG resulted the best performance among all methods as well as the
case with the analytically calculated gradients in Fig.A.1. However, in case B
, ARM-PG presented significantly deteriorated performance compared with
other two methods. For case C , the deterioration greatly changed for the
better, in particular, our method presented the best performance in case
C (2). These results suggest that the variance of the gradient estimator
significantly affects on the performance of our method more than other two
methods.

A.6 Discussions

In this chapter we pointed out that the previously proposed natural policy
gradient method is not best choice in convergence speed. We proposed a
novel policy gradient approach with the metric based on the average reward
manifold. Moreover, we showed that our method is equivalent to the Newton
method rather than gradient decent around an equilibrium point. Therefore,
our study can be considered as an initial attempt to develop a reinforcement
learning algorithm with a higher rate of convergence. Simple simulation
results justified our approach. These results also suggest that even though
our proposed method can significantly improve policy gradient with little
computation cost, however, variance of the gradient estimator affects on its
performance. This is one of our future works to be solved.
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Figure A.2: Simulation results obtained by several policy gradient methods
without any models of the environment and reward function. In each case,
(1) is obtained with the reward function r = [1.0,0.0,0.0]7, and (2) is with
the reward function r = [0.0, 1.0, 1.0]”. The dashed, dash-dot and solid lines
are ordinal (PG), previously proposed natural (NPG), our proposed method
(ARM-PQG), respectively. The step size parameter « is tuned so that the
initial convergence speed is same. All cases set § = 0.9 and each result was

averaged over 10 runs.
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Appendix B

Basics of Zero Moment Point

We define that T is moment at origin, and p, f and 7, are the position of the
Zero Moment Point (ZMP), the force and moment on the point, respectively
as depicted in Fig.B.1. The relation between two points are obtained as

T=pxf+m, (B.1)
By substituting the following equation to the above equations

P = Mg+f, (B.2)
L=cx Mg+, (B.3)

Eq.(B.1) can be written in a different form as
TP:L—cng—i-(P—Mg)xp, (B.4)

where, P and L are the momentum and angular momentum. From the
definition of the ZMP so that horizontal moments of on the ZMP are zero,
we can obtain the following ZMP-equations:

B ng—i—szx—Ly

- - (B.5)
Mg+ P,

by = Mgy +p.P,+ L, (B.6)
! Mg+ P,

Moreover, assuming the point mass model as
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Figure B.1: ZMP

P = Mg, ;
L =c x Mg, (B.8)

the position of the ZMP can be obtained by following equations:

Z— P, )T
px=m—%, (B.9)

B.10
Z4+g ( )

Py =4y

From the analogy to the dynamics of the linearized-inverted pendulum, it
is sometimes called as the wnverted pendulum model. Here, we are assuming
that the force acting on the point mass is only ground reaction force on ZMP.
In this case, i.e.,

f.= M3+ Mg, (B.11)
fo = Mi, (B.12)

we can obtain the following equation:

=Py Mi
z—p, Mi+ Mg

(B.13)
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This means that in the case of the point mass model, the ground reaction
force always penetrates from ZMP to CoM. This insight may be useful to
intuitively understand the limitations of the ZMP-based approach.
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Appendix C

The derivation of a policy
gradient algorithm

A derivation of a policy gradient algorithm proposed by (Kimura & Kobayashi,
1998) is presented. First of all, the average reward J and discounted reward
J,, are defined as follows:

Jo = /d”(x)Va(m)dm= /d“(m)/w(ulm) Qalz,u) —b(z)] dudz (C.1)

J= / d(z) / 7 (ulz)r(z, v)dudz (C.2)

where, d™(z) is the steady-state distribution, 7(u|z) is a stochastic policy.
The policy gradient for the J, with respect to the policy parameter 6 is
given as

V. - / V" (z) / (ulz) [Qu(z, u) — b(z)] dudz
+ /d“(az)/Vw(uLx) [Qa(x, u) — b(x)] dudz
+ /d“(:c) /.w(ulx)VQa(x, u)dudz (C.3)
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where,

/d”(x)/ﬂ(ulm)VQa(x, u)dudz
= /d”(:c) /Tr(u{m) {Vr(:c, u)+a/.p($’[$, w)VVy(z")dx' | dudz
= oz/d(:c)/7r(u|x)/p(:p'}:n,u)VVa(x')dx'dudw

~ / d(2') TV (') da’
o / d(2)VV,(2)do
- a{V /.d(x)Va(x)dx— / Vd(x)Va(x)dx}
— aVii-a / Vd(z) / 7 (1)) Qa2 u)dudz. (C.4)

Thus,

Vo = /Vd(x)/7r(u|x)Qa(x,u)dudm+ﬁ/d(m)/Vﬂ(u|m)Qa(m7u)dudfc
= /d(m)/w(uh:) [V log d(z) + T}EVlogﬂ(uh@] Qo(z,u)dudr  (C.5)

In (Baxter & Bartlett, 1999), the following theorem was presented:

We can easily derive the theorem as follows:
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Jo = / 4 (2)Via () dz
_ / () / w(u]2) [Qu (@, 1)) dudz

= [ [wtulo) re0) 4o [ ooV dus

_ / i (z / r(ul2)r (e, u)dudz + o / 4" (2/) V(2! )d!
= J+ald, (C.6)

Thus,

VJa = ‘i-:— x VJ. (07)

With the above equation, we can derive the policy gradient for the average
reward as:

VJ = (1-a)VJ,
= (1 —oz)/d(:z:)/w(u]w) {V log d(x) + Ti—@Vlogﬂ(Mm) Qaolz,u)dudx

= /d(x)/w(ubc) [(1—a)Viogd(z) + Vlog 7 (u|z)] Qu(z, u)dudzx
= hm/ / (ulz) log m(u|z)] Qulz, u)dudz

= lim —Zlogwt (u|z) Z (2, )

T—oo T’
s=t+1

= lim % Z (re(z,u)) Z o'~ log m,(ufz). (C.8)



APPENDIX C. THE DERIVATION OF A POLICY GRADIENT
ALGORITHM

2003) is explained by using the above policy gradient derivation as follows:

VJ o= (1-B8)VJs (C.9)
= (1-8) /dx)/ 7(u, z)[V log d(z)

—|———1—5—V10g7r(u 2)|Qs(z, w)dudz (C.10)

_ /d / (u, 2)[(1 — B) Vlog d(z) (C.11)

+Vlogm(u, )] {Qp(x, u) = Vs(z
= 11m/d(a: / m(u, )V log m(u, x

=  lim ZVlogw Uy, Ty) {Z B (s, us)) — V,g(xt)}

T——>oo,,6—>1

)} dudzx
)

Qs(z,u) — Vg(x)} dudz

s=t
T

= hm Z V log m(uy, ;) Zﬁs_t {r(zs, us) + BVa(zs1) — Va(zs)}

s=t

T
= lim T Z V log 7 (us, z+) Z B8 (s, us)

T—o00,8—1

lim 25 Ty, Ug Zé’t *V log 7 (us, s). (C.12)

T—o00,0—1 T
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Appendix D

Natural Gradient Algorithm for
Inverse Kinematics

This chapter discusses Inverse Kinematics (IK) solutions with gradient de-
cent methods for redundant robots like humanoids. From the information
geometric point of view, we show that the direction of the gradient in the
traditional gradient decent based IK solution is not in the steepest direction.
Furthermore, we derive the natural gradient which gives the steepest direc-
tion for the IK problems. We also point out that the natural gradient based
IK solution is equivalent to the Jacobian pseudoinverse based IK solution.

D.1 Introduction

The importance of the IK problem has been growing especially for recent
redundant robots like humanoids. For such redundant situations, numerical
approach is in general preferable because the relationship between a point
in task space and joint angles has non-linearity (e.g. (Sugihara & Naka-
mura, 2002; Riley et al., 2003; Nakanishi et al., 2005; Matsubara, Morimoto,
Nakanishi, Hyon, G.Hale, & Cheng, 2007)). Representative algorithms for
the IK are Jacobian transpose algorithm and Jacobian pseudo inverse al-
gorithm(L.Sciavicco & B.Siciliano, 1997; Yoshikawa, 1990). The Jacobian
transpose algorithm can be interpreted as the gradient method for the so-
lution of a system on nonlinear equations. However, Amari et al.(Amari,
1998) has pointed out that such a ordinal gradient does not present to the
steepest direction because the parameter, in general, has Riemannian space
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rather than Euclidean. The natural gradient decent which is steepest gradi-
ent decent has then proposed, which explicitly consider the metric with the
structure of the parameter space (Amari, 1998).

In this chapter, we firstly consider the metric in the joint space for the
IK problem, and then analytically derive the resulting natural gradient. Fur-
thermore, we discuss the equivalence between the natural gradient decent
algorithm and Jacobian pseudo inverse algorithm in IK. To present the effec-
tiveness of the derived natural gradient, we apply it with 3-link redundant
manipulator in numerical simulations.

D.2 Gradient (Jacobian transpose) method
for inverse kinematics
We define the position of the end effector from reference inertial frame x and

velocity x. The relation between x and joint vector q, and the velocities are
presented as

x= f(a), (D.1)
k= 2o (@ (D.2)

where, J(q) is the Jacobian.
The objective function E for IK is given as

E(q) = (x4 — f(q))" (xa — f(a)), (D.3)
(D.4)

where, x4 is the target position.
By taking approximated Taylor series expansion using first-order term for
E(q), we can derive

Bla+na) = B@ +1 (52 ) a 05)

where, 7 is a small value. The purpose is to obtain the update direction a
for minimizing the E(q + na). To avoid the infinitely large norm for a, the
following constraint is introduced:
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Inal|®* = afGa = 1. (D.6)

By the Lagrangian method, the optimal update direction can be obtained
from Z{E(q+na) — A(a’Ga— 1)} = 0 as (Amari, 1998)

aoc G (q)T (x4 — x). (D.7)

The ordinary gradient (Jacobian transpose) method takes the update-
rule such that q «+ q+na§éq) (x4 —x)(L.Sciavicco & B.Siciliano, 1997). It is
updated in the steepest direction if and only if G = I. However, in general,
G is task-dependent matrix. In the next chapter, we firstly consider the
structure G for inverse problem, then we derive the natural gradient method

based on it.

D.3 The steepest gradient for inverse kine-
matics

In this section, we derive the structure of Riemannian G for the IK. We
derive it for deterministic case presented in Eq.(D.1) and stochastic case,
respectively. For the deterministic case, the Euclid distance of end-effector
is used for the metric in the joint space. For the stochastic case, Kullback
Leibler divergence is used.

D.3.1 The natural gradient based on the Euclid dis-
tance of end-effector

By using the Taylor series expansion, we can derive a metric in Riemannian
form as

ds®> = (f(a+mna) — f(a)" (f(a+na) — f(q))
~ n*a’J(q)" J(q)a, (D.8)

where, f(q+na) =~ f(q) + nJ(q)a. It suggests that the IK problem has
Riemannian which has the structure G = J(q)* J(q). Hence, from Eq.(D.7),
the natural gradient with a constraint ds? = 1 is given as

a o (J(@)TJ(@) ™ J(@)" (x4 — x). (D.9)
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D.3.2 The natural gradient based on the Kullback Leibler
distance of end-effector
We assume the normal distribution noise £ as the observation noise in the

position of end-effector. In this stochastic case, the relation between a point
of end-effector x and joint angle q can be presented as

x = f(a) +¢, (D.10)

1
bk
oxp {—; (x— Fle)T = (x - f<q>>}, (D.11)

where, € ~ N(0,3). We calculate the Kullback Leibler divergence D(q||q +
na) between p(x|q) and p(x|q + na) as

p(xlq) =

Dealla+na) = [ pixla) log plx|q) (D.12)

x|q + na)
We again use the Taylor series expansion for log p(x|q + na) at q + na

using first- and second-order terms presented as log p(x|q+na) ~ log p(x|q)+

1 2 8521 . .
na—oggéx‘q)a + %aT —————ngcixlq)a , which derives

D(ql|q +na)
01 0?1
~ /p(XIq) <—77—0%;<xﬂa — nQaT—%a) dx. (D.13)
We can note that the first term is zero as
1 p n
/p(x\q)gmgapciﬂadx = / %@adx =0, (D.14)

Alog p(x|q) - 1 9p(xla)
dq p(x|lq) Oq

9% log p(x|q)
- /p(X\Q)TdX

_ /p(x|q)8p(a>;lq) apg;@ dx = 1

where, . The second term is

(a), (D.15)
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where, I(q) is called the Fisher information matrix (Amari, 1998). From
the above equations, we can define the metric in Riemannian form for the
inverse kinematic problem as

2
D(dlla+na) ~ “Fa"I(q)a. (D.16)

Therefore, the natural gradient F with the constraint that D(q||q+na) =
1 is given as a o< X(q) 1 J(q)T (x4 — x).

Next, we calculate the Fisher information metric analytically for this
problem. For the case of that the observation noise is Gaussian process, it
can be easily derived as

i) = [ p<x|q>{"”"g;jix"]‘)a S }dx

— [ st {5 = (@) (75 - () e

_ T { [ pxlax  pae - f(q))TdX} 51

=J's (D.17)
where,

0log p(x|q)

o = TR = f(@) (D.18)

Thus, the natural gradient can be obtained the following equation.

ac (J(@)™J(q) " J(a@) (x4 — x) (D.19)

Note that in the case of that ¥~ = o7'I, the gradient (D.19) is exactly
same the deterministic case presented in Eq.(D.9). Moreover, the gradient
direction is also equivalent to the update direction in the Jacobian pseudo
inverse algorithm. In next section, it is briefly presented and discuss the
point.
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D.4 The relationship between the Jacobian
pseudo inverse algorithm and natural gra-
dient method

First, we approximately calculate a velocity of the end-effector by using x4
and x as

Xqg — X

g~ D.2
then, based on Eq.(D.2), we define the objective function:
E = (x4 — J(a)a)" (ka — J(a)q). (D.21)

The objective is to minimize FE with respect to §. By taking the derivative
with respect to q as

ag—gl) =2J(q)" J(q)q — 2J(q)" x4 = 0, (D.22)

the solution can be obtained as
G = J(q) "%y, (D.23)

where, J(q)* = (J(q)7J(q)) g (q)7 is the pseudo inverse of J(q) (Yoshikawa,
1990). By integrating q4, we can update ¢ in a direction to minimize the
error F i.e., q+—q+At-qg=q+ (J(q)TJ(q))—l J(q)T (x4 — x).

Note that the update direction presented above is exactly equivalent to
the direction in Egs.(D.9) and (D.19). Thus, we can understand the two dif-
ferent type of methods which are Jacobian transpose algorithm and Jacobian
pseudo inverse algorithm in the same framework as the gradient method.

It may be also important to note that if Eq.(D.2) is strictly satisfied for a
redundant robot, another type of pseudo inverse J(q)™ = J(q) (J (q)J (q)T) !
can be used. This is derived as a solution of minimization of the objective
||la|| with constraint Eq.(D.2) (Yoshikawa, 1990).
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D.5 Simulations: Inverse Kinematics for a
redundant robot

In order to demonstrate the validity of discussion, here we apply the natural
gradient method and ordinal gradient method for a 3-link redundant manip-
ulator robot (see (Yoshikawa, 1990)). The results are presented in Fig.D.1
and Fig.D.1, respectively. The ordinal gradient method, in which the gradi-
ent is not steepest direction, makes curved trajectories and it may cause slow
convergence. On the other hand, the natural gradient method makes straight
line from the initial to the target position and it may be faster convergence
than the curved one.

© Gradent
Natural-Gradient]

y—axis[m]

-4 Ly . . \
-2 15 -1 05 0 0.5 1 1.5 2 25 3
x-axis[m]

Figure D.1: Inverse kinematics problem with a three link manipulator.
The blue dash-dot line means the initial posture of the manipulator (q =
(m/3,7/3,7/3)"). Dashed and solid line are acquired postures by using gra-
dient and natural gradient based methods, respectively. and the red circle
means the goal state in the task space (x = (1.75,1.0)7). Even though both
gradient and natural gradient based method approach to the goal state, the
natural gradient based method draws line trajectory which is the shortest
path, but the gradient based method draws a curved trajectory.
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28 «  Gradient
= Natural-Gradient]

y-axis{m]

-0.5

i ) T
2 15 -1 -05 0 05 1 15 2 25 3
x-axis(m]

Figure D.2: Inverse kinematics problem with a three link manipulator. The
blue line means the initial posture of the manipulator (q = (0.0,0.0,7/10)7),
and the red circle means the goal state in the task space (x = (0.0,0.5)7).
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