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Combining Linguistic Knowledge and Machine
Learning for Anaphora Resolution”

Ryu Iida

Abstract

This thesis focuses on attempting to incorporate linguistically contextual clues into
machine learning-based approaches for anaphora resolution, which is the process of
identifying whether or not an expression refers to another expression. As the state-of-
the-art of morpho-syntactic analysis and named entity recognition grows more increas-
ingly sophisticated, research focus in natural language processing (NLP) has shifted to
more semantically motivated tasks such as anaphora resolution. These tasks are partic-
ularly important as they often provide a critical bridge between basic NLP techniques
and end-level applications.

Conventional approaches to anaphora resolution have been roughly evolving in two
different but complementary directions. One is theory-oriented rule-based approaches
and the other is empirical corpus-based approaches. In rule-based approaches, efforts
have been directed toward the manual encoding of various linguistic cues into a set of
rules, however it is extremely difficult to manually encode linguistic ﬁndings into rules
while considering widely ranging aspects from lexical to discourse factors. In con-
trast, empirical corpus-based approaches have been mainly developed with shallow
morpho-syntactic information such as part-of-speech and gender/number information
as features, while having achieved a performance comparable to the best-performing
rule-based system. Given this background, this thesis deals with effectively combin-
ing machine learning and linguistic knowledge mainly used in discourse theory for
anaphora resolution.

First of all, we discuss how to annotate predicate-argument relations including
zero-anaphoric relations and coreference relations. In order to develop a trainable
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model for anaphora or coreference resolution, a large-scale corpus annotated with in-
formation about predicate-argument structures and coreference is needed. To our best
- knowledge, however, there is no large-scale corpus including such tags in Japanese. So,
we develop new criteria for our annotation processes by examining previous work on
annotationg tasks. Chapter 3 explains our annotating specification cultivated through
actual annotating processes for the texts in Kyoto Text Corpus version 3.0 and dis-
cusses the future directions.

In Chapter 4 we describe how in the Centering Theory the preference of antecedents
between candidate antecedents is generally formalized by comparison between can-
didates. In that spirit, we propose the tournament model, a machine learning-based
model that can directly compare two candidates in series of matches. This new model
dramatically outperforms conventional pairwise classification models in experiments
on Japanese zero-anaphora resolution.

Secondly, in Chapter 5 we proposed the selection-then-classification model, a pro-
cess that reverses the order of the steps in the classification-then-search model pro-
posed by Ng and Cardie (2002b), inheriting all the advantages of that model. We con-
ducted experiments on resolving noun phrase anaphora in Japanese. The results show
that with the selection-then-classification based modifications, our model outperforms
earlier learning-based approaches.

Finally, we approach the zero-anaphora resolution problem by decomposing it into
intra-sentential and inter-sentential zero-anaphora resolution. For the former problem,
syntactic patterns of the appearance of zero-pronouns and their antecedents are useful
clues. Taking Japanese as a target language, we empirically demonstrate that incorpo-
rating rich syntactic pattern features in a state-of-the-art learning-based anaphora res-
olution model dramatically improves the accuracy of intra-sentential zero-anaphora,
which consequently improves the overall performance of zero-anaphora resolution.

Keywords:

anaphora, zero-pronoun, corpus, machine learning, Centering Theory
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Chapter 1
Introduction

In recent years, information retrieval techniques for widespread web data have been
polished and refined. As the reader is likely aware, the search engines such as Google,
for instance, provide a highly ranked list of web pages as the results of search queries
by using algorithms such as ¢ f - idf or PageRank (Page et al., 1998). This brings signif-
icant benefit to users seeking to effectively retrieve information from large amounts of
web data. However, if the retrieved pages reach hundreds of thousands in numbers, it is
difficult for the users to manage them. Given this background, one of the key issues is
the task of information extraction, where the goal is effectively aggregating the infor-
mation that the users want to find in large data. Techniques of information extraction
have been attracting attention since the early 1990’s (see Pazienza (1997)), especially
as in the task definitions given by conferences such as the Message Understanding
Conference (MUC)! or Automatic Content Extraction (ACE)Z2.

The problems in information extraction can be divided into two tasks: detecting an
entity or detecting relations among entities such as anaphora resolution. In the former
task, one of the most famous subtasks is named entity recognition; the extraction of
names from a given text. State-of-the-art methods of named entity extraction have
reached a level where it is practical to apply them to other NLP applications. Thus,
researchers are now focusing on this latter task of anaphora resolution and semantic
role labeling.

Thitp://www.itl.nist.gov/iaui/894.02/related _projects/muc/
2http://www.ldc.upenn.edu/Projects/ACE/



1.1. Anaphora Resolution

Anaphora is a linguistic phenomenon that an expression points back to another expres-
sion in the preceding context. The word or phrase pointing back is called an anaphor
and the expression which is referred to by an anaphor is its antecedent. The process
of identifying anaphoric relations is called anaphora resolution. For example, for the
text given in (1), we must identify that the NP US Air; in the second sentence has
an anaphoric relation with the NP US Group Inc.;, whereas share; is judged as non-
anaphoric because it has no antecedent in the preceding context.

(1) a. A federal judge in Pittsburgh issued a temporary restraining order preventing
Trans World Airlines from buying additional shares of USAir Group Inc.;

b. The order, requested in a suit filed by USAir;, dealt another blow to TWA’s
bid to buy the company for $52 a share;.

Anaphora resolution is an important process for various NLP applications. Striving
for the realization of a practical solution, many researchers have worked on it from
a variety of perspectives. As an example of their works, the rule-based approaches
from theory-oriented perspective (Hobbs, 1978; Kameyama, 1986; Lappin and Leass,
1994; Baldwin, 1995; Okumura and Tamura, 1996, Mitkov, 1997; Walker et al., 1997,
etc.) have been attempted for pronominal anaphora resolution (for more details see
Mitkov (2002)). Baldwin (1995), for instance, has previously reported that his rule-
based system achieves round 73% precision with about 75% recall for all pronouns
in MUC-6 Coreference task, applying eight sophisticated rules containing syntactic
and semantic information in the linguistic theories. The performance of the system is
appealing, however it is extremely difficult to manually encode linguistic findings into
rules while considering widely ranging aspects from lexical to discourse factors.

In contrast, empirical corpus-based approaches which apply machine learning al-
gorithms, such as decision tree and Support Vector Machines to anaphora resolution
‘have been attracting attention since the end of the 1990’s (McCarthy and Lehnert,
1995; Ge et al., 1998; Soon et al., 2001; Ng and Cardie, 2002a; Yang et al., 2003;
Iida et al., 2005, etc.). The approaches have been mainly developed with shallow
morpho-syntactic information such as part-of-speech and gender/number information
as features, while having achieved a performance comparable to the best-performing




rule-based system for the coreference task test sets of MUC-6 and MUC-7. Combin-
ing linguistic findings and machine learning-based approaches has a potential to be
an effective solution, however combining these advantages is not a trivial problem be-
cause most findings are abstract and hard to encode into computationally-accessible
forms and even where it is possible, it is not clear that they are effective in anaphora
resolution.

1.2. Aims

Given this background, this thesis focuses on developing anaphora resolution models
by incorporating linguistic findings into machine learning-based approaches if the find-
ings have beneficial effects on the resolution. As reported in Ng and Cardie (2002a),
they introduce 53 features into a machine learning-based model, which is ineffective
for the test set in MUC-6 and MUC-7. Ng and Cardie end up manually selecting a
subset of 22-26 features that achieved the best-performing result. As can be seen from
the work by Ng and Cardie (2002a), the previous learning-based models do not always
effectively exploit these findings as features. So, one of the challenging issues we
should explore next is investigating how to design a learning-based models that reflect
the beneficial linguistic findings. Specifically, the thesis examines the following three
topics.

e We propose an antecedent identification model that can capture the antecedent-
hood between candidate antecedents implicitly dealt with in Centering The-
ory (Grosz et al., 1995). This model, called the tournament model, conducts
a tournament consisting of a series of matches in which candidates compete
with each other and the that prevails through the final round is judged as an
antecedent.

o As well as antecedent identiﬁcétion, anaphoricity determination, which is the
task of judging whether an candidate anaphor is anaphoric or non-anaphoric,
is another important problem. For this task, we proposé the selection-then-
classification model that identifies an antecedent followed by determining anaphoric-
ity to inherit the advantages of the previous models such as Ng and Cardie
(2002a) and our tournament model.



e We approach the zero-anaphora resolution problem by decomposing it into intra-
sentential and inter-sentential zero-anaphora resolution. For the former problem,
we use syntactic pattern features since syntactic patterns of the appearance of
zero-pronouns and their antecedents are useful clues.

1.3. Contributions
The contributions of this study are as follows.

e In antecedent identification tasks in Japanese, the performance of the tournament
model outperforms that estimates the absolute likelihood of each candidate inde-
pendently of other candidates. It indicates that comparing between two candidate
antecedent is more efficient for identifying antecedent than the candidate-wise
models such as the work by Soon et al. (2001) and Ng and Cardie (2002a).

e The selection-then-classification approach improves the performance of the pre-
vious learning-based models by combining their advantages, while overcoming
their drawbacks. Taking the task of NP anaphora resolution in Japanese, we
demonstrate that even if the parameters for their models are optimally turned,
the proposed model significantly outperforms them when it employs the tourna-
ment model for antecedent identification.

e The result of intra-sentential zero-anaphora resolution shows that the selection-
then-classification model with syntactic pattern features is significant better than
the original one, which consequently improves the overall performance of zero- .
anaphora resolution. '

1.4. Thesis outline

This thesis is organized as follows. Chapter 2 describes two kinds of previous work:
theory-oriented rule-based approaches and empirical corpus-based approaches to anaphora
resolution. Chapter 3 discusses how to define the problems of predicate-argument anal-
ysis including zero-anaphora resolution and coreference resolution in Japanese written
text. In Chapter 4, we present a method that incorporates contextual cues motivated




by Centering Theory (Grosz et al., 1995) into a machine learning-based model for
identifying antecedents in zero-anaphora resolution task. In Chapter 5, we present a
machine learning-based approach to noun phrase anaphora resolution that combines
the advantages of previous learning-based models while overcoming their drawbacks.
We explain our model that uses syntactic patterns as features for intra-sentential zero-
anaphora resolution in Chapter 6 and finally conclude this thesis with some remarks in
Chapter 7.



Chapter 2

Previous Work on Anaphora
Resolution

Computational approaches to anaphora resolution have been roughly evolving in two
different but complementary directions. One is theory-oriented rule-based approaches,
and the other is empirical corpus-based approaches. This chapter briefly reviews each
approach and discusses the advantages and drawbacks of each.

2.1. Rule-based approaches

In rule-based approaches (Mitkov, 1997; Baldwin, 1995; Nakaiwa and Shirai, 1996;
Okumura and Tamura, 1996, etc.), efforts have been directed to the manual encoding
of various linguistic cues into a set of rules. Such cues include, for example, the syn-
tactic role of each target noun phrase, the appearance order of antecedent candidates,
and the semantic compatibility between an anaphor and a candidate. Most rule-based
approaches are also influenced, to a greater or less extent, by theoretical linguistic
work, such as Centering Theory (Grosz et al., 1995; Walker et al., 1994; Kameyama,
1986) and the Systemic Theory (Halliday and Hasan, 1976). The best-achieved per-
formance in MUC-7 ! was around 70% precision with 60% recall, which is still far
from being satisfactory for practical application in many tasks. Worse still, a rule set

1The Seventh Message Understanding Conference (1998):
http://www.itl.nist.gov/iaui/894.02/related _projects/muc/
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Table 2.1. Centering transition states

Cb(U;) = Cb(U;—1) | Cb(U;) # Cb(U;-1)
or Cb(U;) = [7]
Cb(U;) = Cp(U;) | CONTINUE SMOOTH-SHIFT
Cb(U;) # Cp(U;) | RETAIN ROUGH-SHIFT

tuned for a particular domain is unlikely to work equally as well for another domain
due to domain-dependent properties of coreference patterns. Given these facts, further
manual refinements of rule-based models will be prohibitively costly.

2.1.1 Centering-based approaches

Centering Theory (Grosz et al., 1995) is a theory about discourse coherence and is
based on the idea that each utterance features a topically most salient entity called the
center. The main idea of Centering Theory is that certain entities mentioned in an
utterance are more central in discourse than others and this imposes certain constraints
on the use of referring expressions and in particular on the use of pronouns. The
centering model is very simple. Discourses consist of constituent segments and each
segment is represented as part of a discourse model. Centers are semantic entities that
are part of the discourse model for each utterance in a discourse segment. The set of
forward-looking centers, Cf(U;), represents discourse entities evoked by an utterance
U; in a discourse segment. The backward-looking center is a special member of the
Cf, which represents the discourse entity that the utterance U; most centrally concerns,
similar to what is elsewhere called the ‘topic.” The Cb entity links the current utterance
to the previous discourse.

The set of forward-looking centers is ranked according to discourse salience. This
ranking is a partial order according to their discourse salience?. The highest-ranked
element in Cf is called the preferred center, Cp. The preferred center represents a
prediction about the Cb of the following utterance. We can classify relation between Cb
and Cp into four types of transition relations across pairs of utterances (see Table 2.1).

2As an example of Cf ranking, Brennan et al. (1987) rank the items in Cf by obliqueness of gram-
matical relation of the subcategorized functions of the main verb: that is, first the subject, object, and
object2, followed by other subcategorized functions.
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In addition to the structures for centers, Cb and Cf, the original Centering Theory
includes two rules and three constraints.

For each utterance U; in a discourse segment D consisting of utterances
Ui, ...,Un: ' '

Constraint 1 There is precisely one backward-looking center Ch(U;).
Constraint 2 Every element of the forward center list, Cf(U;), must be
realized in U;.

Constraint 3 The center, Ch(U;), is the highest-ranked element of Cf(U;_1)
that is realized in U;.

Rule 1 If some element of Cf(U;) is realized as a pronoun in U;,;, then
Cb(U;+1) must also be realized as a pronoun.

Rule 2 Transition states are ordered. The continue transition is preferred
to the ;etain transition, which is preferred to the smooth-shift transition,
which is preferred to the rough-shift transition.

To exemplify the theory, here are two very simple discourses differing in the second
sentence from Discourse (2) and (3):

(2) a. John; went to his favorite music store; to buy a piano.
b. He; had frequented the store; for many years.

c. He; was excited to be going to the store; to actually buy a piano.

(3) a. John; went to his favorite music store; to buy a piano.
b. It; was a store John; had frequented for many years.

c. He; was excited to be going to the store; to actually buy a piano.

The backward-looking center of (2)b and (2)c and the forward-looking center of (2)a,
(2)b and (2)c are listed as in Table 2.2. In discourse (2), according to the constraints,
sentence (2)c exhibits CONTINUE transition. In discourse (3), on the other hand, sen-
tence (3)b is interpreted as RETAIN transition and sentence (3)c ROUGH-SHIFT based




Table 2.2. Center transition in the text (2)

Cb cf transition
a. - [John, store, piano]
b. John [John, store] CONTINUE

c. John [John, store, piano] CONTINUE

Table 2.3. Center transition in the text (3)

Cb cf transition
a. - . [John, store, piano]
b. John [store, store] RETAIN

c. store [John, store, piano] ROUGH-SHIFT

on Table 2.3. Rule 2 provides an underlying principle for coherence of discourse. Fre-
quent shifts detract from local coherence, whereas continues contribute to coherence.
According to Rule 2, centering accounts for the coherence: discourse (2) is more co-
herent than discourse (3). '

Focusing on the Centering Theory, the several researchers have proposed variants
of anaphora resolution models (Kameyama, 1986; Brennan et al., 1987; Walker et al.,
1994; Poesio et al., 2000; Tetreault, 2001, etc.), however they have the limitations (see
also Kehler (1997)). For instance, the original centering model only accounts for local
coherence of discourse. In anaphora resolution context, when the candidates for the
antecedent of an anaphor in the current utterance U; have to be identified, the centering
model proposes that the discourse entities in the immediately preceding utterance U;_;
be considered.

As an extension of this theory, Nariyama (2002) proposed a algorithm of zero-
anaphora resolution, including:

o An extra forward-looking center list, named salient referent list (SRL) is defined.
The SRL can deal with entities in all of the preceding utterances, whereas the
original Centering Theory does only accounts for the entities in the immediately
preceding utterance. Furthermore, if there are more than one zero-pronouns in
the target sentence, her algorithm identifies an antecedent among each entity in
the SRL for a given zero-pronoun according to the order of the SRL, which is




Topicalized Subject (Global > Local > Quotation)
> Subject > Indirect Object > Object > Others

Figure 2.1. Salient referent order list

@ ’[ox ...} X-wa ... .
b)’X-wa [ox ....] ... .
(¢) '[¢x ... SS conjunctive,] X-ga ... .

Note that square brackets denote subordinate clauses and SS (Same Subject) conjunctive is a member
of the set of the conjunctive markers: {-nagara, -te, -si, -tutu, -¢ and -tameni}. ¢x and X stand for a
zero-pronoun and an antecedent of ¢ x respectively. For example, the pattern (¢) indicates the situation
that an antecedent X appears in the matrix clause involving with the nominative case marker ga and an
zero-pronoun ¢x appears in the preceding subordinate clause with SS conjunctive.

Figure 2.2. Nariyama’s heuristics for subject zero-anaphora

followed as Figure 2.1.

e For anaphora resolution in complex sentences with zero-pronouns, a series of
heuristics (given in Figure 2.2) are given precedence to the SRL-based antecedent
identification. The system falls back to the SRL-based antecedent identification
whenever the heuristics are not satisfied.

2.1.2 Baldwin’s high precision pronoun resolution engine

Another famous rule-based model is Baldwin (1995)’s pronominal anaphora resolution
model. His system, named CogNIAC, is a pronoun resolution engine designed around
the assumption that there is a sub-class of anaphora that does not require full world
knowledge and achieves greater than 70% precision with 70% and better recall for the
test setin MUC-6. In order to avoid problems which require general purpose reasoning,
CogNIAC only resolves pronouns when very high confidence rules have been satisfied.
The core rules of CogNIAC are given in Table 2.4.

The performance of the system is appealing, however it is extremely difficult to
manually encode linguistic findings into rules by considering widely ranging aspects
from lexical to discourse factors. So, adding a new rule into the system may have a
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Table 2.4. Baldwin’s high precision rules

1) Unique in Discourse: If there is a single possible antecedent PA; in the read-in
portion of the entire discourse, then pick PA; as the antecedent.

2) Reflexive: Pick nearest possible antecedent in read-in portion of current sentence

if the anaphor is a reflexive pronoun.

3) Unique in Current + Prior: If there is a single possible antecedent PA; in the
prior sentence and the read-in portion of the current sentence, then pick PA; as the

antecedent.

4) Possessive Pro: 1f the anaphor is a possessive pronoun and there is a single
exact string match PA; of the possessive in the prior sentence, then pick PA; as the
antecedent.

5) Unique Current Sentence: If there is a single possible antecedent PA; in the
read-in portion of the current sentence, then pick PA; as the antecedent.

6) Unique Subject / Subject Pronoun: If the subject of the prior sentence contains
a single possible antecedent PA;, and the anaphor is the subject of its sentence, then
pick PA; as the antecedent.

7) Cb-Picking: If there is a backward-looking center Cy, in the current finite clause
that is also a candidate antecedent, then pick C, as the antecedent.

8) Pick Most Recent: Pick the most recent potential antecedent in the text.
The term ‘possible antecedents’ refers to the set of entities from the discourse that are compat-

ible with the anaphor for gender, number and coreference restrictions.

bad effect on the performance if the rule is not compatible with other rules. The same
can be said of the rule-based approaches in general.

2.2. Machine learning-based approaches

Corpus-based empirical approaches, such as (Soon et al., 2001; Ng and Cardie, 2002a),
on the other hand, are cost effective, while having achieved a performance comparable
to the best-performing rule-based systems for the coreference task test sets of MUC-6
and MUC-7. However, they tend to lack an appropriate reference to theoretical linguis-
tic work on coherence and coreference. Given this background, one of the challenging

issues we should explore next is to make a good marriage between theoretical linguistic
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findings and corpus-based empirical methods.

Previous learning-based methods for anaphora resolution can be classified into two
approaches: the search-based approach and the classification-based approach. We
will discuss the advantages and disadvantages of each in Section 5.2.

2.2.‘1 Search-based model

The search-based approach determines the anaphoricity of a given NP indirectly as
a by-product of searching the preceding context for its antecedent. If an appropriate
candidate for the antecedent is found, the NP is classified as anaphoric; otherwise,
non-anaphoric. Models proposed by Soon et al. (2001) and Ng and Cardie (2002a) fall
into this class. In Soon et al.’s method (see Figure 2.3), for example, given a target
NP (Ana) for resolution, the model processes each of its preceding NPs (i.e. candidate
antecedents) in the right-to-left order, determining whether or not it is coreferent with
the NP;, until a positive answer (i.e. antecedent) comes up. If all the preceding NPs
are classified negative, Ana is judged to be non-anaphoric. We call this approach the
search-based approach. It has the advantage of using broader context information in
the sense that the model determines the anaphoricity of an NP by examining whether
the context preceding the NP in the discourse has a plausible candidate antecedent or
not. Soon et al., in fact, defined the feature set including broad contextual information
such as that shown in Table 2.5. '
Following Soon et al.’s work, Ng and Cardie (2002a) improved upon the model
by (a) expanding the feature set (see Table 2.6 and Table 2.7), and (b) introducing a
new search algorithm that searches for the NP with the highest coreference likelihood
-value. According to Ng and Cardie (2002a), their model outperforms the Soon et al.’s
model, which has also been supported by our experiment on Japanese zero-anaphora
resolution reported in Chapter 4.

2.2.2 Classification-then-search model

The second approach is to introduce the process of anaphoricity determination sepa-
rately from antecedent identification (Ng and Cardie, 2002b; Ng, 2004). We call this
approach the classification-based approach. Unlike the search-based approach, it has
the advantage that it uses labeled instances derived from non-anaphoric NPs as well as

12



Function Search-for-Antecedent ( Ana: candidate anaphor,
‘ C: set of candidate antecedents )
Max_Ant := ¢; Max_Score := —o0;
for NP; € Cdo
/I judge whether or not Ana is anaphoric with NP;
Score := classify-antecedenthood (Ana, NP;);
if Score > Max_Score then
Max_Ant = NP;; Max_Score := Score;
‘end
end
if Max_Score > 6,,; then
return Max_Ant
else
return NULL
end

end
Bant is a global variable that indicates a global threshold parameter of antecedenthood.

Figure 2.3. The search-based model

those from anaphoric NPs to induce an anaphoricity classifier. For example, Ng (2004)
proposed the following model (see Figure 2.5):

1. first carries out anaphoricity determination using a classification-based model
to filter out a target NP (Ana) whose anaphoricity score Ana_Score is below
threshold 0,,,,

2. then searches for the antecedent for the remaining Ana, and

3. finally outputs the best-scored candidate antecedent Max_Ant if its score Ant_Score
is above threshold 8,,, or classifies the Ana as non-anaphoric otherwise.

Here we term this model the classification-then-search model because the model first
determines the anaphoricity of a given candidate anaphor and then searches for the
antecedent for the candidate anaphor.

13
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The figure illustrates how model training and anaphbra resolution are carried out, assuming that there
are eight noun phrases, NP; through NPg, which precede a noun phrase ANP in question. NP, and
NP4, NP3 and NPs, and NP¢ and NP7 are coreferent respectively, and NP5 (and its coreferent NP3) is
the antecedent of ANP. Under this situation, the model detects the antecedent by answering a sequence
of candidate-wise boolean classification questions: whether or not NP; is ANP’s antecedent for each
ie{l,...,8}.

Figure 2.4. The search-based model proposed by Soon et al. and Ng and Cardie.

The classification-then-search model cautiously filters out non-anaphoric NPs ac-
cording to the threshold parameter 6,,, at the first step. Second, the model also deter-
mines the anaphoricity of the remaining candidate anaphor according to the thresh-
old parameter 8.n; as well as identifies an antecedent. This two-step anaphoricity
determination model is designed because the anaphoricity determination component
is not powerful enough to entirely free the antecedent identification component from
the charge of anaphoricity determination. As Ng (2004) reports, optimizing the two
threshold parameters could improve the performance for the overall task of anaphora.
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Function Classify-Anaphor-and-Search-for-Antecedent
Ana: candidate anaphor,
C: set of candidate antecedents )
/I judge whether or not Ana is anaphoric
Ana_Score := classify-anaphoricity ( Ana );
if Ana_Score > 0.y, then
return Search-for-Antecedent ( Ana, C);
else
return NULL;
end
end

Oana 1s a global variable that indicates a global threshold parameter of annaphoricity.

Figure 2.5. The classification-then-search model
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Table 2.5. Featur

e set used in Soon et al.’s model.

Feature Type | Feature Description
‘Lexical - SOON_STR C if, after discarding determiners, the string denoting
o NP; matches that of NP;; else I. '
Grammatical | PRONOUN_1 Y if NP; is a pronoun; else N.

PRONOUN_2 Y if NP; is a pronoun; else N.

DEFINITE_2 Y if NP; starts with the word “the;” else N.

DEMONSTRATIVE.2 Y if NP; starts with a demonstrative such as “this,”
“that,” “these,” or “those;” else N.

NUMBER C if the NP pair agree in number; I if they disagree; NA
if number information for one or both NPs cannot be
determined. |

GENDER C if the NP pair agree in gender; I if they disagree; NA
if gender information for one or both NPs cannot be de-
termined.

BOTH-PROPER-NOUNS | C if both NPs are proper names; NA if exactly one NP
is a propose name; else 1.

APPOSITIVE C if the NPs are in an appositive relationship; else I.

Semantic WNCLASS C if the NPs have the same WordNet semantic class; I if
they don’t; NA if the semantic class information for one
or both NPs cannot be determined.

ALIAS C if one NP is an alias of the other; else 1.

Positional SENTNUM Distance between the NPs in terms of the number of sen-

tences.

The feature set contains relational and non-relational features. Non-relational features test some prop-

erty P of one of the NPs under consideration and take on a value of Y ES or NO depending on whether P

holds. Relational features test whether some property P holds for the NP pair under consideration and

indicate whether the NPs are COMPATIBLE or INCOMPATIBLE w.r.t. P; a value of NOT APPLICABLE is

used when property P does not apply.
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Table 2.6. Feature set used by Ng and Cardie (1/2)

Lexical PRO_STR* C if both NPs are pronominal and are the same string;
else L.
PN_STR* { C if both NPs are proper names and are the same string;
else L.
WORDS_STR C if both NPs are non-pronominal and are the same
string; else I.
SOON_STR_.NONPRO* | C if both NPs are non-pronominal and the string of NP
matches that of NP; else 1.
WORD_OVERLAP C if the intersection between the content words in NP and
NP is not empty; else I.
MODIFIER C if the prenominal modifiers of one NP are a subset of
the prenominal modifiers of the other; else I.
PN_SUBSTR C if both NPs are proper names and one NP is a proper
substring (w.r.t. content words only) of the other; else I.
WORDS_SUBSTR C if both NPs are non-pronominal and one NP is a proper -
substring (w.r.t. content words only) of the other; else L.
Grammatical | NP type BOTH_DEFINITES C if both NPs start with “the;” I if neither start with “the;”
else NA.
BOTH_EMBEDDED C if both NPs are prenominal modifiers ; I if neither are
prenominal modifiers; else NA.
BOTHIN_QUOTES C if both NPs are part of a quoted string; I if neither are
part of a quoted string; else NA.
BOTH_PRONOUNS* | Cif both NPs are pronouns; I if neither are pronouns, else
NA.
heuristics CONSTRAINTS* C if the NPs agree in GENDER and NUMBER and do not
have incompatible values for CONTRAINDICES, SPAN,
ANIMACY, PRONOUN, and CONTAINS PN; I if the
NPs have incompatible values for any of the above fea-
tures; else NA.
CONTAINS_PN I if both NPs are not proper names but contain proper
names that mismatch on every word; else C.
DEFINITE_1 Y if NP starts with “the;” else N.
EMBEDDED_1* Y if NP is an embedded noun; else N.
EMBEDDED_2 Y if NP is an embedded noun; else N.
IN_.QUOTE._1 Y if NP is part of a quoted string; else N.
IN.QUOTE2 Y if NP is part of a quoted string; else N.
PROPER_NOUN I if both NPs are proper names, but mismatch on every
word; else C.
TITLE* 1 if one or both of the NPs is a title; else C.

*°d features are in the hand-selected feature set for at least one classifier/data set combination.
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Table 2.7. Feature set used by Ng and Cardie (2/2)

Grammatical | role BOTH_SUBJECTS | C if both NPs are grammatical subjects; I if neither are
subjects; else NA.
SUBJECT: 1* Y if NP is a subject; else N.
SUBJECT.2 Y if NP is a subject; else N.
linguistic AGREEMENT* C if the NPs agree in both gender and number; I if they
con- disagree in both gender and number; else NA.
straints
ANIMACY* C if the NPs match in animacy; else I.
MAXIMALNP* I if both NPs have the same maximal NP projection; else
’ C. N
PREDNOM* C if the NPs form a predicate nominal construction; else
L
SPAN* 1 if one NP spans the other; else C.
BINDING* Iif the NPs violate conditions B or C of the Binding The-
ory; else C.
CONTRAINDICES* | Iif the NPs cannot be co-indexed based on simple heuris-
‘ tics; else C. For instance, two non-pronominal NPs sepa-
rated by a preposition cannot be co-indexed.
SYNTAX* I if the NPs have incompatible values for the BIND-
ING, CONTRAINDICES, SPAN or MAXIMALNP con-
straints; else C.
ling. INDEFINITE* Iif NP is an indefinite and not appositive; else C.
prefs PRONOUN Iif NP is a pronoun and NP is not; else C.
Semantic CLOSEST-COMP | Cif NP is the closest NP preceding NP that has the same
semantic class as NP and the two NPs do not violate any
of the linguistic constraints; else I.
SUBCLASS C if the NPs have different head nouns but have an
ancestor-descendent relationship in WordNet; else 1.
WNDIST Distance between NP and NP in WordNet (using the first
sense only) when they have an ancestor-descendent rela-
tionship but have different heads; else infinity.
WNSENSE Sense number in WordNet for which there exists an
ancestor-descendent relationship between the two NPs
when they have different heads; else infinity.
Pos PARANUM Distance between the NPs in terms of the number of para-
) graphs. '
Other PRO_RESOLVE* C if NP is a pronoun and NP is its antecedent according
to a naive pronoun resolution algorithm; else I.
RULE_RESOLVE* | C if the NPs are coreferent according to a rule-based

coreference resolution algorithm; else I.
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Chapter 3

The NAIST Text Corpus: Annotating
Predicate-Argument and Coreference
Relations

In this chapter, we discuss how to annotate predicate-argument relations including
zero-anaphoric relations and coreference relations in Japanese written text. Predicate
ﬁrgument analysis and coreference resolution are particularly iniportant as they often
provide a crucial bridge between basic NLP techniques such as morpho-syntactic anal-
ysis and end-level applications. They have been mainly developed with corpus-based
empirical approaches. In order to train a classification model in such approaches, a
large scale corpus annotated with information about predicate-argument and corefer-
ence is needed. To our best knowledge, however, there is no large-scale corpus includ-
ing such tags in Japanese. In addition, we have difficulty adopting the existing spec-
ifications for annotating tags due to the problem setting of each task and differences
in Japanese and English. So, we develop new criteria for our annotation processes
by examining previous work on annotating tasks. This chapter explains our annotat-
ing specification cultivated through actual annotation of texts from Kyoto Text Corpus
version 3.0!, and discusses the future directions.

hitp://nip.kuee.kyoto-u.ac.jp/nl-resource/corpus.html

19



3.1. Introduction

Coreference resolution and predicate-argument analysis became extensive fields of re-
search due to the demands of NLP tasks such as information extraction and machine
translation which rely on their analysis. With research focus placed on these tasks, the
specifications for annotating corpora, and the data sets themselves used in supervised
techniques (Hirschman, 1997; Kingsbury and Palmer, 2002; Doddington et al., 2004)
have also grown in sophistication.

In the task of coreference resolution, some annotation schemes have been already
proposed and annotated corpora have developed according to these schemes (Hirschman,
1997, Kawahara et al., 2002; Hasida, 2002; Poesio et al., 2004; Doddington et al.,
2004). For instance, in the Coreference (CO) task on Message Understanding Coref-
erence (MUC) and Entity Detection and Tracking (EDT) task in Automatic Content
Extraction (ACE) program, which is the successor of MUC, the details of specifica-
tion for annotating coreference relations have been discussed over several years. The
specification of predicate-argument analysis task, however, has been mainly discussed
in the shared task?® of the Conference on Computational Natural Language Learning
(CoNLL) based on PropBank (Palmer et al., 2005).

In order to research in the areas of coreference and predicate-argument analysis in
Japanese, a large annotated corpus is needed. However, the existing resources such as
GDA-tagged corpus® and Kyoto Text Corpus version 4.0 (Kawahara et al., 2002) do
not have enough annotated data to evaluate each task. Furthermore, we also have to
consider the i’ollowing two aspects:

e the problems caused by directly adopting the specifications of MUC and ACE,
which are specific to the information extraction task, and

o the effects from the difference between English and Japanese on each task.

In this chapter, we investigate the previous work of annotating coreference and
predicate-argument relations and discuss how to annotate each relations in Japanese
written texts. In Section 3.2, we review the difference between “anaphora” and “coref-
erence” and briefly introduce the previous work on annotating coreference and predicate-
argument relations in Section 3.3. Next, Section 3.4 shows the guideline of our corpus

Zhttp://www.lsi.upc.edu/ sriconll/
3The GDA (Global Document Annotation (Hasida, 2002))
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based on the previous work. After that, we discuss the problems on the annotating
process in Section 3.5 and conclude in Section 3.6. As the results of the current work
of this chapter, we have released NAIST Text Corpus® version 1.23.

3.2. Anaphora and coreference

Anaphora is a linguistic phenomenon where an expression points back to another ex-
pression in the preceding context. The word or phrase pointing back is called an
anaphor and the expression which is referred to by an anaphor is its antecedent. In
comparison, the relations between two or more mentions which refer to the same en-
tity is called coreference relations. Note that some anaphoric relations (e.g. the relation
between a person name and its pronoun) are also coreference relations. For example,
in text (4), the pronoun kare; (he) points back to Koizumi shusho; (prime minister
Koizumi) and these two mention refer to the same entity in the world and then we can
regard them as both anaphoric and coreference relations.

(4) Koizumi shusho;-wa
Koizumi  prime minister;-TOP

kare;-wa

he;-ToP

On the other hand, in text (5), we can also regard the relation between iPod; (iPod;)
and sore; (it;) as anaphoric relation because sore; points back to iPod;. However, these.
two mentions are not coreferential since they refer to the different entities in the world.

(5) Tom-wa iPodi-o Kat-ta
Tom-tor iPod;-ACC buy-PAST PUNC
Tom bought an iPod.

Mary-mo sore;-o Kat-ta
Mary-Top  itj-ACC  buy-PAST PUNC
Mary also bought one.

As above examples, anaphoric relations are classified into either two mentions refer to
the same entity or not. The former case is called as identity-of-reference anaphora(IRA)

“http://cl.naist.jp/nidata/corpus/
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and the latter identity-of-sense anaphora(ISA) in Mitkov (2002). Due to the crucial dif-
ference between IRA and ISA, there has been confusion on the treatments of these two
relations in the previous work. As we show in Section 3.3, a variety of specifications
for annotated corpora have been developed according to the different interpretations of
anaphora and coreference.

3.3. Previous work

In this section, we briefly review the previous work on annotating coreference and
predicate-argument relations in the corpora.

3.3.1 Annotating coreference relations

The task of coreference resolution has been mainly developed from an information
extraction perspective. For instance, in the 6th and 7th Message Understanding Con-
ferences , MUC being one of the more famous conferences in information extraction,
coreference resolution is treated as a subtask of information extraction’. The annotated
corpora built in MUC contains coreference relations between NPs, which are used as
the gold standard data set for machine learning-based approaches to coreference reso-
lution by researchers such as Soon et al. (2001) and Ng and Cardie (2002a). However,
van Deemter and Kibble (1999) reported that the specification of the MUC coreference
task guides us to annotate expressions which are not normally judged as coreferential
as coreference relations, such as quantitative expressions (e.g. every and most) and
appositive relations (e.g. Julius Caesar;, the/a well-known emperor;, ...).

In the task of Entity Detection and Tracking in the Automatic Content Extraction
program (Doddington et al., 2004), which is the successor of MUC, the coreference
relations is redefined by introducing the two concepts, mentions and entities, in or-
der to avoid to redundant identification of such coreference relations. Mentions are
the expressions appearing in the texts, including the proper nouns which is the ex-
traction target in the information extraction task. On the other hand, entities stand for
the conceptual entities consisting of all of the mentions in the texts. For example, in
Figure 3.1, John and He are the mentions which refer to the same entity entity;.

>http://www-nlpir.nist.gov/related projects/muc/proceedings/co_task.htmi
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mention a text
class: names
type: Persons

te an apple.
EI@O ate an orange.

world

mention b
class: pronouns class:
type: Persons specific_reference

Figure 3.1. Relationship between mentions and entities

The target mentions in the annotation of EDT® are restricted to the expressions
which are some sorts of named entity types such as PERSON and ORGANIZATION
and refer to specific entities in the world. Therefore, ACE data set has the drawback
since that not all coreference relations in the text are always exhaustively annotated, it
is not enough to resolve all annotated coreference relations in order to properly analyze
a text. »

In Japanese, Kyoto Text Corpus version 4.0 (Kyoto Corpus) and GDA-tagged Cor-
pus (GDA Corpus) contain the tags of coreference relations. For example, Kyoto Cor-
pus includes as many as 114,729 coreference relations as well as dependency relations.
Note that the relations between a mention referring to an entity and a mention referring
to the corresponding attribute of that entity are regarded as coreferential as well as the
relations where two mentions refers to the same entity. The GDA Corpus, on the other
hand, contains the relations which refer to generic nouns as well as specific nouns,
that is, the coreference relations in GDA Corpus are annotated as both IRA and ISA
relations.

Shitp://projects.ldc.upenn.edu/ace/annotation/
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3.3.2 Annotating predicate-argument relations

There are a variety of discussions over annotating task for a predicate-argument rela-
tions, which are annotated in terms of various annotating levels such as surface cases
and thematic roles. PropBank (Palmer et al., 2005), which is one of the practical an-
notated corpus in English, contains 35 relations such as ARGO, ARG, ..., ARGS,
AA, AM, AM-ADV, which are conceptually related to thematic roles. In sentence (6),
for instance, “the refiner” as ARGO, which relates to agent role, and “$66 million, or
$1.19 a share” as ARG1, which relates to theme role, for a given target verb “carned”.

(6) [ArRcM-TMP A year earlier], [arco the refiner] [ earned] [arg:1 $66 million, or
$1.19 a share].

Note that the range of annotating arguments on PropBank is limited to a given same
sentence because arguments for a given predicate appear in the same sentence in lan-
guages such as English.

In contrast, since arguments are frequently omitted in Japanese due to zero-anaphoric
phenomena, we have to search arguments beyond the sentence containing the target
predicate. For this reason, Kyoto Corpus includes inter-sentential and exophoric zero-
anaphora relations for each omitted argument. In text (7), for instance, the nominative
argument of the predicate' kaeru (go back) in the second sentence is omitted and refers
to Tom in the first sentence. The dative of that predicate is also omitted, however the
corresponding argument does not explicitly appear in text (7). In such case, this dative
is annotated as “exophoric use” according to the specification of Kyoto Corpus.

(7) Tom;-wa kyo gakko-ni it-ta
Tom;-Top today school-DAaT go
Tom went to school today.

(¢$i-8a) (@ezophoric-kara) kae-tte suguni asobi-ni dekake-ta
¢i-NOM  @ezophoric-ABL goback immediately play-DAT  go Out-PAST
He went to play as soon as he came back from school.

In GDA Corpus, the predicate-argument relations are labeled as thematic role such
as agent and theme, while ones in Kyoto Corpus are annotated as surface cases such
as ga (nominative), o (accusative)’. To our best knowledge, GDA Corpus does not

"Strictly speaking, in Japanese the corresponding thematic roles for a given surface case differs
depending on the appearing context of it. ’
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contain intra-sentential zero-anaphoric relations as predicate-argument relations, so it
has a serious drawback when we utilize that data set as training data set on machine
learning techniques.

3.3.3 Annotating event-nouns and their arguments

In addition to annotating predicate-argument for verbs and adjectives, researchers have
been focusing on annotating predicate-argument relations for the NPs representing an
event in the context, which we call event-nouns.

As an example of creating event-noun resources, Meyers et al. (2004) built the
NomBank, where predicate-argument relations of event-nouns are annotated based on
the specification of PropBank (Pa]mer et al., 2005), taking Penn Treebank (Marcus et
al., 1993) as the target corpus. For example, in phrase (8), the noun “growth” stands
for some sorts of event meaning “theme grows in some situations” and “in dividends”
and “next year” are annotated as ARG], which is basically related to theme role, and
ARGM-TMP, which is related to adjuncts, respectively.

(8) 12% growth in dividends next year [REL=growth, ARG1=in dividends, ARGM-TMP=next

year]

Note that arguments in NomBank are restricted as the NP appearing in the same sen-
tence of a target event-noun, since NomBank complies with the PropBank specifica-
tions. '

For Japanese, event-nouns and their arguments are also annotated in Kyoto Corpus.
As shown in sentence (9), akaji; (deficit) is assigned to the nominative for the event-
noun eikyo (influence).

(9) kono boueki akaji;-wa waga kuni-no  kyosoryokuj-ni eikyo-o oyobosu
this  trade deficit-rop  our country-oF competitiveness-DAT  influence-acc  affect
[REL=¢ikyo (influence), NOM=akaji; (deficit), DAT=kyosoryoku; (competitiveness))

The trade deficit affects our competitiveness.

In some cases, the relation between an event-noun and its argument is compressed
into a complex noun (or a complex noun phrase), such as “kouho (candidate) sen-
batsu (selection)”, which means “candidate selection”, and “dassou (desertion) hei
(soldier)”, which means “army deserter”. So, we need to explicitly define when an NP
in the context is treated as event-nouns.
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3.4. Specification of NAIST Text Corpus

Taking on the previous work described in Section 3.3 into account, our annotated
corpus called NAIST Text Corpus currently contains three relations: (a) predicate-
argument relations, (b) event-noun and its arguments, and (c) coreference relations
between two NPs which refer to the same entity, i.e. IRA relations.

3.4.1 Annotating predicate-argument relations

For recognizing predicates, annotators assign an expression to predicate by judging
whether or not the expression is contained in the three parts-of-speech (verb, adjective
or noun+copula) based on the lexical entries in ipadic (Asahara and Matsumoto, 2003).

For annotating arguments of a predicate, there are a variety of annotation layers:
surface cases adopted by Kyoto Corpus, thematic roles used in GDA and the original
specifications based on thematic roles in PropBank. In comparison to these previous
work, what we want to extract from texts is a set of arguments for an active form of
a given predicate as extracting pieces in information extraction perspective. So, if a
predicate is used as a passive or causative form in the text, we interpret the predicate as
a active form and annotate each argument of this active predicate. Note that it is unclear
what kinds of information of predicates should be eliminated from surface cases, we
currently annotate nominative, accusative and dative arguments of each predicate.

For example, in Kyoto Corpus watashi; (I), kare; (he) and ringoy, (apple) are an-
notated as the nominative, dative and accusative respectively for the causative verb
tabe-saseru (make one eat). In NAIST Text Corpus, on the other hand, kare; (he) and
ringoy. (apple) are annotated as the nominative and dative for the active verb “taberu
(eat)”. We also add an additional tag into the relationship between eat and watashi,
because there is no information between them in which the predicate eat is treated as
active voice.

(10) watashi;-wa karej-ni ringog-o  tabe-saseru
I;-TOP he;-DAT  applex-ACC  eal-CAUSATIVE
(I make him eat an apple.)
Kyoto Text Corpus: [REL=rabe-saseru (€at-CAUSATIVE), NoM=watashi; (I;), ACC=ringoy, (appler),
DAT=kare; (he;)]
NAIST Text Corpus: [REL=tabe-(ru) (eat-ACTIVE), Nom=kare; (he;), AcC=ringo (appley),
ADDITIONAL CASE=watashi; (I;)]
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Table 3.1. Comparison of annotating predicate-argument relations

corpus label range
PropBank pseudo thematic role intra
GDA-tagged corpus | thematic role inter, exo
Kyoto Text Corpus | surface case (including alternations) intra, inter, exo
'NAIST Text Corpus | surface case (not including alternations) | intra, inter, exo

intra: intra-sentential relations, inter: inter-sentential relations, €x0: exophoric rela-
tions

A comparison of the specifications is summarized in Table 3.1.

3.4.2 Annotating event-nouns and their arguments

The relations between event-noun and its argument is also annotated based on oblig-
atory surface cases such as ga (nominative), o (accusative) and ni (dative) as well
as predicate-argument relations for verbs and adjectives. For a given noun (or noun
phrase), human annotators judge whether or not the noun represents an event in the
context and if the noun is classified into event-noun, then search its arguments for that
event-noun. In sentence (11), for instance, annotators have to judge denwa; (phone)
as an event-noun and then annotate kare, (he) as nominative argument and watashi, as
dative for denwa;, since itis interpreted as the core word in the event “He called to me”.
In contrast, denwa; is not an event-noun because that word means “my cell-phone”.

(11) kareq-karano denwa;-niyoruto  watashiy-wa kare-no ie-ni wasure-tarasii
heg-ABL p_honei accordingto  l,-NOM his-oF home-LOC leave-PAST
According to his phone call, I might leave my cell-phone in his home.

Compound nouns require special treatment. We apply the following steps to iden-
tify event-nouns for annotations.

1. The semantic compositionality test. If the meaning of the compound noun is
clear from only the meaning of its composite words, it is considered composi-
tional.

2. Evaluation of constituents as event-nouns. If a compound has been judged se-
mantically compositional by the compositionality test, it is divided into con-
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stituents, and any constituents that are event-nouns are annotated.

As an example, the compound “itaku keiyaku (consignment contract)” is found to pass
the test and identified as event-nouns and both itaku and keiyaku will be considered
for annotation. In contrast, “furansu kakumei (French Revolution)” does not pass the
compositionality test.

3.4.3 Annotating coreference relations

The previous work for annotating coreference shows two choices, either the ISA rela-
tions are judged to be included in coreference relations in addition to the IRA relations
or not. If the ISA relations are included in coreference relations, the annotators have
to do complicated judges for annotation by considering class inclusion, whether or not
the concept of NP; includes the concept of NP; for given all of the two (NP;, NP;)
in the target text. For example, in text (12), the pair of generic noun foshokan, (li-
brary) and toshokan; may be judged as coreferential because the concept of toshokan,
is equivalent to the concept of toshokan,. However, the pair of the two nouns, hon;
(book) and hon;, might not be judged as coreferential, since hon; (book) refers to the
concept “a set of printed pages that are fastened together in a cover so that you can
read them”, while because it is modified by “toshokan no (library’s)”, hon; refers to
the concept “books located in the library”.

(12) toshokan,-niwa hon;-ga  oi-tearu
library,-LocC book;-NOM  place-ASPECT
There are books in the library.

toshokany-no  honj-wa  kariru-kotogadekiru
library-oF book;-Top  borrow-cAN
We can borrow the books in the library.

As we can be seen in the above examples, whether a pair of two generic nouns is coref-
erential or not depends on the their contexts. It causes difficulty in judging coreference
relations of generic nouns. For this reason, we deals with only the IRA relations as
coreference in our specification, whereas the ISA relation is adopted in case of anno-
tating predicate-argument relations and the relationship between event-nouns and their
arguments.

As we described in Section 3.3.1, in EDT of ACE, mentions and entities are classi-
fied into some sorts of named entity types such as PERSON and ORGANIZATION, thus

28



Table 3.2. Difference of annotating coreference relations in previous work

corpus annotating target
GDA-tagged corpus | IRA and ISA
ACE EDT IRA (types and classes of entities are restricted)

Kyoto Text Corpus | IRA and ISA

NAIST Text Corpus | IRA
IRA: identity-of-reference anaphora, ISA: identify-of-sense anaphora

the noun which is not classified into any types can not be related to other nouns as a
coreference relation even if it can be interpreted as coreferential. Therefore, in the cur-
rent annotation process, named entity types of nouns are not restricted and coreference
relations in texts are not restricted as are annotated according to the following three
criteria:

1. An anaphor is annotated only when it appears in the syntactic head of the target
NP.

2. An NP which explicitly appears in the discourse is regarded as an antecedent for
a given anaphor.

3. A generic noun is not treated as both an anaphor and an antecedent.

A comparison between our specification and previous work is shown in Table 3.2.

3.4.4 Statistics

According to the specifications in Section 3.4.1, Section 3.4.2 and Section 3.4.3, two
annotators worked on the task of annotating predicate-argument and coreference rela-
tions, taking all documents in Kyoto Text Corpus version 3.0 (containing 38,384 sen-
tences in 2,929 texts) as a target corpus. The numbers of annotating predicate-argument
relations are shown in Table 3.3. Each argument is categorized into five cases: (a) both
a predicate and its argument appear in same phrases, (b) an argument depends on its
predicate or a predicate depends on its argument, (c) a predicate and its aréument has
a intra-sentential zero-anaphora relation, (d) a predicate and its argument has a inter-
sentential zero-anaphora relation and (e) an argument does not explicitly appear in the
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Table 3.3. Statistics: annotating predicate-arguments relations

ga (nominative) o (accusative) ni (dative)
predicates (a) same phrase 177 (0.002) 60 (0.001) 591 (0.027)
106,628 (b) dependency | 44,402 (0419) 35,882 (0.835) 18912 (0.879)

relations

(¢) zero-anaphoric | 32,270 (0.305) 5,625 (0.131) 1,417 (0.066)
(intra-sentential)

(d) zero-anaphoric | 13,181 (0.124) 1,307 (0.030) 542 (0.025)
(inter-sentential)

(e) exophoric 15,885 (0.150) 96 (0.002) 45 (0.002)
total 105,915 (1.000) 42,970 (1.000) 21,507 (1.000)
event-nouns | (a) same phrase 2,195 (0.077) 5,574 (0.506) 846 (0.436)
28,569 (b)  dependency 4,332 (0.152) 2,890 (0.263) 298 (0.154)
relations

(c) zero-anaphoric 9,222 (0.324) 1,645 (0.149) 586 (0.302)
(intra-sentential)

(d) zero-anaphoric 5,190 (0.183) 854 (0.078) 201 (0.104)
(inter-sentential)

(e) exophoric 7,525 (0.264) 42 (0.004) 10 (0.005)

total 28,464 (1.000) 11,005 (1.000) 1,941 (1.000)

text (exophoric use). Table 3.3 shows that in annotation for predicates over 80% of
both o (accusative) and ni (dative) arguments were annotated as dependency relations,
while around 60% of ga (nominative) argument was annotated as zero-anaphoric re-
lations. In comparison, in the case of event-nouns, o and ni arguments are likely to
appear in same phrase of given event-nouns and about 80% of ga argument has a zero-
anaphoric relations with event-nouns.

10,531 entities (25,357 anaphors) are annotated as annotated coreference relations.
The number of coreference relations is quite smaller than that of Kyoto Corpus, be-
cause the IRA relations are only considered as coreferential in our specification, while
Kyoto Corpus contains the ISA relations as coreference relations.

Next, to evaluate the agreement between two human annotators, randomly selected
30 articles were annotated by them. The annotation results are evaluated by calculating
recall and precision in which one annotation result is regarded as correct examples and
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Table 3.4. Agreement of annotating each relation

recall precision

predicate 0.921 (806/875) 0.944 (806/854)
ga (nominative) | 0.823 (683/830) 0.829 (683/824)
o (accusative) 0.899 (329/366) 0.954 (329/345)
ni (dative) 0.724 (105/145) - 0.890 (105/118)
event-noun 0.965 (247/256) 0.792 (247/312)
ga (nominative) | 0.735 (191/260) 0.743 (191/257)
o (accusative) 0.827 (86/104) 0.869 (86/99)
ni (dative) 0.389 (7/18) 0.583 (712)
coreference 0.813 (126/155) 0.813 (126/155)

~ the other as outputs of system. Note that arguments of predicates and event-nouns
are considered for calculation of recall and precision only when predicates (event-
nouns) are annotated by both annotators. For evaluation of coreference relations, we
calculated recall and precision based on MUC score (Vilain et al., 1995). The results
of each relation are shown in Table 3.4. According to Table 3.4, we can see that most
annotating works were done with confidential quality except the minorities. However,
each annotation still leaves the room for improvement. In Section 3.5, we will explain
the problems of annotating each relation and discuss the future directions to solve
them.

3.5. Difficulties in annotating task and future directions

In this section, we explain the difficulties on the annotating process of predicate-
argument, coreference and event-nouns and its arguments in Japanese. After that, we
discuss the future directions for them.

3.5.1 Difficulty in annotating predicates

As predicates sometimes has an ambiguity in the sense between a predicate and a
compound functional expression which consists of more than one word including both
content words and functional words, it causes to the inconsistency of judging whether
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such candidate predicate is a predicate or not. For this ambiguity, Tsuchiya et al. (2006)
built the database of these kinds of compound functional expressions. They reported
that the agreement ratio between annotators for annotating only functional expressions
became higher in their experiments. On the other hand, in our experiments we achieved
not good performance as shown in Table 3.4 compared with Tuchiya’s evaluation. It
may be caused by difficulty in judging a candidate expression as a predicate or not by
considering its arguments. For instance, the compound functional expression “toshite”
has two ambiguities, “do” as content usage and “assignment of some meaning in one’s
perspective” as functional usage, and the annotator judges its meaning depending on
its appearing context, however it is difficult to exactly classify such meaning. In order
to solve this problem, we are planing to predefine the preferred interpretation of each
expressions. We believe that to present the definitions as clues will help annotator’s
work.

3.5.2 Difficulty in annotating event-nouns

In order to annotate event-nouns, we have to judge whether or not a complex noun can
be compositionally decomposed into its constituents. However, the criteria for compo-
sitional decomposition between two annotators does not disagreed, then the agreement
ratio shown in Table 3.4 has decreased. The ambiguity whether a given expression is
an event-noun or not also causes to the annotation problem. The expressions such as
keiyaku (contract), kisei (regulation) and toushi (investment) are interpreted as the di-
rect results of the event encoded in the noun as well as the event itself depending on the
context. For example, in sentence (13), we can interpret keiyaku (contract) as either
the event-noun or the result. Thus, such cases also make the agreement ratio decrease.

(13) sono kaisha-wa  keiyaku-o kaijos-ite liesus-areta jettoki-o  henkyakus-ita
that  company-rop contract-THEME dissolve leased jet-THEME  surrender-PAST
The company dissolved its contract and surrendered its leased jet.

3.5.3 Difﬁculty in annotating arguments of predicates/event-nouns

In annotating arguments of predicates and event-nouns, a variety of case patterns
causes to the majority of annotation disagreements. For example, the predicate jitsugen-
suru (realize) has two case patterns: “AGENT-ga (nominative) THEME-o (accusative)
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jitsugen-suru” and “THEME-ga jitsugen-suru”. If all arguments of this predicate are
omitted, we can annotate the nominative case of this predicate as either AGENT or
THEME because of the two interpretations above. Similar to this problem, ambiguity
of interpretation about agentivity also causes to the ambiguity of argument annota-
tions. In sentence (14), for example, the predicate shibaru (bind) has two types of case
patterns shown in (15) if we kisoku (rule) has a agentivity in this context. To avoid
this problem, we will decide which case pattern is preferable among patterns for the
convenience of annotators’ works.

(14)  kisoku-ga hitobito-o  sibaru
rule-NOM people-acc  bind
The rule binds people.

(15) a. [REL = sibaru (bind), AGENT = kisoku (rule), THEME = hitobito (people)]

b. [REL = sibaru (bind), AGENT = ¢ (exophoric), THEME = hitobito (people), INSTRUMENT =
kisoku (rule)]

'In addition to the above problem, a problem occurs when the relationship between
a predicate and its argument is omitted. Suppose the situation shown in Figure 3.2.
In case (a), since He is annotated as the nominative argument and John and He are
annotated as coreference relations, thus we can also regard John as the nominative
argument. In case (b), on the other hand, two nouns, children and kids, are not coref-
erential in the case that children and kids are both generic nouns. Under the situation,
we can not infer the relationship between children and its predicate even if kids is
annotated as the nominative argument of the predicate.

3.5.4 Difficulties in annotating coreference

In the task of annotating coreference relations, we still had problems. As one of those
problems, recognizing the IRA relation for given two NPs is the majority of annotating
problems, since it is so difficult to judge whether or not two abstract nouns refer to the
same entity. As we described in Section 3.4.3, it is undesirable to restrict the class
of the NP, for creating incomplete training instances for the NP which is not assigned
into any mention classes. However, as one of the future directions, we are planning
to investigate how to improve the agreement by limiting the classes of abstract nouns
when annotating the coreference relations.
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(a) antecedent: specific

(b) antecedent: generic

children ... ... .
anaphoric o
om) e

Figure 3.2. Difference of annotation between specific and generic antecedent

3.6. Summary

In this chapter, we reported the current specification of our annotated corpus for coref-
erence resolution and predicate-argument analysis. According to the discussion in
Section 3.4, we decided to annotate predicate-argument relations by ISA relation, whereas
annotating coreference relations adopting IRA relation. Taking Kyoto Text Corpus ver-
sion 3.0 as a target corpus, we built a large annotated corpus called NAIST Text Corpus.
We also examined the revelation from the annotating process of our corpus, and dis-
cussed our future directions for refining the details of the specifications.
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Chapter 4

Antecedent Identification Inspired
from Centering Theory

4.1. Introduction

This chapter presents a method that incorporates contextual clues into machine learning-
based approaches to anaphora resolution. As described in Chapter 2, in contrast with
rule-based approaches, such as (Brennan et al., 1987; Lappin and Leass, 1994; Bald-
win, 1995; Nakaiwa and Shirai, 1996; Okumura and Tamura, 1996; Mitkov, 1997), em-
pirical, or corpus-based, approaches to this problem have shown to be a cost-efficient
solution achieving performance that is comparable to the best performing rule-based
systems (McCarthy and Lehnert, 1995; Ge et al., 1998; Soon et al., 2001; Ng and
Cardie, 2002a; Strube and Miiller, 2003; Iida et al., 2003; Yang et al., 2003). Given this
background, one of the challenging issues we should explore next is to make a good
marriage between theoretical linguistic findings and cOxpus—baséd empirical methods.

In this chapter, we report our attempt to enhance existing trainable coreference
resolution models by incorporating such theoretical findings as the features utilized
in Centering Theory. In Section 4.2, we discuss a significant drawback of Ng and
Cardie’s model and propose two solutions: (a) implementing the centering factors as
what we call centering features, and (b) introducing a novel searching model, which
we call a fournament model. We then report the results of our experiments on Japanese
zero-anaphora resolution in Section 4.3 and conclude in Section 4.4.
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4.2. Incorporating of contextual cues

As reviewed in Section 2.2.1, the search-based models such as (Soon et al., 2001; N g
and Cardie, 2002a) have achieved the performance comparable to the best-performing
rule-based system. However, the search-based models have a serious drawback. Al-
though Ng and Cardie (2002a) attempted to employ several types of features in their
experiments (see Table 2.6 and Table 2.7), it should be pointed out that their model
does not capture an important aspect of local context that has been proved useful for
coreference interpretation in the literature of discourse analysis. We elaborate this flaw
and propose two solutions.

4.2.1 A flaw of The baseline model
Consider the following two discourses:
(16) a. Mary went to see John;.-

b. He; was playing baseball.

(17) a. Tom; went to see John.

b. He; tried to explain what happened to him yesterday.

In (16), the subject of sentence (b), He, refers to the object of sentence (a), John. In
(17), on the other hand, it is not the case although He and John fills the same syntactic
role, respectively. An explanation for this difference derived from Centering Theory
can be briefed as follows. In (17), Tom is chosen to be the preferred antecedent of he
because:

(a) Tom, being the subject role filler, is the preferred center (i.e. the highest ranked
entity of the forward looking centers) assigned in (a),

(b) Tom is thus most likely to be the backward looking center of (b), and

(c) if so is Tom, it must be realized as a pronoun.
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In (16), on the other hand, Mary, the preferred center, violates the gender constraint
imposed by He, and therefore the second ranked entity John is interpreted as the an-
tecedent.

. The essence of the above explanation is that it is derived from a model that takes
into account the preference between candidates. Whether or not John is coreferent
depends on the appearance of other entities, such as Mary and Tom, in its local con-
text. This crucial property of local coherence is, however, not properly captured in Ng
and Cardie’s model because it views antecedent detection as a set of candidate-wise
boolean classification problems.

4.2.2 Two solutions

Among various possibilities one may think of as a solution to the problem argued
above, we have empirically examined two novel solutions.

Centering features

A straightforward solution is to augment the number of features that implement local
contextual factors. For example, one may introduce a feature that indicates whether or
not the antecedent candidate in question is the present preferred center. This feature
can also be enhanced so that it can indicate whether or not the candidate is ranked
the highest among the forward-looking centers while satisfying gender and number
constraints. Such a feature would help the classification model to distinguish the two
Johns in the previous examples. Note that the computation of such features requires the
use of additional devices, such as a list for storing forward-looking centers, which has
never been used in previous trainable models. We refer to such features as centering
features for capturing centering state transitions. The centering features we used in our
experiments will be presented in the next section. |

The tournament model

Recall that what we wanted in John’s examples was a model that compares the first
John with its opponent Mary and the second Jokn with Tom. Our second solution is
to implement a pairwise comparison between two candidates in reference to ANP as a
binary classification problem (i.e. which candidate wins) and to conduct a tournament
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to check against the candidate. A tournament consists of a series of matches in which
candidates compete with each other and the one that prevails through the final round is
declared the winner, namely, identified as the antecedent. We call this new model the
tournament model.

Observe the situation given in Figure 2.4 in Section 2.2.1 again, which we have
reillustrated here as Figure 4.1. Now, due to the coreference chains, we have five
candidates: NP;, NP, (and its antecedent NP,), NP5 (NP3), NP7 (NPg) and NPs.

Let us first consider the training process. In the tournament, the correct antecedent
NP5 (NP3) must prevail over any of the other four candidates. We thus extract four
training examples from the present case as illustrated in the figure. The class right
denotes that the succeeding one of a given pair of candidates prevails against (i.e.
is more likely to be the antecedent than) the preceding one. Likewise, the class left
denotes that the preceding candidate prevails over the succeeding one. Finally, we
induce from a set of extracted training examples a pair-wise classifier that classifies a
given feature vector into either right or left.

In the test phase, the model conducts a tournament for each given anaphor. In each
tournament, it processes the antecedent candidates in the right-to-left order. In the
first round, the model consults the trained classifier to judge which of the right-most
(closest th ANP) two candidates is more likely to be the antecedent. Suppose anew
that we are trying to resolve the problem illustrated in Figure 4.1. As shown in the
“test process” part of the figure, the first match is arranged between the right-most two
candidates NPg and NP;. Here, we assume that NPg wins as shown in the figure. Then,
each of the following matches is arranged in turn between the winner of the previous
match and a right-most new challenger. In the case shown in the figure, the second
match is arranged between the current winner NPg and the right-most new challenger
NPs. If NP5 wins, it is next matched against all next challenger NP,. This process
is repeated until the left-most candidate participates. The model selects the candidate
that prevails through the final round as the answer.

The introduction of the pairwise classification as above can incorporate the learn-
ing of centering factors, such as the expected center order; for example, the model
may learn from Tom and John’s example that the subject role filler is preferred to the
object role filler. The tournament model can also encode relational properties between
candidates into features. One may, for example, add a feature that indicates the rela-
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tive distance between a given candidate pair, expecting a tendency that the succeeding
candidate is more likely to win when the relative distance between two candidates is
longer.

4.3. Experiments

We conducted an empirical evaluation of J. apanese zero-anaphora resolution. Japanese
is characterized by an extensive use of zero-pronouns, which behave like pronouns in
English texts. Zero-anaphora resolution has been receiving interest from an increasing
number of researchers (Kameyama, 1986; Nariyama, 2002; Nakaiwa and Shirai, 1996;
Seki et al., 2002; Yamamoto and Sumita, 1998).

4.3.1 Models

In the experiments, we compare the tournament model with the following two baseline
models. For the first baseline model, we create a rule-based model based on Nariyama
(2002)’s algorithm (see Section 2.1.1). Note that the algorithm includes some factors
which can not be simulated computationally, so we implements the model according
to the following way:

1. if there exists a candidate antecedent that satisfies the patterns shown in Figure 2.2,
return the candidate as an antecedent. '

2. if the current SRL is not empty, return the most likely candidate in the SRL as
an antecedent.

3. otherwise; return NULL.

For the second baseline model, we employ Ng and Cardie’s search-based model as a
baseline model. By comparing these approaches with the tournament model, one can
measure the effects of the comparison between two candidates.

39



4.3.2 Training and test sets

We extracted training and test data sets from a corpus with GDA-tagged! newspaper
articles, which is annotated with anaphoric relation tags as well as various syntactic
and semantic tags. The corpus contains over 25,000 sentences with roughly 20,000
anaphoric relation tags annotated. In the experiment, we preliminarily restricted our
experiments for resolving subject zero-anaphors, 2,155 instances in total, and con-
ducted five-fold cross-validation on that data set.

4.3.3 Feature set

We used five types of features as summarized in Table 4.1: (i) grammatical, (ii)
semantic, (iii) positional, (iv) heuristic and (v) centering features. The features of
types (i) to (iv) are defined so as to simulate Ng and Cardie’s feature set, except the
following three features:

o LOG_LIKE: indicates the largest value among the log-likelihood coefficients (Dun-
ning, 1993) of the pairs of a noun in the coreference chain including the candi-
date and the predicate of the anaphor. Those coefficients are calculated with
about ten millions of NOUN-VERB pairs extracted from other corpora (Shim-
bunsha, 1990 2000; Shimbunsha, 1991 1999).

e SELECT_REST: indicates whether or not a candidate satisfies selectional restric-
tions in Nihongo Goi Taikei (Japanese Lexicon) (Ikehara et al., 1997).

e CHAIN_LENGTH: indicates the number of all the preceding nouns in the coref-
erence chain including the candidate.

We also introduce ANIMACY feature as in Ng’s feature set, because an animate
noun tends to be salient. ANIMACY indicates whether or not the candidate is an an-
imate noun. A noun is regarded as animate if the noun is classified as PERSON or
ORGANIZATION by a named entity tagger or the noun is included in PERSON or OR-
GANIZATION class of Nihongo Goi Taikei (Ikehara et al., 1997).

The GDA (Global Document Annotation (Hasida, 2002)) tag set is desi gned to be a standard tag set
which allows machines to automatically recognize the semantic and pragmatic structures of documents.
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To define centering features, we adopted a Japanese anaphora resolution model
proposed by Nariyama (2002) as the underlying theory. Nariyama’s method is an
expansion of Kameyama’s work on the application of Centering Theory to Japanese
anaphora (Kameyama, 1986). Nariyama expanded the original forward-looking center
list into Salience Reference List (SRL) in order to take into account broader contextual
information from preceding sentences. Analogous to common centering models, in
SRL, discourse entities are stored in the salience order: TOPIC (marked by wa-particle)
> SUBJ (ga) > I.OBJ (ni) > D_OBJ (0) > OTHERS. In the experiment, we introduced
two features, SRL_ORDER and SRL_ORDER_COMP, to reflect the SRL-related contex-
tual factors. The definition of them is given in Table 4.1. Nariyama’s method is also
devised to deal with state transitions in complex sentences, which was originally not
handled in Kameyama’s model on Japanese. We partially implemented this extension
as another feature, GA_REF, expecting the strong tendency of coreference that some
conjunctives convey.

In the experiment, all the features are automatically computed with the help of the
following NLP systems: the Japanese morphological analyzer ChaSen (Matsumoto
et al., 2000), the Japanese dependency structure analyzer CaboCha (Kudo and Mat-
sumoto, 2002), and the named entity chunker Yanee (Yamada et al., 2002).

4.3.4 Results

While Ng and Cardie used the C4.5 decision tree induction system, we adopted Support
Vector Machines (Vapnik, 1998) for classifier induction because of their state-of-the-
art performance and considerable generalization ability, which had been proven for
various NLP tasks.

The results are shown in Figure 4.2 and Table 4.2. Figure 4.2 shows the learning
curves of each model by altering the training data size, and Table 4.2 shows the results
with all of the training instances. Table 4.2 shows the performance of each machine
learning-based model is significantly better than Nariyama’s rule-based model. In our
implementation of her algorithm, the candidates in the SRL are not always ranked
exactly according to the salient referent order list shown in Figure 2.1, because it is
difficult to computationally separate global and local information among the topical-
ized subjects. This leads to inaccurate antecedent selection.

In Figure 4.2, we can see the positive effects for introducing the centering fea-
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tures by comparing the learning curves of BM+CF with BM, and TM+-CF with TM.
Likewise, the differences between BM and TM show that the introduction of the tour-
nament model significantly improved the performance regardless of the size of training
data. It indicates that comparing between two candidate antecedent is more efficient
for identifying antecedent than the candidate-wise comparison.

One can also introduce the notion of decision confidence into the tournament model.
With a good confidence measure, one can effectively improve precision just by slightly
sacrificing recall. In case of the tournament model, the likelihood (i.e. the degree of
confidence) that the decision for a match is correct can be heuristically estimated by,
for example, the absolute value of the SVM classifier’s discrimination function for the
corresponding classification problem. The likelihood that the winner of a tournament
is correct is then given by the confidence value of the closest match the winner have
played. Given such a confidence measure, one can obtain a recall-precision curve by
moving the threshold of confidence values. Working of this is shown in Figure 4.3,
which presents the recall-precision curve obtained by testing this heuristic measure.

4.4. Summary

In this chapter, we presented a trainable coreference resolution model that is designed
to incorporate contextual cues by means of centering features and a tournament-based
search algorithm. These two improvements worked effectively in our experiments on
Japanese zero-anaphora resolution.
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Table 4.1. Feature Set

Feature types | Feature names Descriptions
Grammatical | Pos The part-of-speech of NP; such as ‘proper noun’ and ‘sa-
hen noun’.
DEFINITE Y if NP; is ’sore’, ’soko’, sono’, ’sonna’, etc; else N.
DEMONSTRATIVE Y if NP; is ’kore’, ’soko’, "ano’, *asoko’, etc; else N.
PARTICLE The case marker attached to NP; such as ‘wa’, ‘ga’ and
‘o’.
Semantic NE Named entity class of NP;: PERSON, ORGANIZATION,
LOCATION, ARTIFACT, DATE, TIME, MONEY, PER-
CENT or N/A.
EDR_HUMAN Y if NP; has the human attribute of EDR dictionary; else
N.
SELECT.REST Cif NP;-ANP pair satisfies the selectional restriction; else
L -~ .
LoG_LIKE Five degree of the log-like coefficient of the NP;-ANP
pair.
ANIMACY Y if NP; has the PERSON or ORGANIZATION class; else
N.
ANIMACY_COMPx* NP; if NP; has ANIMACY feature and NP, doesn’t; else
NP, if the opposite relation.
Positional SENTNUM_ANP Distance between NP; and ANP in terms of sentences.
SENTNUM_NPS* Distance between NP; and NP- in terms of sentences.
DEP_MAIN Y if NP; depends on the main clause; else N,
EMBEDDED Y if NP; locates in an embedded clause; else N.
BEGINNING Y if NP; locates in the beginning of the sentence; else N.
Heuristic CHAIN_LENGTH Length of a cohesive chain of NP;
Centering SRL_ORDER The priority rank of NP; in SRL.

SRL_ORDER_COMPx*

NPy if NP; is higherranked than NP5 in SRL; else NP5

GA_REF

Y if NP; is the subject of a subordinate clause of a partic-
uler conjunctive type and ANP is the subject of its matrix
clause; else N.

ANP is an anaphor, and NP;c{1 2} is an antecedent candidate. The feature set contains relational and
non-relational features. Non-relational features test some property P of N P; under consideration and
take on a value of YES or NO depending on whether P holds. Relational features test whether some
property P holds for the NP1-NP; or NP3-ANP pair under consideration and indicates whether the pair
is COMPATIBLE or INCOMPATIBLE w.r.t. P; a value of NOT APPLICABLE is used when property P does
not apply. Features with an asterisk are used only in the tournament model.
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Table 4.2. The result with all of the training examples
Model Accuracy '
Nariyama (2002)’s rule-based model | 45.6% (1269/2781)
Ng and Cardie (2002a)’s model (BM) | 65.7% (1827/2781)

BM with centering features 69.0% (1918/2781)
The tournament model (TM) 74.3% (2065/2781)
TM with centering features 75.1% (2089/2781)
L T T T I T
Nariyama ‘
BM ---x~--
BM+CF ---%---
5 +CF --»-
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Figure 4.2. Learning curves
Nariyama: Nariyama'’s rule-based model, BM: Ng and Cardie’s model, BM+CF: BM using centering
features TM: Tournament model, and TM+CF: TM using centering features
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Chapter 5

Antecedent Identification Followed by
Anaphoricity Determination

5.1. Introduction

Anaphora resolution can be decomposed into two subtasks: anaphoricity determina-
tion and antecedent identification. Anaphoricity determination is the task of classify-
" ing whether a given noun phrase (NP) is anaphoric or non-anaphoric. Here we say an
NP is anaphoric if it has any antecedent (i.e. NP(s) that are anaphoric with it) in the
context preceding it in the discourse, and non-anaphoric otherwise. The second task,
antecedent identification, is identification of the antecedent(s) of a given anaphoric NP.
Early corpus-based work on anaphora resolution does not address anaphoricity
determination; it assumes that the anaphora resolution system knows a priori all the
anaphoric noun phrases. However, this problem has recently been given an increasing
amount of attention (Bean and Riloff, 1999; Ng and Cardie, 2002b; Uryupina, 2003;
Ng, 2004; Poesio et al., 2004) because:

e determining anaphoricity is not a trivial problem even in languages such as En-
glish and French, where definite articles can be used as clues (Ng and Cardie,
2002b), and

e the overall performance of anaphora resolution crucially depends on the accu-
racy of anaphoricity determination.
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Obviously, the problem of anaphoricity determination is even more critical in the case
of languages, such as Japanese, which do not have such clues as definite articles.
Previous efforts to tackle this problem have provided the following findings:

® One of the useful clues for determining the anaphoricity of a given NP can be
obtained by searching for an antecedent. If an appropriate candidate for the
antecedent is found in the preceding context of the discourse, the NP is likely to
be anaphoric (Soon et al., 2001; Ng and Cardie, 2002a).

e Anaphoricity determination can be effectively carried out by a binary classifier
that learns instances of non-anaphoric NPs as well as those of anaphoric NPs (Ng
and Cardie, 2002b; Ng, 2004).

As we discuss in the next section, previous approaches to anaphora resolution (Ng
and Cardie, 2002a; Ng and Cardie, 2002b; lida et al., 2003) make use of a range
of cues, but none of the previous models effectively combines from three previous
approaches shown in Section 5.2. This leaves significant room for improvement in
anaphora resolution. .

In this chapter, we propose a machine learning-based model that effectively com-
bines the sources of evidence used in existing models, while overcoming their draw-
backs. We show the effectiveness of our approach through experiments on Japanese
anaphora resolution comparing previous machine learning-based approaches including
Ng and Cardie (2002a)’s search-based approach and Ng (2004)’s classification-then-
search approach. |

The rest of the chapter is organized as follows. In Section 5.2, we review previous
machine learning-based approaches to anaphora resolution. Section 5.3 describes how
the proposed model combines effectively advantages of each previous approach. We
then report the results of our experiments on Japanese noun phrases anaphora resolu-
tion in Section 5.4 and conclude in Section 5.5.

5.2. Previous approaches

As reviewed in Section 2.2, previous learning-based methods for anaphora resolution
can be classified into two approaches: the search-based approach and the classification-
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Table 5.1. Advantages in each approach

Search | Classification-then-search | Tournament
Use contextual clues? Vv Vv
Use non-anaphoric instances? Vv
Can determine anaphoricity? | +/ Vv
Balanced training instances? Vv

based approach. We discuss their advantages and disadvantages below (see Table 5.1
for summary).

5.2.1 Search-based model

As described in Section 2.2.1, the search-based approaches have an advantage to deal
with the broad contextual information. A flaw of this approach, on the other hand, is
that models are not designed to learn non-anaphoric cases directly in the training phase.
As an example, let us take a closer look at Soon et al.’s model (see Figure 2.4). For
training, their model creates a positive instance from an anaphoric NP paired with its
closest antecedent (NPs-ANP) and a negative instance from each of the intervening NPs
paired with the anaphor (NPg-ANP, NP7-ANP and NPg-ANP). Note that no training
instance is derived from non-anaphoric NPs. This drawback is shared also by other
search-based models including (Ng and Cardie, 2002a; Yang et al., 2003). As we
show in Section 5.4, this may well significantly degrade performance.

Another drawback of the approach is that it may suffer also from highly imbalanced
distributions of positive and negative instances. The aforementioned method of gener-
ating training instances tends to generate much more negative instances than positive
ones. For example, in the experiments described in Section 5.4, the ratio of the positive
instances to the negative instances is 1 to 22. The model requires proper selection of
training instances (Ng and Cardie, 2002c). However, it is not a trivial problem.

5.2.2 Classification-then-search model

As reported in Ng and Cardie (2002b) and also in Section 5.4 of this chapter, this
model significantly outperforms the search-based model. However, it still has several
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Table 5.2. Partial feature list relevant to the larger context information used in Ng and
Cardie [2002b]’s model.

Feature Type | Feature Description

Lexical STR-MATCH | Y if there exists an NP NP; preceding NP; such that,
after discarding determiners, NP; and NP; are the

same string; else N. .
HEAD_MATCH | Y if there exists an NP NP; preceding NP; such that
NP; and NP; have the same head; else N.

Semantic | ALIAS Y i there exists an NP NP; preceding NP; such that
NP; and NP; are aliases; else N.

SUBCLASS Y if there exists an NP NP; preceding NP; such that
NP; and NP; have an ancestor-descendant relation-

ship in WordNet; else N.
NP; and NP; indicate a candidate anaphor and a candidate antecedent respectively.

drawbacks and room for improvement.

First, Ng and Cardie (2002b) reports that the performance of the anaphoricity de-
termination component is so low that applying it would not improve the performance
of the overall task unless it incorporated features that effectively capture contextual
information (see Table 5.2). This indicates that it is crucially important in anaphoricity
determination to know whether or not the preceding context of the discourse contains
NPs that are likély to be the antecedent of a current target NP. While such features as
in Table 5.2 appear to be useful clues for this reason, they appear to be rather ad hoc
and only provide an extremely rough summary of the context.

Second, in the classification-then-search model, not only the anaphoricity classifier
but also the antecedent identification component takes charge of anaphoricity determi-
nation. This rather unclear way of division of labor constrains the range of algorithms
that can be used for antecedent identification. The model cannot employ such a model
as, for example, the tournament model, which we review below.

Third, as long as it employs such an algorithm as Ng and Cardie (2002a) for the
antecedent identification subtask, the model inherits the drawbacks of the algorithm;
in particular, it is important to note the problem of imbalanced distribution of positive
and negative training instances.
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5.2.3 Tournament model

For the task of antecedent identification alone, it is worth referring to a model called the
tournament model proposed in Chapter 4. The model conducts a tournament consisting
of a series of matches in which candidate antecedents compete with each other for a
given anaphor. In the tournament, it processes the candidate antecedents in the right-
to-left order. In the first round, the model consults a trained classifier to judge which
of the right-most two candidates is more likely to be the antecedent for the anaphor.
The winner then plays a match with the third right-most candidate. Likewise, each of
the following matches is arranged in turn between the current winner and a right-most
new challenger until the left-most candidate antecedent. The model selects the winner
of tournament.

This model has several advantages over such previous antecedent identification
models as reviewed in Section 2.2.1. First, it can incorporate the learning of some
of centering factors, such as the expected center order, proposed in Centering The-
ory (Grosz et al., 1995). Second, unlike the previous models, the task of the classifier
is to determine which of a pair of candidates is more likely to be the antecedent. This
way of task decomposition inherently avoid the problem of imbalanced distributions of
positive and negative instances which such a model as Soon et al. (2001) and Ng and
Cardie (2002a, 2002b) would suffer from. Due to these advantages, Iida et al. (2003)
report that the tournament model outperforms the Ng and Cardie (2002a)’s model in
Japanese zero-anaphora resolution.

Despite these advantages, however, the tournament model has a strict limitation;
namely, it is not capable of anaphoricity determination because it always select a can-
didate antecedent for a given NP whether the NP is anaphoric or not.

5.3. Selection-then-classification approach

This section discusses how to design an anaphora resolution model that inherits all the
advantages of the previous models reviewed in the last section.

We explore an alternative way of incorporating contextual clues into anaphoricity
determination. One way that has not yet been examined before is to implement an
anaphora resolution process that reverses the steps of the classification-then-search
model. Assuming that we have an antecedent identification model and an anaphoricity
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Function Select-Antecedent-by-Tournament ( Ana: candidate anaphor,
C: set of candidate antecedents )
SC .= sort_by_reverce_order_of_ appearance C;
Max_Ant := SCq; /] the right-most candidate in SC
SC :=SC\ SC;y;
fori=2,...,ndo
/] select which candidate is anaphoric with Ana
Score := compare_antecedenthood ( Ana, SC;, Max_Ant );
if Score > 0O then
Max_Ant .= SC;;
end
end
return Max_Ant,

end

Figure 5.1. The tournament model

classification model, the new model processes each target noun phrase (7NP) in a given
text in two steps (see Figure 5.7):

1. Select the most likely candidate antecedent CA (NP5 in Figure 5.7) for TNP us-
ing an antecedent identification model.

2. Classify TNP paired with CA as either anaphoric or non-anaphoric using an
anaphoricity classification model. If pair CA-TNP is classified as anaphoric, CA
is identified as the antecedent of TNP; otherwise, TNP is judged non-anaphoric.

To bring the contrast with the classification-then-search model, we call this model the
selection-then-classification model.

To implement this new model, we extend a anaphoricity determination component
designed in the classification-based approach so that the model determines whether
a given NP paired with its most likely candidate antecedent is anaphoric or not. For
training the classifier, we create a positive (anaphoric) and negative (non-anaphoric)
training sets in the following way:

(i) For each NP appearing in the training corpus, we add the pair of the NP and
its corresponding antecedent to the positive (anaphoric) training set if the NP is
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Figure 5.2. Process of NP-anaphora resolution.

anaphoric. This is illustrated in the upper part of Figure 5.3, where an anaphoric
noun phrase ANP paired with its antecedent NP is added to the set of anaphoric
instances.

(i1) If the NP is non-anaphoric, we first use the antecedent identification model that
we employ in the antecedent identification step to select the most likely candi-
date antecedent for the NP, which we call the pseudo-antecedent of the NP. We
then add the pair of the NP and its pseudo-antecedent to the negative training
set. In the case of Figure 5.3 (the lower part of the figure), where we have a
non-anaphoric noun phrase (NANP), we first select its most likely candidate an-
tecedent NP3 from candidate antecedents NP, through NPs, and then add the
pair NP3-NANP to the non-anaphoric training set.

Provided an anaphoric and non-anaphoric training sets, we can use a wide range of
classifier induction algorithms.

The new model might not look strongly different from such previous models as the
classification-then-search model. However, the model in fact effectively combines the
advantages of all the previous models we reviewed in Section 2.2.1.

First, the new model inherits the advantage of the search-based model. It deter-
mines the anaphoricity of a given NP taking into account the information of its most
likely candidate antecedent. The candidate antecedent selected in the first step can
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Figure 5.3. Training data collection for the anaphoricity determination model.

be expected to provide contextual information useful for anaphoricity determination;
if the best candidate does not appear to be the real antecedent of the target NP, it is
unlikely that the target NP has any antecedent in the discourse. In this respect, the pro-
posed model makes better use of contextual clues than the classification-then-search
model, which accesses to contextual information only through ad hoc string-based fea-
tures. '

Second, the proposed model uses non-anaphoric instances together with anaphoric
instances to induce an anaphoricity classifier, which is an important advantage inher-
ited from the classification-then-search model.

Third, in the proposed model, the division of labor between the two components is
clearer than that in the selection-then-classification model. The antecedent identifica-
tion component always selects a candidate antecedent for a given NP (i.e. candidate
anaphor) whether the NP is anaphoric or not. This way of task decomposition allows us
to employ the tournament model in antecedent identification (see Figure 5.4). Recall
that in the classification-then-search model, the anaphoricity determination component
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Function Select-Antecedent-and-Classify-Anaphor ( Ana: candidate anaphor,
C: set of candidate antecedents )
Max_Ant .= Select-Antecedent-by-Tournament ( Ana, C);
/I judge whether or not Ana is anaphoric with Max_Ant
Score := classifier-anaphoricity ( Ana, Max_Ant ),
if ( Score > 0,,, ) then '
return Max_Ant;
else
return NULL,
end
end

B.nq is a global variable that indicates a global threshold parameter of annaphoricity.

Figure 5.4. The slection-then-classification model

is not reliable enough to entirely free the antecedent identification component from the
charge of anaphoricity determination. This deficiency prohibits the model from incor-
porating the tournament model. As we report in Section 5.4.4, this gives a significant
advantage to the new model.

5.4. Experiments on NP-anaphora resolution

We conducted an empirical evaluation of our method by applying it to Japanese news-
paper articles. In the experiments, we compared three models: the search-based model,
the classification-then-search model and the selection-then-classification model.

5.4.1 Models

For the search-based model, we created a model designed to simulate the model de-
scribed in (Ng and Cardie, 2002a). Pseudocode describing the model is given in
Figure 2.3 (see Section 2.2.1). We employed Support Vector Machines (Vapnik, 1998)
for learning and used the distance between an input feature vector and the hyperplane
as the score for classification.

For the classification-then-search model, we created a model based on the pseu-
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docode given in Figure 2.5 (see Section 2.2.2). In these experiments, instead of prepar-
ing the development data for the estimation of two thresholds, we evaluated the perfor-
mance by fine-tuning these thresholds by hand. In addition to the original classification-
then-search model, we also implemented the model using the tournament model for the
antecedent identification model instead of the search-based model. Thus, we can in-
vestigate whether or not the tournament model improves the classification-then-search
model.

Regarding the selection-then-classification model, we implemented the model based
on the process in Figure 5.4. .

In addition to the original selection-then-classification model, we also implemented
a model using the search-based model for the antecedent identification model instead
of the tournament model. Thus, we can evaluate the effectiveness of the tournament
model itself by comparing the two selection-then-classification models.

Like the search-based model, the classification-then-search model and the selection-
then-classification model also used SVMs for both antecedent identification and anaphoric-
ity classification.

5.4.2 Training and test instances

We created a coreference-tagged corpus consisting of 90 newspaper articles (1,104
sentences). The corpus contained 884 anaphoric NPs and 6,591 non-anaphoric NPs
(7,475 NPs in total), each anaphoric NP being annotated with information indicating
its antecedent. For each experiment, we conducted ten-fold cross-validation over 7,475
noun phrases so that the set of the noun phrases from a single text was not divided into
the training and test sets.

5.4.3 Feature sets

We used the following five types of features:

e ANA: Features designed to capture the lexical, syntactic, semantic and positional
information of a target noun phrase (i.e. a candidate anaphor)

e ANT: Features designed to capture the lexical, syntactic, semantic and positional
information of a candidate antecedent
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Table 5.3. Features used in each model
SM | CSM SCM

Antecedent | Anaphoricity
identification | determination
ANA VAR, J Y
ANT v v v
ANA-ANT | / \/ \/
ANT_SET Vv
ANT-ANT Vv

SM: the search-based model, CSM: the classification-then-search model, and SCM:
the selection-then-classification model.

e ANA-ANT: Features designed to capture the relation between the candidate an-
tecedent and the target NP (e.g., the distance, semantic compatibility between
the two)

o ANT-ANT: Features designed to capture the relation between two candidate an-
tecedents (e.g. the distance between the two)

e ANT_SET: Features designed to capture the relation between the set of the can-
didate antecedents in the preceding context and the target NP (e.g., the binary
feature that a target NP and an candidate antecedent in the preceding context
contain the same string)

The features of the types ANA, ANT and ANA-ANT cover the feature set that Ng and
Cardie (2002a) used in their search-based model. On the other hand, the ANT-ANT
type of features were those that cannot be used in the search-based model but only in
the tournament model because the search-based model refers only to a single candidate
antecedent at the time of classification. The ANT_SET type of features is based on the
feature set in Ng and Cardie’s work (Ng and Cardie, 2002b). Table 5.3 summarizes
which types of features were used for each model. Table 5.4, Table 5.5 and Table 5.6
present the details of the feature set.

In the experiment, all the features were automatically computed with the help
of publicly available NLP tools, the Japanese morphological analyzer ChaSen (Mat-
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Figure 5.5. Recall-precision curves in NP-anaphora resolution
SM: the search-based model, CSM: the classification-then-search model, SCM_SM:
the selection-then-classification model using the search-based model, and SCM_TM:
the selection-then-classification model using the tournament model.

sumoto et al., 2000) and the Japanese dependency structure analyzer CaboCha (Kudo
and Matsumoto, 2002), which also performed named-entity chunking.

5.4.4 Results

To compare the performance of the three models on the task of anaphora resolution, we
plot a recall-precision curve for each model as shown in Figure 5.5 by altering thresh-
old parameter fun, (and 0, in the case of the classification-then-search model using
the search-based model (CSM_SM)), where recall R and precision P are calculated
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by:

__ # of detected anaphoric relations correctly

# of anaphoric NPs
__ # of detected anaphoric relations correctly

P=
# of NPs classified as anaphoric

R

Y

Note that the curves of the classification-then-search model using the search-based
model (CSM_SM) are plotted by altering two threshold parameters 04, and 0g,:. The
curves indicate the upperbound of the performance of CSM _SM because in practical
settings, these two parameters would have to be trained beforehand.

For the SCM algorithm, we implemented two models. One model employed SM
for antecedent identification (SCM _SM) and the other employed the tournament model
(SCM_TM).

The comparison between the search-based model and the classification-then-search
model] supports Ng and Cardie (2002b)’s claim that incorporating the anaphoricity
classification process into the search-based model can improve the performance if the
threshold parameters are appropriately selected.

By comparing the selection-then-classification model using the search-based model
(SCM_SM) with the classification-then-search model using the search-based model
(CSM_SM), one can measure the effects of using the most likely antecedent while pre-
serving the advantage of referring to the non-anaphoric information. The performance
of the SCM_SM approached the upper bound of the performance of the CSM _SM. Re-
call that the CSM_SM algorithm requires the two inter-dependent threshold parameters
to be trained beforehand while the proposed model need to tune only one parameter.
We consider it as an important advantage of the proposed model. This advantage comes
from the design of the proposed model, where the model makes use of anaphoric/non-
anaphoric training instances as well as contextual clues given by most likely candidate
antecedents simultaneously in the anaphoricity determination phase.

The results also indicate that even if the parameters for CSM_SM are optimally
tuned, the proposed model significantly outperforms it when it employs the tournament
model for antecedent identification (i.e. SCM_TM). The performance of the search-
based model (SM) and the tournament model (TM) for antecedent identification alone
is compared in Table 5.7. The table shows that TM outperforms SM by 2.5 points
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Figure 5.6. Change of recall-precision curves in NP-anaphora resolution

in accuracy. This difference is clearly reflected in the difference between SCM _TM
and the SCM_SM. This is also an important advantage of the proposed model because
previous model such as Ng (2004) cannot employ the tournament model as we noted
in Section 2.2.2.

By comparing the selection-then-classification model using the tournament model
(SCM_TM) with the classification-then-search model using the tournament model (CSM _TM),
we can see whether or not the tournament model improves the CSM _TM. The results
show that even if the tournament model is incorporated into the classification-then-
search model, the SCM_TM still outperforms it.

Next, we evaluate the change in the performance for the different training data size
on antecedent identification task, which is shown in Table 5.8. The results indicate
that increasing training data size has little effect on antecedent identification. We also
evaluate the transition of each recall-precision curve as shown in Figure 5.6 by alter-
ing training data size in NP-anaphora resolution including anaphoricity determination.
Figure 5.6 shows that the performance is clearly improved by increasing data size and
it may lead us to further improvement if the additional training instances are available
for learning the anaphoricity determination model.
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Figure 5.7. Distribution of anaphoricity determination score without correct an-
tecedents.

Finally, we examine the behavior of our anaphoricity determination model. At
the second step in the selection-then-classification model, in order to see which clue
is more important, local context information such as contextual information around
the target anaphor or preceding context information such as most likely antecedents,
the model determines anaphoricity after eliminating correct antecedents for a given
anaphor. In this experiment, if the model judges an input example as anaphoric, local
context information is more important than preceding context information; otherwise
preceding context information is preferable to local context information. Figure 5.7
illustrates the distribution of digitized values of the anaphoricity determination model.
Note that the positive value supports that a candidate anaphor is anaphoric rather than
non-anaphoric. Figure 5.7 shows that the peak of distribution is near -1, that is, it
indicates that our model determines anaphoricity by utilizing preceding context infor-
mation as important clues rather than local context information.
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5.4.5 Discussion

According to our error analysis, a majority of errors are caused by the difficulty of
judging the semantic compatibility between a candidate anaphor and candidate an-
tecedent. For example, the lexical resources we employed in the experiments did not
contain gender information; the model did not know that “ani (elder brother)” was se-
mantically incompatible with “kanojo (she)” and thus could not be an antecedent of
it. This raises an interesting issue, namely how to develop a lexical resource which
includes a broad range of semantically compatible relations between nouns; for exam-
ple, the model needs to know that Russia can be an antecedent of Russian government,
but president is not compatible with yesterday. One of our future directions should aim
at this issue.

There is also still room for improvement in the architecture of the proposed model.
The model could make better use of the semantic information of candidate antecedents
if it referred also to ancestors of coreference chains. For example, if a named-entity
expression is referred to by such a word as “dousha (the/this company)” in the preced-
ing context, we can enrich the coreference-chain information about by combining the
relevant information from each noun phrase. This line of refinement will also lead us
to explore methods to search for a globally optimal solution to a set of anaphora res-
olution problems for a given text, as discussed by McCallum and Wellner (McCallum
and Wellner, 2003).

5.5. Summary

In this chapter, we reported that our selection-then-classification approach to anaphora
resolution improves the performance of the previous learning-based models by com-
bining their advantages, while overcoming their drawbacks. It does so in the following
two respects:

(1) our model uses non-anaphoric instances together with anaphoric instances to in-
duce an anaphoricity classifier, retaining the advantage inherited from the classification-
based approach and

(ii) our model determines the anaphoricity of a given NP taking the information of its
most likely candidate antecedent into account. Our argument has been supported
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by empirical evidence obtained from our experiment on Japanese NP-anaphora

resolution.

Analogous to NP-anaphora resolution, zero-anaphora resolution also deals with the
issue of anaphoricity determination. Motivated by this parallelism between NPs and
zero-anaphora, in future work, we want to attempt anaphoricity determination for zero
pronouns using the selection-then-classification approach proposed here.
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Table 5.4. Feature set used in our experiments (1/3).

Feature Type | Feature

Description

Lexical BF_.COMB 47

Combination of two characters of right-most mor-
pheme in ANP and NP;.

DOU_MATCH 4T

1 if ANP contains the word “dou (i.e. same)” and
the string of NP; matches the ANP except for the
word “dou”; otherwise 0.

DOU_MATCH_SET T3

1 if an NP; preceding ANP exists such that ANP
contains the word “dou (i.e. same)” and the string
of NP; matches the ANP except for the word
“dou’; otherwise 0.

FIRST.PERSON_.MATCH 4T

1 if ANP and NP; are classified as ‘“Person” named
entity class and ANP and NP; share the same
string; otherwise 0.

FIRST_.PERSON_MATCH.SET 15

1 if an NP; preceding ANP exists such that ANP
and NP; are classified as “Person” named entity
class and ANP and NP; share the same string; oth-
erwise 0.

FULL.MATCH AT

1 if ANP and NP; share the same string; otherwise
0.

FULL_.MATCH.SET T8

1 if an NP; preceding ANP exists such that ANP
and NP; share the same string; otherwise 0.

FINAL.MATCH 7T

1 if ANP and NP; share the same string-final mor-
pheme; otherwise 0.

FINAL_MATCH-SET 15

1 if an NP; preceding ANP exists such that ANP
and NP; share the same string-final morpheme;
otherwise 0.

FIRST_MATCH AT

1 if ANP and NP; share the same first morpheme;
otherwise 0.

FIRST.MATCH-SET 15

1 if an NP; preceding ANP exists such that ANP
and NP; share the same first morpheme; otherwise
0.

PART_MATCH 47

1 if ANP and NP; share the same morpheme; oth-
erwise 0.

PART_MATCH_SET T8

1 if an NP; preceding ANP exists such that ANP
and NP; share the same morpheme; otherwise 0.

ANP indicates an anaphor, and NP;c(1 2 indicates a candidate antecedent. ‘*’-ed fea-
tures are used only in the experiments of antecedent identification. ‘A’, ‘T, ‘AT, ‘TS’
and ‘TT" indicate ANA, ANT, ANA-ANT, ANT_SET, and ANT-ANT features respec-

tively.
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Table 5.5. Feature set used in our experiments (2/3).

Feature Type

Feature

Description

Lexical

FINAL_INCUDED_MATCH A7

1 if NP; and ANP share the same string-final mor-
pheme and characters of ANP are included in NP;;
otherwise 0.

FINAL_INCUDED.MATCH_SET 75

1 if an NP; preceding ANP exists such that NP;
and ANP share the same string-final morpheme
and characters of ANP are included in NP;; oth-
erwise 0.

FIRSTINCUDED.MATCH AT

1 if NP; and ANP share the same first morpheme
and characters of ANP are included in NP;; other-
wise 0.

FIRSTINCUDED-MATCH_SET T3

1 if an NP; preceding ANP exists such that NP;
and ANP share the same first morpheme and char-
acters of ANP are included in NP;; otherwise O.

STRING_MATCH AT

1 if morphemes in ANP; are included in NP; in the
same order; otherwise 0.

STRING.MATCH_SET 18

1 if an NP; preceding ANP exists such that mor-
phemes in ANP; are included in NP; in the same
order; otherwise 0.
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Table 5.6. Feature set used in our experiments (3/3).

Feature Type | Feature Description
Grammatical | POS 4, T Part-of-sppech of NP; (ANP) followed by IPADIC 1,
DEFINITE 4, T 1 if NP; (ANP) contains the article corresponding to DEFI-

NITE “the”, such as “sore” or “sono’’; otherwise Q.

DEMONSTRATIVE 4, 7 | 1 if NP; (ANP) contains the article corresponeding to
DEMONSTRATIVE “that” or “this”, such as “kono”, “ano”;

otherwise 0.
PARTICLE 4, T Particle followed by NP; (ANP), such as “wa (topic)”, “ga
(subject)”, “o (object)”.
DOU 4, T 1if NP; (ANP) contains the word “dou (same)””; otherwise 0.
DEP.PAST* 4, T 1 if some predicate (past form) depends on NP; (ANP); oth-
‘ erwise 0.
DEP_PRED* 4, T 1 if some predicate (not past form) depends on NP; (ANP);
otherwise 0.
Semantic NE 4, T Named entity of NP; (ANP): PERSON, ORGANIZATION,
LOCATION, ARTIFACT, DATE, TIME, MONEY, PERCENT
or N/A.
EDR_HUMAN 4, T 1 if NP; (ANP) is included among the concept “a human be-
ing” or “atribute of a human being” in EDR dictionary; oth-
erwise 0.
EDR_AGENT 4, T NP; (ANP) is included among the concept “agent” in EDR

dictionay; otherwise 0.

PRONOUN_TYPE 4, T Pronoun type of NP; (ANP). (e.g. “kare (he)” — PERSON,
“koko (here)” — LOCATION, “sore (this)” — OTHERS)

SEM.PATH AT Depth of the lowest (most specific) common node between
ANP and NP in Japanese thesaurus Bunrui Goi Hyo (Natu-
ral Language Research Institute, 1964) .

Positional SENTNUM_ANP 4T Distance between NP; and ANP.

SENTNUM_NPS* 17 Distance between NP; and NPs.

BEGINNING T, 4 1 if NP; (ANP) is located in the beggining of sentence; oth-
erwise 0.

END 4, T 1if NP; (ANP) is located in the end of sentence; otherwise 0.

DEP.NE* 4, T 1if NP; (ANP) has the modifier “NAMED ENTITY+no (0f)”’;
otherwise 0.

DEP.NO* 4, T 1 if NP; (ANP) has the modifier “no (of)”; otherwise 0.

DEP.ANA AT 1 if NP; depends on ANP; otherwise 0.
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Table 5.7. Result in the experiments of antecedent identification
Search-based model | Tournament model
Accuracy | 86.9% (768/884) 89.4% (790/884)

Table 5.8. Effects of altering training instances on antecedent identification in NP-
anaphora resolution

training data | accuracy
1/16 | 0.862 (762/884)
1/8 | 0.878 (776/884)
1/4 | 0.883 (781/884)
1/2 | 0.887 (784/884)
171 | 0.894 (790/884)
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Chapter 6

Exploitation of Syntactic Pattern
Features

6.1. Introduction

Recent work on zero-anaphora resolution can be located in two different research con-
texts. First, zero-anaphora resolution is studied in the context of anaphora resolution
(AR), in which zero-anaphora is regarded as a subclass of anaphora. In AR, the re-
search trend has been shifting from rule-based approaches (Baldwin, 1995; Lappin and
Leass, 1994; Mitkov, 1997, etc.) to empirical, or corpus-based, approaches (McCarthy
and Lehnert, 1995; Ng and Cardie, 2002a; Soon et al., 2001; Strube and Miiller, 2003;
Yang et al., 2003) because the latter are shown to be a cost-efficient solution achiev-
ing a performance that is comparable to best performing rule-based systems (see the
Coreference task in MUC! and the Entity Detection and Tracking task in the ACE pro-
gram?). The same trend is observed also in Japanese zero-anaphora resolution, where
the findings made in rule-based or theory-oriented work (Kameyama, 1986; Nakaiwa
and Shirai, 1996; Okumura and Tamura, 1996, etc.) have been successfully incorpo-
rated in machine learning-based frameworks (Seki et al., 2002; Iida et al., 2003).
Second, the task of zero-anaphora resolution has some overlap with PropBank3-
style semantic role labeling (SRL), which has been intensively studied, for example, in

Thitp://www-nlpir.nist.gov/related projects/muc/
2http://projects.ldc.upenn.edu/ace/
3hitp://www.cis.upenn.edu/ mpalmer/project_pages/ACE.htm
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the context of the CoNLL SRL task®. In this task, given a sentence “To attract younger
listeners, Radio Free Europe intersperses the latest in Western rock groups”, an SRL
model is asked to identify the NP Radio Free Europe as the AO (Agent) argument of
the verb attract. This can be seen as the task of finding the zero-anaphoric relation-
ship between a nominal gap (the AO argument of attract) and its antecedent (Radio
Free Europe) under the condition that the gap and its antecedent appear in the same
sentence.

In spite of this overlap between AR and SRL, there are some important findings
that are yet to be exchanged between them, partly because the two fields have been
evolving somewhat independently. The AR community has recently made two impor-
tant findings:

e A model that identifies the antecedent of an anaphor by a series of comparisons
between candidate antecedents has a remarkable advantage over a model that
estimates the absolute likelihood of each candidate independently of other can-
didates (Iida et al., 2003; Yang et al., 2003).

e An AR model that carries out antecedent identification before anaphoricity de-
termination, the decision whether a given NP is anaphoric or not (i.e. discourse-
new), significantly outperforms a model that executes those subtasks in the re-
verse order or simultaneously (Poesio et al., 2004; Iida et al., 2005).

To our best knowledge, however, existing SRL models do not exploit these advantages.
In SRL, on the other hand, it is common to use syntactic features derived from the parse
tree of a given input sentence for argument identification. A typical syntactic feature
is the path on a parse tree from a target predicate to a noun phrase in question (Gildea
and Jurafsky, 2002; Carreras and Marquez, 2005). However, existing AR models deal
with intra- and inter-sentential anaphoric relations in a uniform manner; that is, they
do not use as rich syntactic features as state-of-the-art SRL models do, even in finding
intra-sentential anaphoric relations. We believe that the AR and SRL communities can
learn more from each other.

Given this background, in this chapter, we show that combining the aforemen-
tioned techniques derived from each research trend makes significant impact on zero-

“http//www.lsi.upc.edu/ sriconll/
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anaphora resolution, taking Japanese as a target language. More specifically, we demon-
strate the following:

e Incorporating rich syntactic features in a state-of-the-art AR model dramatically
improves the accuracy of intra-sentential zero-anaphora resolution, which con-
sequently improves the overall performance of zero-anaphora resolution. This is
to be considered as a contribution to AR research.

e Analogously to inter-sentential anaphora, decomposing the antecedent identifi-
cation task into a series of comparisons between candidate antecedents works
remarkably well also in intra-sentential zero-anaphora resolution. We hope this
finding to be adopted in SRL.

The rest of the chapter is organized as follows. Section 6.2 describes the task defini-
tion of zero-anaphora resolution in Japanese. Section 6.3 described how the proposed
model incorporates effectively syntactic features into the machine learning-based ap-
proach. We then report the results of our experiments on Japanese zero-anaphora res-
olution in Section 6.4 and conclude in Section 6.5.

6.2. Zero-anaphora resolution

In this chapter, we consider only zero-pronouns that function as an obligatory argument
of a predicate for two reasons:

¢ Providing a clear definition of zero-pronouns appearing in adjunctive argument
positions involves awkward problems, which we believe should be postponed
until obligatory zero-anaphora is well studied.

e Resolving obligatory zero-anaphora tends to be more important than adjunctive
zero-pronouns in actual applications.

A zero-pronoun may have its antecedent in the discourse; in this case, we say the
zero-pronoun is anaphoric. On the other hand, a zero-pronoun whose referent does
not explicitly appear in the discourse is called a non-anaphoric zero-pronoun. A zero-
pronoun may be non-anaphoric typically when it refers to an extralinguistic entity (e.g.
the first or second person) or its referent is unspecified in the context.
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The following are Japanese examples. In sentence (18), zero-pronoun ¢; is anaphoric
as its antecedent, ‘shusho (prime minister)’, appears in the same sentence. In sentence
* (19), on the other hand, ¢; is considered non-anaphoric if its referent (i.e. the first
person) does not appear in the discourse.

(18) shusho;-wa houbeisi-te
prime minister;-top  visit-U.S.-CONJ  PUNC
ryoukoku-no gaikou-o
both countries-BETWEEN  diplomacy-Acc

(¢i-ga)  suishinsuru
(¢;-NOM) promote-ADNOM

houshin-o akirakanisi-ta

plan-0B1 unveil-PAST PUNC

The prime minister visited the united states and unveiled the plan to push diplomacy
between the two countries.

(19) (¢j-ga) ie-ni kaeri-tai
(¢;-NoM) home-DAT wantto goback PUNC
() want to go home.

Given this distinction, we consider the task of zero-anaphora resolution as the com-
bination of two sub-problems, antecedent identification and anaphoricity determina-
tion, which is analogous to NP-anaphora resolution:

For each zero-pronoun in a given discourse, find its antecedent if it is
anaphoric; otherwise, conclude it to be non-anaphoric.

6.3. Proposal

6.3.1 Task decomposition

We approach the zero-anaphora resolution problem by decomposing it into two sub-
tasks: intra-sentential and inter-sentential zero-anaphora resolution. For the former
problem, syntactic patterns in which zero-pronouns and their antecedents appear may
well be useful clues, which, however, does not apply to the latter problem. We there-
fore build a separate component for each subtask, adopting Iida et al. (2005)’s selection-
then-classification model for each component:

71



1. Intra-sentential antecedent identification: For a given zero-pronoun ZP in a
given sentence S, select the most-likely candidate antecedent C§ from the can-
didates appearing in S by the intra-sentential tournament model

2. Intra-sentential anaphoricity determination: Estimate plausibility p; that C} is
the true antecedent, and return C{ if p1 2 Gintra (Ointra is a preselected threshold)
or go to 3 otherwise

3. Inter-sentential antecedent identification: Select the most-likely candidate an-
tecedent C3 from the candidates appearing outside of S by the inter-sentential
tournament model.

4. Inter-sentential anaphoricity determination: Estimate plausibility p, that C} is
the true antecedent, and return C7 if pa > Ginter (Ginter is a preselected threshold)
or return non-anaphoric otherwise.

6.3.2 Representation of syntactic patterns

In the first two of the above four steps, we use syntactic pattern features. Analogously
to SRL, we extract the parse path between a zero-pronoun to its antecedent to capture
the syntactic pattern of their occurrence. Among many alternative ways of representing
a path, in the experiments reported in the next section, we adopted a method as we
describe below, leaving the exploration of other alternatives as future work.

Given a sentence, we first use a standard dependency parser to obtain the depen-
dency parse tree, in which words are structured according to the dependency relation
between them. Figure 6.1(a), for example, shows the dependency tree of sentence (18)
given in Section 6.2. We then extract the path between a zero-pronoun and its an-
tecedent as in Figure 6.1(b). Finally, to encode the order of siblings and reduce data
sparseness, we further transform the extracted path as in Figure 6.1(c):

o A pathisrepresented by a subtree consisting of backbone nodes: ¢ (zero-pronoun),
Ant (antecedent), Node (the lowest common ancestor), LeftNode (left-branch
node) and RightNode.

e Each backbone node has daughter nodes, each corresponding to a function word
associated with it.
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Figure 6.1. Representation of the path between a zero-pronoun to its antecedent

e Content words are deleted.

This way of encoding syntactic patterns is used in intra-sentential anaphoricity
determination. In antecedent identification, on the other hand, the tournament model
allows us to incorporate three paths, a path for each pair of a zero-pronoun and left and
right candidate antecedents, as shown in Figure 6.2°.

5To indicate which node belongs to which subtree, the label of each node is prefixed either with L,
Rorl.
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]|L.LeftNode) |- L@ | L.RightNode  (L.RightNode) L.

J me] [adﬁém]

Figure 6.2. Paths used in the tournament model

6.3.3 Learning algorithm

As noted in Section 6.2, the use of zero-pronouns in Japanese is relatively less syn-
tactically constrained compared, for example, with English. This forces the way of
encoding path information given above to produce a staggering number of different
paths, which inevitably leads to serious data sparseness problems.

This issue can be addressed in several ways. The SRL community has devised a
range of variants of the standard path representation to reduce the complexity (Carreras
and Marquez, 2005). Applying Kernel methods such as Tree kernels (Collins and
Duffy, 2001) and Hierarchical DAG kernels (Suzuki et al., 2003) is another strong
option. The Boosting-based algorithm proposed by Kudo and Matsumoto (Kudo and
Matsumoto, 2004) is designed to learn subtrees useful for classification.

Leaving the question of selecting learning algorithms open, in our experiments, we
have so far examined Kudo and Matsumoto (Kudo and Matsumoto, 2004)’s algorithm,
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which is implemented as the BACT system®. Given a set of training instances, each
of which is represented as a tree labeled either positive or negative, the BACT system
learns a list of weighted decision stumps with a Boosting algorithm.

The tree classification problem in BACT is defined to induce a mapping function
f(x): X — {£1}, from given training instances T" = {(x;, y;) }&;, where x; € X is a
labeled ordered tree and y; € {£1} is a class label associated with each training data.
In each iteration of boosting, the decision stumps are trained to find a rule (,7) that
minimizes the error rate for the given training data {(x;, ;) }=;:

L
(£,9) = argmin > yidihy (%), (6.1)
teF,ye{+1} i1

where F is a set of candidate trees, di(ZiL=1 di=1,d; >0,Vi=1,...,L)is aweight
of each iteration, and h 4y (x) is a decision stump classifier given by

Y tCx

hieg)(x) € . 6.2)
—y otherwise.
At the classification step, we use the following mapping function:
K
Fx) = sgn(>_ orhey)(xx)) (6.3)
k=1

where o is a weight of each decision stumps classifier A ) (xx). In this algorithm,
oy is calculated based on a variant of Boosting algorithm, Arc-GV (see Breiman:99).

The BACT algorithm has the important characteristic that the results of learning
trees are more human-readable than those learned from algorithms such as Support
Vector Machines, because the result of each iteration is given as a pair of weight oy
and decision stumps h,y in the training data set. So, we can easily interpret what
kinds of sub-trees or features are useful for classification by viewing the results.

In antecedent identification, we train the tournament model by providing a set of
labeled trees as a training set, where a label is either left or right. Each labeled tree has
(1) path trees Ty, Tr and T7 (as given in Figure 6.2) and (ii) a set nodes corresponding
to the binary features summarized in Table 6.3, each of which is linked to the root node

®http://chasen.org/ taku/software/bact/
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as illustrated in Figure 6.4. This way of organizing a labeled tree allows the model to
learn, for example, the combinations of a subtree of 77, and some of the binary features.
Analogously, for anaphoricity determination, we use trees (¢, f1,- - ., fa), Where To
denotes a path subtree as in Figure 6.1(c).

6.4. Experiments

We conducted an evaluation of our method using Japanese newspaper articles. The
following four models were compared:

1. BM: Ng and Cardie (2002a)’s search-based model.
2. BM_STR: BM with the syntactic features such as those in Figure 6.1(c).
3. SCM: The selection-then-classification model explained in Section 5.3.

4. SCM_STR: SCM with all types of syntactic features shown in Figure 6.2.

6.4.1 Setting

We created an anaphoric relation-tagged corpus consisting of 197 newspaper articles
(1,803 sentences), 137 articles annotated by two annotators and 60 by one. The agree-
ment ratio between two annotators on the 197 articles was 84.6%, which indicated that
the annotation was sufficiently reliable.

In the experiments, we removed from the above data set the zero-pronouns to which
the two annotators did not agree. Consequently, the data set contained 995 intra-
sentential anaphoric zero-pronouns, 754 inter-sentential anaphoric zero-pronouns, and
603 non-anaphoric zero-pronouns (2,352 zero-pronouns in total), with each anaphoric
zero-pronoun annotated to be linked to its antecedent. For each of the following exper-
iments, we conducted five-fold cross-validation over 2,352 zero-pronouns so that the
set of the zero-pronouns from a single text was not divided into the training and test
sets.

In the experiments, all the features were automatically acquired with the help of the
following NLP tools: the Japanese morphological analyzer ChaSen’ and the Japanese

http://chasen.naist.jp/hiki/ChaSen/
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depeﬁdcncy structure analyzer CaboCha®, which also carried out named-entity chunk-
ing.

6.4.2 Results on intra-sentential zero-anaphora resolution

In both intra-anaphoricity determination and antecedent identification, we investigated
the effect of introducing the syntactic features for improving the performance. First,
the results of antecedent identification are shown in Table 6.1. The comparison be-
tween BM (SCM) with BM_STR (SCM_STR) indicates that introducing the structural
information effectively contributes to this task. In addition, the large improvement
from BM_STR to SCM_STR indicates that the use of the tournament model has sig-
nificant impact on intra-sentential antecedent identification. This finding may well
contribute to semantic role labeling because these two tasks have a large overlap as
discussed in Section 6.1.

Second, to evaluate the performance of intra-sentential zero-anaphora resolution,
we plotted recall-precision curves altering threshold parameter and 6;,;,., for intra-
anaphoricity determination as shown in Figure 6.5, where recall R and precision P
were calculated by:

R— # of detected antecedents correctly
o # of anaphoric zero-pronouns ’
P= # of detected antecedents correctly

# of zero-pronouns classified as anaphoric

Note that we used the value of the BACT’s discrimination function (i.e. (6.3)) as the
score in intra-sentential zero-anaphora resolution. The curves indicate the upperbound
of the performance of these models; in practical settings, the parameters have to be
trained beforehand.

Figure 6.5 shows that BM_STR (SCM_STR) outperforms BM (SCM), which in-
dicates that incorporating syntactic pattern features works remarkably well for intra-
sentential zero-anaphora resolution. Furthermore, SCM _STR is significantly better
than BM_STR. This result supports that the former has an advantage of learning non-
anaphoric zero-pronouns (181 instances) as negative training instances in intra-sentential
anaphoricity determination, which enables it to reject non-anaphoric zero-pronouns
more accurately than the others.

8http://chasen.org/ taku/software/cabocha/
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Table 6.1. Accuracy of antecedent identification.
BM BM_STR SCM SCM_STR
48.0% 63.5% 65.1% 70.5%
(478/995) (632/995)  (648/995) (701/995)

Table 6.2. Effects of altering training instances on antecedent identification in intra-
sentential zero-anaphora resolution

training data | accuracy
1/16 | 0.553 (550/995)
1/8 | 0.574 (571/995)
1/4 | 0.620 (617/995)
172 | 0.600 (597/995)
1/1 | 0.705 (701/995)

Next, we evaluate the transition of the performance for the different training data
size on antecedent identification task. The empirical results shown in Table 6.2 indi-
cates that increasing training data makes the performance increase excluding the trial
where half of the training data was used. We also evaluate the transition of each recall-
precision curve as shown in Figure 6.6 by altering training data size in intra-sentential
zero-anaphora resolution. Figure 6.6 shows that the performance is improved by in-
creasing data size.

6.4.3 Discussion

Our error analysis reveals that a majority of errors can be attributed to the current way
of handling quoted phrases and sentences. Figure 6.7 shows the difference in reso-
lution accuracy between zero-pronouns appearing in a quotation (262 zero-pronouns)
and the rest (733 zero-pronouns), where “IN_Q” denotes the former (in-quote zero-
pronouns) and “OUT_Q” the latter. The accuracy on the IN_Q problems is consid-
erably lower than that on the OUT _Q cases, which indicates that we should deal with
in-quote cases with a separate model so that it can take into account the nested structure
of discourse segments introduced by quotations.

78



6.4.4 Impact on overall zero-anaphora resolution

We next evaluated the effects of introducing the proposed model on overall zero-
anaphora resolution including inter-sentential cases.

As a baseline model, we implemented the original SCM, designed to resolve intra-
sentential zero-anaphora and inter-sentential zero-anaphora simultaneously with no
syntactic pattern features. Here, we adopted Support Vector Machines (Vapnik, 1998)
to train the classifier on the baseline model and the inter-sentential zero-anaphora res-
olution in the SCM using structural information.

For the proposed model, we plotted several recall-precision curves by selecting
different value for threshold parameters 6;,4, and 6;,:.-. Note that we used the value
of the BACT’s discrimination function as the score for classification in intra-sentential
zero-anaphora resolution, whereas we used the distance between an input feature vec-
tor and the hyperplane of SVM as the score for classification in the remaining prob-
lems. The results are shown in Figure 6.8, which indicates that the proposed model
significantly outperforms the original SCM if 0;y,, is appropriately chosen.

We then investigated the feasibility of parameter selection for 6;,,, by plotting the
AUC values for different ;.. values. Here, each AUC value is the area under a recall-
precision curve. The results are shown in Figure 6.9. Since the original SCM does not
use fintrq, the AUC value of it is constant, depicted by the SCM. As shown in the
Figure 6.9, the AUC-value curve of the proposed model is not peaky, which indicates
the selection of parameter 6;;;, is not difficult.

6.5. Summary

In intra-sentential zero-anaphora resolution, syntactic patterns of the appearance of
zero-pronouns and their antecedents are useful clues. Taking Japanese as a target lan-
guage, we have empirically demonstrated that incorporating rich syntactic pattern fea-
tures in a state-of-the-art learning-based anaphora resolution model dramatically im-
proves the accuracy of intra-sentential zero-anaphora, which consequently improves
the overall performance of zero-anaphora resolution.

In our next step, we are going to address the issue of how to find zero-pronouns,
which requires us to design a broader framework that allows zero-anaphora resolution
to interact with predicate-argument structure analysis. Another important issue is how
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to find a globally optimal solution to the set of zero-anaphora resolution problems in
a given discourse, which leads us to explore methods as discussed by McCallum and
Wellner (McCallum and Wellner, 2003).
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Feature Type | Feature Description
Lexical HEAD_BF characters of right-most morpheme in NP (PRED).
Grammatical | PRED_IN_MATRIX 1 if PRED exists in the matrix clause; otherwise 0.
PRED.IN_.EMBEDDED | 1 if PRED exists in the relative clause; otherwise 0.
PRED.VOICE 1 if PRED contains auxiliaries such as ‘(ra)reru’; otherwise 0.
PRED_AUX 1 if PRED contains auxiliaries such as ‘(sa)serw’, ‘hosii’, ‘moraw’,
‘itadakw’ , ‘kudasary’, ‘yaru’ and ‘agerw’.
PRED_ALT 1 if PRED_VOICE is 1 or PRED_AUX is 1; otherwise 0.
POS Part-of-speech of NP followed by IPADIC (Asahara and Matsumoto,
2003). :
DEFINITE 1 if NP contains the article corresponding to DEFINITE ‘the’, such as
‘sore’ or ‘sono’; otherwise 0.
DEMONSTRATIVE 1 if NP contains the article corresponding to DEMONSTRATIVE ‘that’
or ‘this’, such as ‘kono’, ‘ano’; otherwise 0.
PARTICLE Particle followed by NP, such as ‘wa (topic)’, ‘ga (subject)’, ‘o (ob-
ject)’.
Semantic NE Named entity of NP: PERSON, ORGANIZATION, LOCATION, ARTI-
FACT, DATE, TIME, MONEY, PERCENT or N/A.
EDR_HUMAN 1 if NP is included among the concept ‘a human being’ or “atribute of a
human being’ in EDR dictionary (Jap, 1995); otherwise 0.
PRONOUN_TYPE Pronoun type of NP. (e.g. ‘kare (he)’ — PERSON, ‘koko (here)’ —
LOCATION, ‘sore (this)’ — OTHERS)
SELECT.REST 1if NP satisfies selectional restrictions in Nihongo Goi Taikei (Japanese
Lexicon) (Ikehara et al., 1997); otherwise 0.
coocC the score of well-formedness model estimated from a large number of
triplets (Noun, Case, Predicate) proposed by Fujita et al. (2004)
Positional SENTNUM Distance between NP and PRED.
BEGINNING 1 if NP is located in the beggining of sentence; otherwise 0.
END 1 if NP is located in the end of sentence; otherwise 0.
PRED_NP 1 if PRED precedes NP; otherwise 0.
NP_PRED 1 if NP precedes PRED:; otherwise 0.
DEP_PRED 1 if NP; depends on PRED); otherwise 0.
DEP_NP 1if PRED depends on NP;; otherwise 0.
IN_QUOTE 1 if NP exists in the quoted text; otherwise 0.
Heuristic CL_RANK ~a rank of NP in forward looking-center list based on Centering The-
ory (Grosz et al., 1995)
CL_ORDER a order of NP in forward looking-center list based on Centering The-

ory (Grosz et al., 1995)

NP and PRED stand for a bunsetsu-chunk of a candidate antecedent and a bunsetsu-chunk of a predicate
which has a target zero-pronoun respectively.

Figure 6.3. Feature set.
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Figure 6.4. Tree representation of features for the tournament model.
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Chapter 7
Conclusion

In this thesis, we address three methods for incorporating contextual information into
machine learning-based approaches for anaphora resolution. This chapter concludes
the thesis with the following sections. Section 7.1 outlines the contribution of the thesis
and Section 7.2 lists future work plans.

7.1. Summary of contributions

In Chapter 4, we explained the preference between candidate antecedents in forward-
looking center introduced in Centering Theory is generally formalized by comparison
between candidates. We introduced the tournament model, a machine learning-based
model that can directly compare two candidates in series of matches, dramatically out-
performed conventional pairwise classification models in the experiments of Japanese
zero-anaphora resolution.

In addition to the tournament model, in Chapter 5 we proposed the selection-then-
classification model that processes reverses the order of the steps in the classification-
then-search model proposed by Ng and Cardie (2002b), inheriting all the advantages of
that model. We conducted experiments on resolving noun phrase anaphora in Japanese.
The results show that with the selection-then-classification based modifications, our
model outperforms earlier learning-based approaches.

Finally, in Chapter 6 we investigated whether or not syntactic patterns between a
given anaphor and a candidate antecedent are useful if an anaphor and a candidates
appear in the same sentence. Taking Japanese as a target language, we empirically
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demonstrated that incorporating rich syntactic pattern features into a state-of-the-art
learning-based anaphora resolution model dramatically improved the accuracy of intra-
sentential zero-anaphora resolution, which consequently improves the overall perfor-
mance of zero-anaphora resolution.

7.2. Future work

As described in Chapter 1, anaphora resolution is essential for various types of natural
language applications. Finally, we would like to conclude the thesis with the future
work. '

Employment of the hierarchical structure between two candidate antecedents

In described in Chapter 4, wa-marked subtopics are often incorrectly selected as the
most likely antecedent because the current model cannot capture topic-subtopic struc-
tures. Our next step will be to encode such hierarchical structures as a centering fea-
ture. Since a topic-subtopic relation holds between two NPs, it may be effective in the
tournament model.

In addition, wa-marked NP in quoted sentence are incorrectly identified even if we
employ a feature when indicates that a candidate antecedent appears in a quoted sen-
tence. In such case, some predicates appearing in the quoted sentence often take the
speaker as an argument. Thus, there is room for further improvement on the task of
zero-anaphora resolution by identifying the speaker and incorporating such informa-
tion into the current model.

Refinement of selectional preferences

We need to make selectional restrictions more effective for resolving anaphora. As
described in Chapter 4 and Chapter 6, we introduce the probabilistic selectional re-
striction such as log-likelihood ratio based on triplet (NOUN, CASE, VERB). However,
in case of employing such triplet, we cannot capture verb ambiguity and then the model
identifies an incorrect candidate as the antecedent. In order to resolve the problem, verb
frame information are available, but the task of constructing such resources involves
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technical problems such as verb sense disambiguation and classification of obligate
and arbitral arguments.

Recently, automatic verb frame construction methods have been increasing atten-
tion (Resnik, 1993; Utsuro and Matsumoto, 1997; Kawahara et al., 2000; Gildea, 2002,
etc.), which cluster verbs and arguments based on the similarity between instances in
corpora. By adopting such a strategy, we obtain a scalable frame dictionary constructed
automatically from large amounts of text data such as that available on the web. Of
course, dictionaries that are automatically constructed are noisy and not always fine-
grained, however, we are convinced that it is beneficial to introduce dictionaries into
the process of anaphora resolution in light of these issues.

Semantic compatibility between two noun phrases

As we discussed in Chapter 5, in noun phrase anaphora resolution, the majority of
errors are caused by the difficulty of judging the semantic compatibility between a
candidate anaphor and candidate antecedent. To resolve this issue, we need resources
that consist of equivalence relations for coreference resolution.

Interdependence between zero-pronouns

We should consider the interdependence between zero-pronouns appearing in the same
discourse and the effect this relationship has on the syntax and semantics of its sen-
tence, such that the nominative and dative slots in a clause must be occupied by distinct
entities. This line of refinement will also lead us to explore methods to search for a
globally optimal solution to a set of anaphora resolution problems for a given text, as
discussed by McCallum and Wellner (2003).
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