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Combining Linguistic Knowiedgeand Machine
Leamingfor Anaphora Resolution*

Ryu lida

Abstract

TTds thesis focuses on attempting to incorporate linguistical1y contextual clues into
machine leaming-basedapproaches for anaphora TleSOlution, which is the process of
identifying whetheror not anexpression refers to anotherexpression. As the state-of-
the-artof morpho-syntactic analysisandnamedentity recognition grows moreincreas-
ingly sophisticated, researchfocus in natural 1anguageprocessing (NLP) has shifted to
moresemantical1ymotivated tasks such as anaphoraresolution. These tasks arepartic-
ularly important as they often provide a critical bridge between basic NLP techmiques
andend-1evel applications.

Conventional approaches to anaphora resolution have been roughly evolving in two
different but complementary directions. One is theory-oriented ru1e-basedapproaches
andtheotheris empirical corpus-based approaches. h rule-basedapproaches, efforts
have been directed toward themanual encoding of various linguistic cues into a set of
ru1es,howeverit is extremely difficult to manuauyencode linguistic hdings into rules
while considering widely ranging aspects from lexical to discourse factors. In con-
trast, empirical corpus-based approaches have been mainlydeveloped with shal1ow
morpho-syntactic informationsuch as part-of-speech and gender/number information
as features, while having achieved a performancecomparableto the best-perfoming
ru1e-basedsystem. Given this background, this thesis deals with effectively combin-
ing machine leamingandlinguistic knowledgemainly used in discourse theory for
anaphoraresolution.

First of a11, we discuss how to annotatepredicate-argument relations including
zero-anaphoricrelations and coreference relations. In order to develop a trainable
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model for anaphora or coreference resolution, a 1arge-scalecorpus annotated with in-
formationabout predicate-argument structures andcoreference is needed. To our best
knowledge,however,thereis no large-scale corpus including such tags in Japanese.So,
wedevelop newcriteria for our armotation processes by examiningprevious work on
annotationg tasks. Chapter 3 exp1ains our annotating speciacation cultivated through
actual annotatingprocesses for the texts in Kyoto Text Corpus version 3.O and dis-
cusses the futuredirections.

In Chapter 4 wedescribe howin the Centering Theory the preference of antecedents
between candidate antecedents is genera11y formalizedby comparison between can-
didates. h that spirit, we propose the toumamentmodel, a machine leaming-based
model that candirectly comparetwocandidates in series of matches. This newmodel
dramatically outperformsconventional pairwise classification models in experiments
onJapanesezero-anaphoraresolution.

Secondly, in Chapter 5 we proposed the selection-then-classification mode1, a pro-
cess that reverses the order of the steps in the classiacation-then-search model pro-
posed by Ng andCardie(2002b), inheriting al1 the advantagesof that mode1. Wecon-
ducted experiments on resolving noun phrase anaphorain Japanese.The results show
that with the selection-then-classiBcation based modifications, our model outperforms
earlier learning-based appro aches.

Final1y, weapproach thezero-anaphoraresolution problem by decomposing it into
intra-sentential andinter-sentential zero-anaphoraresolution. For theformerproblem,
syntactic patterns of theappearanceof zero-pronouns andtheir antecedentsare useful
clues. Thking Japaneseas a target language,weempirical1y demonstrate that incorpo-
rating rich syntactic pattern featufes in a state-of-the-art leaming-basedanaphorares-
olution model dramaticallyimproves the accuracy of intra-sentential zero-anaphora,
which consequently improves theoveral1performanceof zero-anaphora resolution.

Keywords :

anaphora,zero-pronoun, corpus, machine leaming' Centering Tbeory



照応解析のための言語学的知識と機械学習手法の融合*

飯田龍

内容梗概

本研究では機械学習に基づく照応解析の処理に解析に役立つ文脈的な手がか

りを導入する試みについて報告する.照応解析とは,文章内に出現する表現のう

ち, -方の表現が他方の表現を指す関係を自動的に同定する処理をいう.形態素

解析や構文解析,固有表現抽出などの自然言語処理の基盤技術が成熟し,情報抽

出などの応用処理が表層レベルから-歩意味に踏み込んだ結果を求める現状にお

いて,基盤技術と応用処理の中間に存荏する照応解析の処理を実用的なレベルま

で向上させることは現在の自然言語処理の枠組みにおいて非常に重要であると考

えられる.

従来の照応解析の処理は,人手で作成された規則に基づく解析手法と照応関

係がタグ付与されたコ-パスを利用した機械学習に基づく手法に分けて考えるこ

とができ,それぞれ相補的に研究が進められてきた.規則に基づく手法では,セ

ンタリング理論など談話研究に基づいた手がかりを人手で規則に導入する試みが

なされており, -方,機械学習に基づく手法では,品詞や文字列の情報など主に

表層的な手がかりを学習に利用する素性に導入し規則ベ-スの手法と同程度の解

析精度を得ている.本研究では規則ベ-スの手法で主に導入されてきた言語学的

な知見を機械学習ベ-スの手法で効果的に利用できるようモデル化する.

まず最初に,今回解析対象とする照応関係の問題設定について議論する.先

行研究の照応廟析の間題は共参照関係との関係でさまざまな問題設定がなされて

いる.また,日本語を対象とした照応解析についても厳密な問題設定の議論がな

いまま,いくつもの解析手法が提案されている.そこで, 3章で日本語を対象と

した照応関係･共参照関係の仕様を提案し,実際に作業者にタグ付与作業を行っ

てもらい,分析/評価/学習用のタグ付与コ-パスを作成する.また,タグ付与作

業の際に起こった問題点についても議論する.

*奈良先端科学技術大学院大学情報科学研究科情報処理学専攻博士論文, NAlST-IS-DDO46 1 004,

2007年2月23日.
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次に, 4章で,先行詞の序列を理論的に説明したセンタリング理論の考えを採

用し,この序列を学習ベ-スのモデルで利用するこつの方法について述べる. -

つは,先行詞候補が前文脈から得られたfoTWand-looking center (先行詞候補集合

を先行詞らしさの序列に基づき並べたリスト)のどの箇所に含まれているかを示

す素性(センタリング素性)を学習手法で直接利用するやり方である.もう-つ

は,先行詞候補全体の間の序列をこつの候補の間の関係に分解して考え,二つの

候補の間の選好を学習し,候補間で勝ち抜き戦を行うことにより,最終的に最尤

の先行詞を決定することで先行詞同定を行うモデル(ト-ナメントモデル)を提

案した.日本語ゼロ代名詞の先行詞同定の評価実験を通じて,特に後者が既存手

法に比べ大幅に精度向上したことを報告する.

5章では,与えられた照応詞の候補が真に照応詞となるか否かを判定する照

応性判定の問題を解く手法を説明する.この研究では,既存の手法で個別に利用

されてきた先行文脈の情報と照応詞の局所的な文脈情報を効果的に組み合せるこ

とがどのていど精度に影響を及ぼすかを調査する.日本語名詞句照応解析を対象

に,二つの情報を組み合わせることによって先行詞同定と照応性判定のそれぞれ

において精度向上に責献することを示す.

最後に, 6章で,文内ゼロ照応に統語的なパタンを素性として導入する-手法

を提案する.文内ゼロ照応では,ゼロ代名詞と先行詞がどのような構造的位置関

係で出現しているかが解析のための大きな手がかりとなる.そこで,ゼロ代名詞

と先行詞の間の統語的なパタンから有効な素性をマイニングし,ゼロ照応解析に

利用する手法を提案する.

キーワード

照応,ゼロ代名詞,コ-パス,機械学習,センタリング理論
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Chapter 1

Intro duction

In recent years,information retrieval techmiques for widespread web data have been
polished andrefined. As thereader is likely aware,thesearchengines such as Google,
for instance, provide a highly ranked list of web pages as the results of searchqueries
by using algorithms such as tf. idf or PageRank (Page et al., 1998). Tus brings signif-
icantbeneat to users seeking to efFectively retrieve informationfrom 1argeamountsof
webdata. However,ifthe retrieved pages reach hundreds of thousands in numbers,it is
difBcult for the users to managethem.Given this background, one of the key issues is
thetask of information extllaCtion, where thegoal is effectively aggregating theinfor-
mation that theusers wantto find in large data. Techniques of informationextraction
have been attracting attention since the ear1y1990's (see Pazienza (1 997)), especiany
as in the task defimitions given by conferences such as the Message Understanding
Conference (MUC) l or Automatic Content Extraction (ACE)2.

The problems in informationextraction canbe divided into two tasks: detecting an
entity or detecting relations amongentities such as anaphoraresolution. In the former
task, one of the most famous subtasks is namedentity recogmition; the extraction of
namesfrom a given text. State-of-the-art methodsof namedentity extraction have
reached a level where it is practical to apply themto other NLP applications. Thus,
researchers are nowfocusing on this latter task of anaphoraresolution and semantic
role labeling.

1 http ://wwwjtI. n ist. gov/iau i/894.02/re] ated TPrOjects/m uc/
2http ://wwwJdc. upe nn. edu/P rojects/AC E/
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1.1. Anaphora Resolution

Anaphwais a linguistic phenomenon that an expression points back to another expres-
sion in the preceding context. The word or phrase pointing back is caned ananaphor
andtheexpression which is referred to by ananaphoris its antecedent. ne process
of identifying anaphoricrelations is caned anaphora resolution. For example,for the
text given in (1), we must identify that the NP US Airi in the second sentence has
ananaphoricrelation with the NP US Group lnc.i, Whereas sha11e3.is judged as non-
anaphoricbecause it has no antecedent in the preceding context.

(1) a. A federal judge in Pittsburgh issued a temporary restraiming order preventing
TransWorld Airlines from buying additional sharesof USAir GTlOuPInc. i

b. The order, requested in a suit filed by USAiri, dealt anotherblow to TWA's
bid to buy the companyfor $52 a share3..

Anaphoraresolution is animportant process for various NLP applications. Striving
for- the realization of a practical solution, manyresearchers have worked on it from
a variety of perspectives. As anexampleof their works, the ru1e-basedapproaches
from theory-oriented perspective (Hobbs, 1978; Kameyama,1986; LappJinandLeass,

1994; Baldwin, 1995; Okumura and Tamura,1996; Mitkov, 1997; Walker et al., 1997,
etc.) have been attempted for pronominalanaphoraresolution (for more detai1s see
Mitkov (2002)). Baldwin(1995), for instance, has previously reported that his rule-
based system achieves round 73% precision with about 75% reca11 for an pronouns
in MUC-6Coreference task, applying eight sophisticated ru1escontaimingsyntactic
andsemantic informationin thelinguistic theories. Tbe performanceof thesystem is
appealing, however it is extremely difBcult to manual1yencode linguistic findings into
ru1eswhile 6onsidering widely rangingaspects from lexical to dis,course factors.

In contrast, empirical corpus-based approaches which apply machine learning a1-
gorithms, such as decision tree andSupport Vector Machines to anaphora resolution
have been attracting attention since the end of the 19907s (McCarthy ind Lelmert,
1995; Ge et al., 1998; Soon et al" 2001; Ng andCardie, 2002a; Yanget al., 2003;
Iida et a1., 2005, etc.). The approaches have been mainly developed with shal1ow
morpho-syntactic information such as part-of-speech and gender/number information
as features, while having achieved a performancecomparable to the best-perfoming



ru1e-basedsystem for the coreference task test sets of MUC-6 andMUC-7.Combin-
ing linguistic hdings andmachine leaming-based approaches has a potential to be
aneffective solution, however combimingthese advantagesis not a trivial problem be-
cause most findings are abstract and hard to encode into computationany-accessible
formsand evenwhere it is possible, it is not clear that they are effective in anaphora
resolution.

1.2. Aims

Given this background, this thesis focuses on developing anaphora resolution models
by incorporating linguistic hdings into machine leaming-basedapproaches if the hd-
ings have beneficial effects on theresolution. Asreported in Ng andCardie (2002a),
theyintroduce 53 features into a machine leaming-basedmode1, which is inefEective
for the test set in MUC-6 andMUC-7.Ng andCardieend up manuauyselecting a
subset of 22-26 features that achieved thebest-performing result. Ascanbeseen from
theworkby Ng and Cardie (2002a), the previous leaming-basedmodels do not always
effectively exploit these findings as features. So, 'one of the chanenging issues we
should explore next is investigating how to design a leaming-based models that reflect
thebeneAcial linguistic hdings. Specificany' the thesis examinesthefonowing three
topics.

' Wepropose an antecedentidentification mode1 that can capture theantecedent-
hood between candidate antecedents implicitly dealt with in Centering The-
ory (Grosz et al., 1995). This mode1, called the tournament model, conducts
a tournamentconsisting of a series of matches in which candidates compete
with each other andthe that prevails through the final round is judged as an
antecedent.

¥ Aswe11as antecedent identificidon, anaphoricity dete,mination, which is the

task of judging whether an candidate anaphor. is anaphoric or non-anaphoric,
is another importantproblem. For this task, we propose the selection-then-
classljcation model that identifies anantecedentfo11owed by detemiminganaphoric-
ity to inherit the advantages of the previous models such as Ng and Cardie
(2002a) andourtoumamentmode1.

,;J



+ Weapproach thezero-anaphoraresolution problem by decomposing it into intra-
sentential and inter-sentential zero-anaphoraresolution. For theformerproblem,
weuse syntactic pattem features since syntactic patterns of the appearanceof
zero-pronounsandtheirantecedentsare useful clues.

1.3. Contributions

Tbe contributions of this study areas fo11ows.

+ h antecedent identification tasks in Japanese,theperformanceof thetournament
model outperforms that estimates theabsolute likehhood of each candidate inde-
pendently of other candidates. It indicates that comparingbetween two candidate
antecedentis more efRcient for idemifying antecedentthanthecandidate-wise
models such as theworkby Soon et a1. (2001) andNg andCardie(2002a).

+ The selection-then-classification approach improves the performanceof thepre-
vious leaming-basedmodels by combimingtheir advantages,while overcoming
their drawbacks. Tdking the task of NP anaphoraresolution in Japanese, we
demonstrate that even if the parametersfor their models areoptimal1y turned,
the broposed model significantly outperforms themwhenit employs thetouma-
mentmodel for antecedent identification.

. The result of intralsentential zero-anaphoraresolution shows that the selection-
then-classification model withsyntactic pattem features is sigmificantbetter than
theoriginal one, which cohsequently improves theoveran performanceof zero-
anaphoraresolution.

1.4. Thesis outline

This thesis is organized as follows. Chapter 2 describes two kinds of previous work:
heory-oriented rule-based approaches and empirical corpus-based approaches to anaphora
resolution. Chapter 3 discusses howto dehe theproblems of predicate-argumentanal-
ysis including zero-anaphora resolution andcoreference resolution in Japanese written
text. In Chapter 4, we present a methodthat incorporates contextual cues motivated



by Centering Theory (Grosz et al., 1995) into a machine leaming-based model for
identifying antecedents in zero-anaphora resolution task. ln Chapter 5, we present a
machine learning-based approach to noun phrase anaphora resolution that combines
the advantages of previous learning-based models while overcoming their drawbacks.
Weexplain our model that uses syntactic patterns as features for intra-sentential zero-
anaphora resolution in Chapter 6 and fina11y conclude this thesis with some remarks in

Chapter7.
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C.hapter 2

Previous WorkonAnaphora
Resolution

Computationalapproaches to anaphoraresolution have been roughly evolving in two
different but complementary -directions. One is theory-oriented ru1e-basedapproaches,
andtheotheris empirical corpus-based approaches. Tus chapter briefly reviews each
approach and discusses the advantagesand drawbacks of each.

2.1. Rule-based approaches

ln rule-based approaches (Mitkov, 1997; Baldwin, 1995; Nakaiwa andShirai, 1996;
Okumuraand Tamura, 1996, etc.), efforts have been directed to the manualencoding
of various linguistic cues into a set of ru1es. Such cues include, for example,the syn-
tactic role of each target noun phrase, the appearanceorder of antecedent candidates,
anddle Semanticcompatibility between an anaphorandacandidate. Most rule-based
approaches are also influenced, to a greater or less extent, by theoretica1 linguistic
work, such as Centering Theory (Grosz et a1., 1995; Walker et al., 1994; Kameyama,
1986) and the Systemic Theory (Halliday andHasan,1976). The best-achieved per-
formanceinMUC-71 was around 70% precision with 60% recan, which is still far

from being satisfactory for practical application in manytasks. Worse stil1, a rule set

1The SeventhMessage Understanding Conference ( 1998):
http ://bwh(. itJ. n ist. gov/iau i/894. 02/re l ated J) rOjects/mu c/
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Table 2. 1. Centering transition states
C b (U ll  =  C b (U l- 1)

0 1  C b (U ll  =  [1 ]

C b (U ll  i  C b (U ll l)

C b (U ll  =  J P (U l) C O N I IN U E S M O O I H I S H IF T

C b (U l)  i  J P (U l) R E TA IN R O U G H I S H IF T

tuned for a particular domainis unlikely to work equal1yas we11for anotherdomain
due to domain-dependentproperties of coreferencepatterns. Given these facts, further
manualrefinementsof ru1e-basedmodels win be prohibitively costly.

2.1.1 Centering-based approaches

Centering Theo17 (Grosz et a1., 1995) is a theory about discourse coherence andis
based on the idea that each utterancefeatures a topicauy most salient entity cal1edthe
center. Tbe mainidea of Centering Theory is that certainentities mentionedin an
utterancearemorecentralin discourse thanothersandthis imposes certainconstraints
ontheuse of referring expressions andin particu1aron thehse of pronouns. The
centeringmodelis very simple. Discourses consist of constituent segmentsandeach
segmentis represented as part of a discourse mode1.Centers aresemanticentities that
arepart of thediscourse model for each utterance in a discourse segment.The set of

foTWand-lookingcenters, Cf(Ui), rePreSentS discourse entities evoked by anutterance
Ui in a discourse segment.The backwand-lookingcenter is a special memberof the
Cf, which represents thediscourse entity thattheutteranceUi mOStCentral1yconcems,
simi1arto what is elsewhere called the 'topic} The Cb entitylinks the current utterance
to theprevious discourse.

The set of forward-1ookingcenters is ranked according to discourse salience.Tbis
rankingis a partial order accordingto their discourse salience2. The highest-ranked
elementin Cf is cal1ed the p,4erred center, Cp. The preferred center represents a
prediction about theCbofthefouowingutterance.Wecanclassifyrelation betweenCb
andCpinto four types of transitionrelations across pairs of utterances(see Table 2. 1 ).

2Asanexampleof Cf ranking,Brennanet al . (l987) rankthe items in Cf by obliqueness of gram-
maticalrelation of the subcategorizedfunctions of themainverb: that is, f irst the subject , object , and
object2, fo11owed by othersubcategorizedfunctions.
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In a4dition to the structures for centers, Cb andCf, theoriginal Centering Theory
includes tworu1esandthreeconstraints.

For each utteranceUi in a discourse segment D consisting of utterances
U1,...,Um:

Constraint l There is precisely one backward-1ooking center Cb(Ui).
Constraint 2 Every element of the forwardcenter hst, Cf(Ui), muSt be
realized in Ui.
Constraint 3 Tbe center, Cb(Ui), is the highest-ranked element of Cf(Ui-1)
that is realized in Ui.

Rule l U some element of Cf(Ui) is realized as a pronoun in Ui+1, then
Cb(Ui+1) muSt alSObe reahzed as a pronoun.
Rule 2 Transition states are ordered. Tbe continue transition is preferred
to the )retain transition, which is preferred to the smooth-shlj} transition,

which is preferred to the TlOugh-shlP transition.

Toexemplify theheory, here aretwovery simple discourses differing in the second
sentence fromDiscourse (2) and(3):

(2) a. JolmiWenttOhis favorite music store3. tO buy a piano.

b. Hei had frequented the store3- for many years.

c. Hei WaSeXCited to be going to the store3. tO aCtually buy a piano.

(3) a. Jolmi WenttO his favorite music store3. tO buy a piano.

b. Itj WaSa StOre Johni had frequented for manyyears.

c. Hei WaSeXCited to be going to the store3. tO aCtuany buy a piano.

The backward-1ooking center of (2)b and (2)c andthe forward-1ooking center of (2)a,
(2)b and(2)c are listed as in Table 2.2. In discourse (2), according to the constraints,
sentence (2)c exhibits coNTINUE transition. h discourse (3), on the other hand,sen-
tence (3)b is interpreted as RETAINtransition and sentence (3)c ROUGH-SHIFTbased



Table 2.2. Center transition in the text (2)

Cb Cf transition
¥a. - [Jolm, store, piano]

b. Jolm [John, store] coNTINUE
c. John [John, store,piano] coNTINUE

Table 2.3. Center transition in the text (3)

Cb Cf transition
a. - [Jolm, store, piano]
b. Jolm [store, store] RETAIN

c. store [Jolm, store,piano] ROUGH-SHIFT

on Table 2.3. Rule 2 provides an underlying principle for coherence of discourse. Fre-
quent shifts detract fromlocal coherence, whereas continues contribute to coherence.
According to Rule 2, centering accounts for the coherence: discourse (2) is more co-
herent thandiscourse (3).

Focusing on the Centering Theory, the several researchers have proposed variants
of anaphora resolution models (Kameyama,1986; Brennanet al., 1987; Walker et al.,
1994., Poesio et a1., 2000., Tetreault, 2001 , etc.), however theyhave thelimitations (see
also Kehler (1997)). For instance,the original centering model only accounts for local
coherence of discourse. h anaphora resolution context, whenthe candidates for the
antecedentof an anaphorin the current utterancetTi have to be idemified, thecentehg
model proposes that the discourse entities in the immediatelypreceding utterance Ui-1
be considered.

Asanextension of this theory, Nariyama (2002) proposed a algoritlmof zero-
anaphoraresolution, including :

+ Anextraforward-1ookingcenter list, namedsalient referent list (SRL) is defined.
Tbe SRL candeal with entities in a11 of the preceding utterances, whereas the
original Centering Theory does only accounts for the entities in the irrmediately
preceding utterance. Furthermore,if there aremorethanone zero-pronouns in
thetarget sentence, her algorithm identifies anantecedentamongeach entity in
the SRL for a given zero-pronoun according to the order of the SRL, which is

i
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Topicalized Subject (Global > Local > Quotation)
> Subject > Indirect Object > Object > Others

Figure 2.1. Salient referent order list

(a) '[4)x...,]X-wa....'

(b) 'X-wa [Ox...,]... :

(c) '[bx... SS conjunctive,] X-ga....

Note that squarebrackets denote subordinate clauses and SS (Same Subject) conjunctive is a member
ofthe set ofthe conjunctive markers: (-nagara, -te, -si, -tutu, -@ and-tameni). 4,x and X stand for a
zero-pronoun and anantecedent of bx respectively. For example, the pattern (c) indicates the situation
that an antecedent X appears in the matrix clause involving with the nominative case marker ga and an
zero-pronoun 4,x appears in the preceding subordinate clause with SS conjunctive.

Figure 2.2. Nariyama's heuristics for subject zero-anaphora

followed as Figure 2.1.

+ For anaphora resolution in complex sentences with zero-pronouns, a series of
heuristics (given in Figure 2.2) are given precedence to the SRL-based antecedent
identification. The system falls back to the SRL-based antecedent identification
whenever the heuristics arenot satisfied.

2.1.2 Baldwin's high precision pronoun resolution engine

Another famous rule-based model is Baldwin (1995)'s pronominal anaphora resolution
model. His system, named CogNIAC, is a pronoun resolution engine designed around
the assumption that there is a sub-class of anaphora that does not require full world
knowledge and achieves greater than 70% precision with 70% and better recall for the
test set in MUC-6. In order to avoid problems which require general purpose reasoning,
CogNIAC only resolves pronouns when very high confidence rules have been satisBed.
The core rules of CogNIAC are given in Table 2.4.

The performance of the system is appealing, however it is extremely difBcult to
manually encode linguistic findings into rules by considering widely ranging aspects
from lexical to discourse factors. So, adding a new rule into the system may have a

10



Table 2.4. Baldwin's high precision rules

1) Unique in Discourse: If there is a single possible antecedent lni in the read-in
portion of the entire discourse, then pick lni aS the antecedent.
2) Renexive: Pick nearest possible antecedent in read-in portion of current sentence
if the anaphor is a reflexive pronoun.
3) Unique in Current + Prior: If there is a single possible antecedent lni in the
prior sentence and the read-in portion of the current sentence, then pick lni aS the
antecedent.
4) Possessive Pro: If the anaphor is a possessive pronoun and there is a single
exact string match llAi Of the possessive in the prior sentence, then pick lni aS the
antecedent.
5) Umique Current Sentence: If there is a single possible antecedent lni in the
read-in portion of the current sentence, then pick lni aS the antecedent.
6) Unique Subject / Subject Pronoun: If the subject of the prior sentence contains
a single possible antecedent FAi, and the anaphor is the subject of its sentence, then
pick lni aS the anteCedent.
7) Cb-Picking: If there is a backwalld-looking center Cb in the current finite clause
that is also a candidate antecedent, then pick Cb aS the antecedent.
8) Pick Most Recent: Pick the most recent potential antecedent in the text.

The term'possible antecedents' refers to the set of entities from the discourse that are compat-
ible with the anaphor for gender, number and coreference restrictions.

bad effect on the performance if the rule is not compatible with other rules. The same
can be said of the rule-based approaches in general.

2.2. Machine learning-based approaches

Corpus-based empirical approaches, such as (Soon et a1., 2001 ; Ng and Cardie, 2002a),
on the other hand, are cost effective, while having achieved a performance comparable
to the best-performing rule-based systems for the coreference task test sets of MUC-6
and MUC-7. However,they tend to lack an appropriate reference to theoretical linguis-
tic work on coherence and coreference. Given this background, one of the challenging
issues we should explore next is to make a good marriage between theoretical linguistic

11



findings andcorpus-based empirical methods.
Previous leaming-basedmethods for anaphoraresoludon canbe classified into two

approaches: the search-based appnoach andtheclasslPcation-based appnoach. We
bnl discuss the advantages anddisadvantages of each in Section 5.2.

2.2.1 Search-based model

The search-based approach determines the anaphoricityof a given NP indirectly as
a by-product of searching the preceding context for its antecedent. If anappropriate
candidate for the antecedent is found, the NP is classified as anaphoric; otherwise,
non-anaphoric.Models proposed by Soon et al. (2001) andNg andCardie (2002a) fall
into this class. In Soon et al:s method(see Figure 2.3), for example, given a target
NP (Ana) for resolution, themodel processes each of its preceding NPs (i.e. candidate
antecedents) in the right-to-1eft order, detemimingwhether or not it is coreferent with
theNPi, until a positive answer (i.e. antecedent) comesup. If an the preceding NPs
areclassified negative, Ana is judged to be non-anaphoric.Wecal1dds approach the
search-based approach. It has the advantage of using broader context infoT7nation in
thesense that themodel determines theanaphoricityof an NP by examimingwhether
the context preceding the NP in the discourse has a plausible candidate antecedent or
not. Soon et al., in fact, deAned the feature set including broad contextual information
such as that shownin Table 2.5.

Following Soon et a1}s work, Ng andCardie(2002a) improved upon the model
by (a) expanding thefeatureset (see Table 2.6 andTable 2.7), andP) introducing a
newsearchalgoritlmthat searchesfor the NP withthe highest coreference likehood
value.According to Ng andCardie (2002a), their model outperforms theSoon et alJs
model, which has also been supported by our experiment on Japanesezero-anaphora
resolution reported inChapter 4.

2.2.2 Classification-then-search model

The second approach is to introduce the process of anaphoricitydetermination sepa-
rately fromantecedentidentiacation (Ng andCardie,2002b; Ng, 2004). Wecal1 this
approach theclassljcation-based approach. Unlike thesearch-basedapproach, it has
theadvantage that it uses labeled instances derived from non-anaphoricNPs as weu as

12



Function Search-for-Antecedent ( Ana: candidate anaphor,
C: set of candidate antecedents )

Mq_Ant := 4; MaxJScore := -u;

forNPi E Cdo
//judge whether or notAna is anaphoric with NPi
Score := classify-antecedenthood (Ana, NPi);
if Score > MaxJScorethen

Max_Ant:= NPi; Max3core := Score;
end

end
ifMax3cwe > Oantthen

returnMMAnt
else

returnNULL,
end

end
antis a global variable that indicates a global threshold parameterof antecedenthood.

Figure 2.3. The search-based model

thosefromanaphoricNPs to induce ananaphoricityclassifier. For example,Ng (2004)
proposed the fo11owing mode1 (see Figure 2.5):

1. first carries out anaphoricity deteminationusing a classification-based model
to.filter out a target NP (Ana) whose anaphoricity score Ana3core is below
threshold eana,

2. thensearchesfor the antecedent for the remaimingAna, and

3. ha11y outputs thebest-scored candidate antecedent MaxAntif its score AntJScorle
is above threshold Oant, or classifies theAna as non-anaphoricotherwise.

Here wetermthis model the classlPcation-then-sewch model because the model arst
detemiestheanaphoricity of a given candidate anaphorand then searches for the
antecedentfor thecandidate anaphor.

13



be9inrLing of docLment

anaphori

NPi: Candidate antecedent

The figureillustrates how model traimigand anaphoraresolution are camiedout, assudg that there

are eight noun phrases, NP1 thrOughNP8, Which praede a noun phrase ALNPin question. NP2and

NP4, NP3 and NP5, and NP6 andNP7are COreferent respectively, andNP5(andits coreferent NP3) is

theantecedentof ANP.Under this situation, the model detects the antecedent by answeringa sequence

of candidate-wise boolean classiacation questions: whether or not NPi is ANP's antecedentfor each
iE(1,...,81.

Figure 2.4. Tbe search-based model proposed by Soon et al. and Ng andCardie.

Tbe classification-then-search model cautiously filters out non-anaphoricNPs ac-
cording to the dveshold parametereanaat the first step. Second, the model also deter-
minestheanaphoricity 6f the remaining candidate anaphoraccording to the duesh-
old parametereant as well as identifies an antecedent. This two-step anaphoricity
detemhation model is designed because the anaphoricity deteminationcomponent
is not powerful enough to entirely free theantecedent identification componentfrom
thechargeof anaphoricity detemination.AsNg(2004) reports, optimizing thetwo
thresh6ld parameterscould improve theperformancefor theoveral1task of anaphora.
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FunctionClassify-Amphor-and-Search-for-Antecedent (
Ana: candidate anaphor,
C: set of candidate antecedents )

//judge whether or not Ana is anaphoric
Ana3core := classify-anaphoricity ( Ana );
ifAna_Score > eanathen

returnSearch-for-Antecedent ( Ana, C );
else

returnNULL;
end

end
Canais a global variable that indicates a global threshold parameterof armaphoricity.

Figure 2.5. The classificition-then-search model
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The feature set contains relational andnon-relational features. Non-relational features test someprop-
erty P of one ofthe NPs under consideration andtake on a valueof YES OrNo dependingon whetherP
holds. Relational features tetst whethersomeproperty P holds for the NP pair underconsideradon and
indicate whether the NPs are CoMPATIBLE Or INCOMPATIBLE w.r.t. P; a value of NoT AppLICABLE is

used whenproperty P does not apply.
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A N IM A C l * C lf th e N PS m aICh 2n an 1m aCy= elSe I.

M A 2 IM A I N P * I 2I b.th " S haVe th e Sam e m aXlm al N P Pr.1eCI2.n = elSe

C .

P R E D N O M * C II th e N P S fOlm a PreJ2CaIe nOmi nal COnSlru CtiOn= elSe

1.

S PA N * 1 2I One N P SPanS th e Oth er= elSe C .

B IN D IN G * 1 1Ith e N PS V201aIe COnJld OnS B OI C Of th e B lnJin g lle.

01y= elSe C .

C O N T R A IN D IC E S * I 2I th e N P S Can nOI be CO.1nJeXeJ baSeJ On Slm Ple hemi S.

tiCS= elSe C ･ F Or in SIan Ce･ IW O nOn.PrOnOmi nal N P S SePa.

raIeJ by a PrePOSltiOn Can nOI be CO11n JeXed.

S Y N IA X * I 2I th e W S haVe lnC.m PaI2ble Val ueS IOr th e B IND .

N G , C O N IR A IND IC 2 S･ SPW .r N P C.n.

SImi n IS= elSe C .

12ng.

PrefS

lN D E F IN II E * I 2f W 2S an 1n Jeh lIe an J n.I aPP.SltiVe= elSe PC .

P R O N O U N 1 1I N P IS a PrOnOun an J N P IS nOI= elSe C .

S em an tiC C l O SE S l -C O M P C IIN P IS th e Cl.SeSI W PreCeJ2ng W th aI haS th e Sam e

Sem an d C ClaSS aS N P an J th e IW O N P S dO nOI V201aIe an y

Of th e llngu2StiC COnSIrai nIS= elSe I.

S U B C I A S S C 2I th e N P S haVe Jlff erenI heaJ nOunS buI h aVe an

an CeSIOr.JeSCeDJenI lelaI20n Sh2P 2n W OldN eI= elSe I.

W N D IST D 2SIan Ce beIW een N P an J N P 2n W OrJN eI (uSin 2 th e b St

SenSe Only) W -en th ey haVe an allCeSIOrJ eSCenJenI rela.

tlOnShlP buI hale Jlff erenI headS= elSe lnBmi ty .

W N S E N SE SenSe num ber 2n W OrJN eI fOl bThlCh th ele ellSIS an

an CeSIOr.deSCendenI relaI20nSh2P beIW een l th e IW O N P S

W hen th ey haVe Jlff elenI headS= elSe 2nami Iy.

P OS PA R A N U M D ISIanCe beIW een th e W S 2n Ierm S .f th e num ber.fP ara.

glaPhS.

0 th er PR O I E S O IV E * C 2f N P 2S a PrOnOun an J N P 2S IIS an IeCeJenI aCCOrd2ng

tO a nai Ve PrOnOun reSOluIlOn al gOri th m = elSe I.

R U I E IR E S O I V E * C lf th e N P S are COreferenI aCCOrJlng lO a ru 1eIbaSed

COreferen Ce leSOluI20n al 20ri th m = elSe I.
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Chapter 3

The NAIST Text Corpus: Annotating
Predicate-Argument and Coreference
Rel ations

In this chapter, we discuss how to a-otate predicate-argument relations including
zero-anaphoricrelations andcoreference relations in Japanesewritten text. Predicate
argument analysiSandcoreference resolution are particularly importantas they often
provide a crucialbridge between basic rAP techmiques such as morpho-?yntactic anal-
ysis andend-1evel applications. They have been mainlydeveloped with corpus-based
empirical approaches. In order to tmina classification model in such approaches, a
large scale coTPuS arnOtated with informationabout predicate-argument andcorefer-
ence is needed. To our best knowledge,however,there is no large-scalecorpus includ-
ing such tags in Japanese. In addition, we have dinculty adopting the existing spec-
ifications for annotatingtags due to the problem setting of each task anddifferences
inJapaneseandEnglish. So, we develop newcriteria for our amotation processes
by examimingprevious work on annotating tasks. This chapter explains our annotat-
ing specification cultivated through actual annotation of texts from kyoto Text Corpus
version 3.Ol , and discusses the future directions.

1 http ://nJp.kuee.kyoto-u.ac.jp/n]-resource/corpus. htm]
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3.1. Introduction

Coreference resolution andpredicate-argument analysisbecameextensive fields of re-
search due to the demandsof NLP tasks such as informationextraction and machine
translation which rely on their analysis.Withresearch focus placed on thesetasks, the
specifications for annotatingcorpora, andthedata sets themselves usedin supervised
techmiques (Hirschman,1997; Kingsbury andPalmer,2002; Doddington et al., 2004)
have also grown in sophistication.

In the task of coreference resolution, someannotationschemeshave been already
proposed andarmotated corpora have developed according to these schemes (nrsclman,
1997; Kawahara et a1., 2002; Hasida, 2002., Poesio et al., 2004; Doddington et a1.,

2004). For instance, in the Coreference (CO) task on Message UnderstandingCoref-
erence (MUC) andEntity Detection andTracking @DT) task in Automatic Content
Extraction (ACE) program,which is the successor of MUC, thedetai1s of specifica-
tion for annotatingcoreference relations have been discussed over several years.The
specification of predicate-argument analysistask, however, has been mainly discussed
in the sharedtask2 of the Conference on Computational Natural LanguageLeaming
(CoNLL) based on PropBank (Palmeret al., 2W5).

In order to research in the areasof coreference an4predicate-argumentanalysisin
Japanese,a large annotatedcorpus is needed. However,theexisting resources such as
GDA-tagged corpus3 andKyoto Text Corpus version 4.0 (Kawaharaet al., 2002) do
not have enough amotated data to evaluate each task. Furthermore,wealso have to
consider the touowing two aspects:

+_theproblems caused by directly adopting the specifications of MUCandACE,
which are specific to the informationextraction task, and

+ the effects from thedifference between English andJapanesFOneaChtask.

In this chapter, we investigate the previous work of annotating coreference and
predicate-argument relations and discuss how to annotate each relations in Japanese
written texts. In Section 3.2, we review thedifference between "anaphora"and"coref-
erence" andbrieAy introduce theprevious work onannotatingcoreference andpredicate-
argument relations in Section 3.3. Next, Section 3.4 shows theguide1ine of our corpus

2httpJ/vw.[si.upc.edursrlconfI/
3ne GDA(Global Document Annotation(Hasida, 2002))
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based on the previous work. After that, we discuss the problems on the annotating
process in Section 3.5 and conclude in Section 3.6. Astheresults of the current work
of this chapter, we have r91eased NAIST Text Co,pus4 version 1.2P.

3.2. Anaphora and coreference

Anaphora is a linguistic phenomenpn where an expression points back to anotherex-
pression in the preceding context. The word or phrase pointing back is cal1ed an
anaphor andtheexpression which is referred to by ananaphoris its antecedent. In
comparison,therelations between two or morementionswhich refer to the sameen-
tity is caned cweferencerelations. Note that someanaphoric relations (e.g. therelation
between a person nameandits pronoun) arealsocoreference relations. For example,
in text (4), the pronoun karei Ole) POints back to Koizumi shushoi (Prine mimister
Koizumi)and thesetwo mentionrefer to the sameentity in the world andthen wecan
regardthemas bothanaphoricandcoreference relations.

(4) Koizumi shushoi-Wa
Kojzumi prime ministeri-TOP...

kaTlei-Wa...

hei-TOP

On the otherhand,in text (5), we canalso regard the relation between iPodi (iPodi)
andswe3.(it3.) aS anaPhoricrelation because sore3.POints back to iPodi. However, these
two mentions arenot coreferemialsince they refer to the different entities in the world.

(5) Tom-wa iPodi-O Kat-1a
Tom-TOP jPodi-ACC buy-p^sT PUNC

Tombought aniPod.

MaTy-mO SOre3.-O Kat-ta

Mary-TOP it3.-ACC buy-pAST PUNC

Maryalsobought one.

As above examples,anaphoricrelations areclassiAed into either two mentions refer to
thesameentity or not. The formercase is ca11ed as identity-of-reference anaphora(IM)

4httpJ/cI.naist.jp/n[data/corpus/
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andthelatter identity-of-sense anaphora(ISA) in Mitkov (2002). Due to thecrucialdif-
ference between IRA andISA, there has been confusionon thetreatments of these two
relations in the previous work. Asweshowin Section 3.3, a variety of specifications
for annotatedcorpora have been developed according to thedifferent interpretations of
anaphoraandcoreference.

33. Previous work

ln this section, we briefly review the previous work on annotatingcoreference and
predicate-argumeqt relations in the corpora.

3.3.1 Annotating coreference relations

The task of coreference resolution has been mainlydeveloped from aninformation
extraction perspective. For instance, in the 6th and7thMessage Understanding Con-
ferences , MUCbeing one of the morefamousconferences in information extraction,
coreference resolution is treated as a subtask of informationextraction5. Tbe armotated
corpora built in MUC contains coreference relations between NPs, which areused as
thegold standarddata set for machine learning-based approaches to coreference reso-
lution by researchers such as Soon et al. (2001) andNg andCardie(2002a). However,
vanDeemterand Kibble (1999) reported that the specification of the MUCcoreference
task guides us to annotate expressions which arenot normanyjudged as coreferemial
as coreference relations, such as quantitative expressions (e.g. eveTy and most) and
appositive relations (e.g. Julius Caesari, the/a well-known emperori,...).

h thetask of Entity Detection andTracking in the AutomaticContent Extraction
program(Doddington et al., 2004), which is the successor of MUC,the coreference
relations is redehed by introducing the two concepts, mentions andentities, in or-
der to avoid to redundant identification of such coreference relations. Mentions are
the expressions appearing in the tegs, including the proper nouns which is the ex-
traction target in theinformationextraction task. On the t)ther hand,entities standfor
theconceptual entities consisting of a11 of the mentions in the texts. For example,in
Figure 3.1, John and He arethementions which refer to the sameentity entityi.

5http ://www-n [pir. n ist. gov/re lated J)rOjects/m u c/proceedi ngs/co _task. htm [
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Figure 3. 1. Relationship between mentions andentities

The target mentions in theannotation of EDT6 arerestricted to the expressions
which zue somesorts ofnamedentity types such as PERSON andORGANIZATION
andrefer to specific entities in the world. Tberefore, ACE data set has the drawback
since that not al1 coreference relations in the text are alwaysexhaustively annotated,it
is not enough to resolve an annotated coreference relations in order to properly analyze

atext.
In Japanese,Kyoto Tgxt Corpus version 4.0 (Kyoto Corpus) andGDA-taggedCor-

pus (GDA Corpus) contain thetags of coreference relations. For example,Kyoto Cor-
pus includes as manyas 114,729 coreference relations as we11 as dependency relations.
Note that therelations between a mentionreferring to anentity andamentionreferring
to the corresponding attribute of that entity are regardedas coreferential as weu as the
relations where two mentionsrefers to the sameentity. The GDACorpus, on theother
hand,contains the relations which refer to generic nouns as well as specific nouns,
that is, the coreference relations in GDA Corpus areannotatedas both lm and ISA

relations.

6http ://projectsJdc. u pen n.ed u/ace/an notatio n/
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3.3.2 Annotating predicate-argument relations

There area variety of discussions over annotating task for a predicate-argument rela-
tions, which areannotated in termsof various annotating levels such as surface cases
andthematic roles. PropBank (Palmer et al., 2005), which is one of the practical an-
notated corpus in English, contains 35 relations such as ARGO, ARG1,... , ARG5,
Ju, AM,AM-ADV,which areconceptua11y related to thematic roles. h sentence (6),
for instance, "the refiner" as ARGO, which relates to agent role, and"$66 minon,or
$1. 19 a share" as ARG1 , which relates to themerole, for a given target verb "eamed".

(6) [ARGM-TMPA year earlier], [ARGOthe rejner] [,el eamed] [ARG1 $66 million, or
$1.19 a share].

Note that the range of annotating argumentson PropBank is limited to a given same
sentence because arguments for a given predicate appearin the samesentencein 1an-
guages such as English.

In contrast, since arguments arefrequently omittedin Japanesedue to zero-anaphoric
phenomena,wehave to searchargumentsbeyond the sentence contaimingthe target
predicate. For this reason, Kyoto Corpus includes inter-sentential andexophoric zero-
anaphorarelations for each omittedargument.h text (7), for instance,thenonhative
argument of the predicate kaeru (go back) in thesecond sentence is omitted and refers
to Tominthefirst sentence. The dative of that predicate is also omitted,howeverthe
corresponding argumentdoes not explicidy appearin text (7). In such case, this dative
is annotated as "exophoric use" according to the specification of Kyoto Corpus.

(7) Tomi-Wa kyo gakko-ni it-ta

Tomi-TOP tOday schooI-D^T gO

Tomwentto school today.

(4i-ga) (4ea"pho,ic-kaTla) kae-tte suguni asobi-ni dekake-ta

Qi-NOM 4e=ophoric-ABL gO back immedjately play-DAT gO Out-PAST

He went to play as soon as he cameback fTromschool.

In GDACorpus, the predicate-argument relations arelabeled as thematic role such
as agent and theme, while ones in Kyoto Corpus areannotatedas surface cases such
as ga (nominative), o (accusative)7. To our best knowledge, GDACorpus does not

7strictly speaking, in Japanesethe corresponding thematic roles for a given surface case diffe,s
depending on theappearing context of it.
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contain intra-sentential zero-anaphoric relations as predicate-argument relations, so it
has a serious drawback whenweutilize that data set as traimingdata set on machine
leamingtechmiques.

3.3.3 Annotating event-nouns and their arguments

ln addition to annotatingpredicate-argument for verbs andadjectives, researchers have
been focusing on annotating predicate-argumentrelations for the NPs representing an

event in the context, which we can event-nouns.
Asanexample of creating event-noun resources,Meyers et al. (2004) built the

NomBank,wherepredicate-argument relations of event-nounsareamotated based on
thespecification of PropBank (balmer et al., 2005), taking Penn Treebank (Marcuset

al., 1993) as the target corpus. For example,in phrase (8), the noun "gnowth" stands
for somesorts of event heaning "theme grows in somesituations" and"in dividends"
and"nextyear" are annotated as ARG1, which is basicany related to themerole, and
ARGM-TMP,which is related to adjuncts, respectively.

(8) 12% gTlOWth in dividends next year mI;growth, ARG1=in dividends, juGM-TMP=next

year]

Note that argumentsinNoniBankare restricted as the NP appearing in the samesen-
tence of a target event-noun, since NomBankcomplies with thePropBank specifica-

tions.
For Japanese,event-nounsandtheirargumentsarealso annotatedin Kyoto Corpus.

Asshownin sentence (9), akajii (dePcit) is assigned to the noHhative for dle eVent-

nouneib70 (inPuence).

(9) kono boueki akajii-Wa Waga kuni-no kyosoTyOku3.-tu' eibo-o oyobosu

this trade deficit-TOP OUr COUntry-OF COmPetitiveness-DAT jnfluence-ACC a#eCt

[REL=eikyo (induence), NOM=akajii (debcit), DAT=boso'yoku3, (COmPetZ'fiveness)]

The trade deBcit affcx:ts our competitiveness.

In some cases, therelation between an event-nounand its argumentis compressed
into a complex noun (or a complex noun phrase), such as "kouho (candidate) sen-
batsu (selection)", which means "candidate selection", and"dassou (deseTlion) hei
(soldier)", which means"armydeserter". So, weneed to evhcitly dehe whenan NP
in the context is treated as event-nouns.
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3.4. Specification of NAIST Text Corpus

Taking on the previous work described in Section 3.3 into account, our armotated
corpus caned N4IST Text CoTPuSCurrently contains three relations: (a) predicate-
argumentrelations, P) event-noun andits arguments,and (c) coreference relations
between two NPs which refer to the sameentity, i.e. m relations.

3.4.1 Annotating predicate-argument relations

For recogmizing predicates, armotators assign an expression to predicate by judging
whether or not theexpression is contained in the three parts-of-speech (verb, adjective
or noun+copula) based on thelexical entries in ipadic (AsaharaandMatsumoto,2003).

For armotating argumentsof a predicate, there are a variety of annotation layers:
surface cases adopted by Kyoto Corpus, thematic roles used in GDA andtheoriginal
speciacations based on thematic roles in PropBank. In comparison to these previous
work, what wewantto extract from texts is a set of argumentsfor anactiveformof
a given predicate as extracting pieces in informationextraction perspective. So, if a
predicate is used as a passive or causative formin thetext, weinterpret thepredicate as
a active form andannotateeach argumentof this active predicate. Note that it is unclear
what kinds of informationof predicates should be eliminatedfromsurface cases, we
currently annotatenominative,accusative anddative argumentsof each predicate.

For example, in Kyoto Corpus watashii (I), k-3. (he) andringok (aPPle) are an-
notated as the nominative,dative andaccusative respectively for the causative verb
tabe-saseru (make one eat). In NAIST Text Corpus, on the other hand,kare,. (he) and
ringok (aPPle) are annotatedas thenominativeanddative for the active verb "taberu
(eat)". Wealso add anadditional tag into the relationship between eat andwatashi,
because thereis no information between themin which the predicate eat is treated as
active voice.

(10) watashii-Wa kwe3.-ni ringok-O tabe-saseTu

fi-TOP he3.-DAT aPP(ek-ACC eat-CAUSATIVE

G makehim eat anapple.)
Kyoto Text Corpus: [REL=1abe-saseru (eat-cAUSAT.VE), NOM=watashii Oi), ACC=ringok (aPPlek),

DAT=kare3.(hej )]

NAlST Text Corpus: [REL=tabe-(,u) (eat-AC-E), NOM=kwe,,(he,,), ACC=n.ngok (aPPlek),

ADDmONALCASE=watashii Gi)]
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Table 3. 1. Comparison of armotatingFredicate-argument relations
C OIPuS label ran ge

PlOPB ank PSeudO th em aI2C lOle inIra

G D A .Iag=eJ COIPuS th em aIiC lOle inIe rI eXO

K yOIO l elI C OIPuS SurIaCe CaSe (inCluJlng alIern aIlOIS) inIr2 I inIerI eXO

A N Al ST T eXI C OIPuS SurIaCe CaSe (nOI 2nCluJlng al 1ern aIiOIS) inIra ! inle rI e20

intra: intra-sentential relations, inter: inter-sentential relations, exo: exophoricrela-
ftions

Acomparisonof thespecificationsis summarizedin Table 3. 1.

3.4.2 Annotatingevent-nounsand their arguments

The relations betweenevent-nounandits argumentis also annotatedbased on oblig-
atory surface cases such as ga (nominative), o (accusative) andni (dative) as well
as predicate-argumentrelations for verbs andadjectives. For a givennoun(or noun
phrase), humanannotatorsjudge whetheror not thenounrepresents aneventin the
context andif thenounis classified intoevent-noun,thensearch its argumentsfor that
event-noun.In sentence (1 1), for instance,amotatorshave to judge denwai(Phone)
as anevent-nounandthenannotatekarea(he) as nominativeargumentandwatashib aS
dativefor denwai,Since it is interpreted as the core wordin theevent"Hecalled to me".
In contrast, denwa3.is not anevent-nounbecausethatwordmeans"mycell-phone".

(11) kwea-karano denwai -n iyonLtO WataShib-Wa kare-no ie-n i wasuTuWaSi i

hea-ABL Phonei aCCOrding to fb-NOM his-oF home-LOC Ieave-pAST

Accordingto his phone call , I mightleave my cell-phonein his home.

Compoundnchnsrequire special treatment.Weapply the fo11owing steps to iden-
tify event-nounsfor annotations.

1. The semanticcompositionality test. lf the meamingof thecompoundnounis
clear from only themeaningof its composite words, it is considered composi:

tiona1.

2. Evaluationof constituents as event-nouns.If a compoundhas been judged se-
manticauycompositional by the compositionahty test, it is divided into con-
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stituents, andanyconstituents that areevent-nounsarearmotated.

Asanexample,thecompound"itaku keiyaku (consignment contract)" is found to pass
thetest andidentified as event-nouns andboth itaku andkeiyaku win be considered
for armotation. In contrast, "bransu kakumei (F,-ch Revolution)" does not pass the
compositionahty test.

3.4.3 Annotating coreference relations

The previous work for annotating coreference shows two choices, either theISA rela-
tions arejudged to be included in coreference relations in addition to the IRA relatiohs
or not. lf the ISA relations areincluded in coreference relations, the annotators have
to do complicated judges for a-otation by considering class inclusion, whetheror not
the concept of NPi includes the concept of NP,. for given all of the two (NPi, NP,.)
in the target text. For example,in text (12), the pair of generic noun toshokana (li-
braTy) and toshokanb maybe judged as coreferential because theconcept of toshokana
is equivalent to the concept of toshokanb. However,the pair of the two nouns, honi
(book) and hon3., mightnot be judged as coreferential, since honi (book) refers to the
concept "a set ofprinted pages that arefastened together in a cover so that you can
read them", while because it is modified by "toshokan no (library's)", hon,. refers to
theconcept "books located in thehbrary".

(12) toshokana-niwa honi-ga Oi-tealu

fibraTya-LOC booki-NOM PTace-ASPECT

There are books in the hbrary.

toshokanb-nO hon3.-Wa kan'ru-kotogadekiTu

Jibraryb-OF book3.-TOP borrow-cAN

Wecan borrow thebooks in the library.

Aswecanbeseenin the above examples,whethera pair oftwo generic nounsis coref-
eremialor not depends on thetheir contexts. It causes difRculty in judging coreference
relations 'of generic pouns. For this reason, we deals with only the IRA relations as
coreference in our specification, whereas the ISA relation is adopted in case of anno-
tating predicate-argument relations andtherelationship between event-nouns andtheir
arguments.

Aswedescribed in Section 3.3.1, in EDT ofACE, mentions andemitiesareclassi-
aed into somesorts of namedentity types such as pERSONandoRGANIZATION,thus
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Table 3.2. Difference of annotatingcoreference relations in previous work
C O IP u  S an n O Ia ti n g  Ia lg e t

G D A .Ia g g e d  C O IP u S IR A  an d  IS A

A C E  2 D T m  (ty P e S  an J  C la S Se S . I  e n tlti e S  ar e  re Stri C te d )

K y O IO  T el I  C O IP u S IR A  an J  IS A

N Al S T  T e X I  C O TP u S 12 A

Ih :  2d e n IIIy .. I.re Ie re n C e  an aP h . ra ･  I S A :  1d e n llfy I. IISe n S e  an aP h . r a .

he nounwhich is not classified into anytypescannot be related to othernounsas a
coreferencerelation evenif it canbe interpreted as coreferential.Tberefore,in thecur-
rent annotationprocess,namedentitytypesof nounsarenotrestricted andcoreference
relations in texts arenotrestricted as areannotatedaccording to thefonowingthree
criteria:

1. Ananaphoris annotatedonly whenit appears in thesyntactic head of thetarget
NP.

2. AnNPwhich explicitly appearsin the discourse is regardedas anantecedentfor
a given anaphor.

3. A genericnounis not treated as bothananaphorand anantecedent.

Acomparisonbetweenour specification andpreviousworkis shownin Table 3.2.

3.4.4 Statistics

According to thespecifications in Section 3.4.1 , Section 3.4.2 andSection 3.4.3, two
annotatorsworkedonthetask of annotatingpredicate-argumentand coreferencerela-
tions, taking an documentsin Kyoto Text Corpus version 3.0 (contaimig38,384 sen-
tences in 2,929 texts) as a targetcorpus. The numbersof annotatingpredicate-argument
relations areshownin Table 3.3. Each argumentis categorized into fivecases: (a) both
a predicate andits argumentappearin samephrases, (b) anargumentdepends on its
predicate or a predicate depends on its argument,(c) a predicate andits argumenthas
a intra-sentential zero-anaphorarelation, (d) a predicate andits argumenthas a inter-
sentential zero-anaphorarelation and (e) anargumentdoes not exphcitly appearin the
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Table 3.3. Statistics : annotating predicate-arguments relations
g a (n O mi n a ti V e l O (a C Cu Sati V el mi (J a I2Ve )

P le J IC a le S

10 6 I6 2 8

(a) Sa m e P h laSe 11 1 (0 ･0 0 2 1 6 0 (0 ･0 0 1 1 5 9 1 (0 ･0 21 )

O 21 J e pe n J e n C y

rela ti O n S

4 4 14 0 2 (0 ･4 1 9 1 2 5 I8 8 ! (0 ･8 2 5 1 18 !9 12 (0 ･81 9 )

lC 1 2 elO -an aP h O ri C

(in Ira .Se n Iemi al )

3 2 ,2 1 0 (0 ･2 0 5 1 5 16 2 5 (0 ･12 1) 114 11 (0 ･0 6 6 )

(J 1 2 erO lan aP h O ri C

11n Ie l. Sen Ien ti a l)

1 2 11 8 1 (0 ･12 4 ) 1,2 0 1 (0 ･0 2 0 1 5 4 2 (0 ･0 2 5 )

le l el O P h O ri C 1 5 I8 8 5 (0 ･15 0 1 9 6 (0 ･0 0 2 1 4 5 (0 ･0 0 2 )

tO Ial 10 5 I9 15 (1･0 0 0 1 4 2 !91 0 (1 ･0 0 0 ) 2 1 !5 0 1 (1 ･0 0 0 )

e V e n I-n O u n S

2 8 ,5 6 9

(a l Sam e P h ra S6 2 -1 9 5 (0 ･0 1 1 1 5 I5 1 4 (0 ･5 0 6 1 8 4 6 (0 ･4 2 6 )

(b ) J epe n J e n Cy

re lati O n S

4 ,2 2 2 (0 ･15 2 ) 2 I89 0 (0 ･2 6 2 1 2 9 8 1(0 ･15 4 )

(C 2 2e rO -an aP h O ri C

11n Ila- Sen ten ti al )

9 12 2 2 (0 ･2 2 4 1 1 ,6 4 5 (0 ･14 9 ) 5 8 6 (0 ･2 0 2 )

lJ ) 2e lO .a n aP h O ri C

(in IelI S en Ien ti al )

5 ,1 9 0 (0 ･1 8 2 1 8 5 4 (0 ･0 1 8 ) 2 0 1 (0 ･10 4 )

le l el OP h O ri C 7 I5 2 5 (0 ･2 64 1 4 2 (0 ･0 0 4 ) 10 (0 ･0 0 5 )

tO Ial 2 8 14 6 4 (1 ･0 0 0 ) 1 1,0 0 5 (1 ･0 0 0 I l ,9 4 1 (1 ･0 0 0 )

text (exophoric use). Table 3.3 shows that in annotation for predicates over 80% of
botho (accusative) andni (dadve) argumentswerearmotated as dependency relations,
while around 60% of ga (nominative) argument wasannotatedas zero-anaphoricre-
1ations. In comparison, in the case of event-nouns, o andni argumentsarelikely to
appearin samephrase of given event-nounsandabout 80% of ga argumenthas a zero-
anaphoricrelations with event-nouns.

10,53 1 entities (25,357 anaphors) areannotated as aJnOtated coreference relations.
Tbe number of coreference relations is quite smal1er thanthatof Kyoto Corpus, be-
cause them relations areonly cohsidered as coreferential in our specification, while
Kyoto Corpus contains the ISA relations as coreference relations.

Next, to evaluate theagreementbetween twohumanannotators,randomiyselected
30 articles were annotated by them. The annotationresults areevaluatedby calculating
reca11 andprecision inwhich one arnotation result is regarded as correct examplesand

30



Table 3.4. Agreement of annotating each relation
reC a ll P leC I Sl O n

P reJ =C a Ie 0 ･9 2 1 (80 6I81 51 0 ･9 4 4 (8 0 6I85 4 )

g a (n O mi 1 ati 1 e ) 0 ･8 2 2 (6 82I82 01 0 ･8 2 9 (6 8 2I82 4 )

0 (aC C u Sati V e ) 0 ･8 9 9 (22 9I26 6 ) 0 ･9 54 (2 2 9I24 5 )

n i (J a ti V e ) b ･1 2 4 (1Q 5 I14 5 1 ･ 0 ･8 9 0 (10 5Il18 )

eV e n l.n O u n 0 ･9 6 5 (24 1 I25 6 1 0 ･1 9 2 (2 4 1I2 12 )

g a ･ (1 0 mi n a ti V e ) 0 ･1 2 5 (19 1I2 60 11 ･0 ･1 4 2 (19 1I2 51 )

0 (a CC u Sa ti V e) 0 ･8 2 1 (8 6IlO4 ) 0 ･8 6 9 (86 I9 9 )

n l (J a ti V e ) 0 ･2 8 9 (1I18 1 0 ･5 8 2 (1I12)

C O re Ie len C e 0 ･8 12 (12 6I15 5) 0 ･8 12 (12 6 I15 5)

theotheras outputs of system. Note that argumentsof predicates andevent-nouns
are considered for calculation of recall andprecision only when predicates (event-
n.uns) areann.tatedby b.th ann.tat6rs. F.r evaluati.n.f corefirence relations, we

calculated recal1 andprecision based on MUCscore (Vi1ain et al., 1995). The results
of each relation areshownin Table 3.4. According to Table 3.4, wecan'see that most
annotatingworksweredone withconfidential quality except theminorities.However,
each armotation sti11 1eaves theroomfor improvement. In Section 3.5, we wi11 explain
theproblems of annotating each relation anddiscuss the futuredirections to solve
them.

3.5. Dif6culties in annotating task and future directions

ln this section, we explain the difBculties on the a-otating process of predicate-
argument,coreference andevent-nounsandits arguments in Japanese.After that, we
discuss thefuturedirections for them.

3.5.1 Dif6culty in annotating predicates

As predicates sometimeshas an ambiguityin the sense between a predicate anda
compoundfunctionalexpression which consists of morethanonewordincluding both
content words andfunctionalwords, it causes to the inconsistency ofjudging whether
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such candidatepredicate is a predicate or not. For this ambiguity,Tsuchiya et al. (2006)
built the database of these kinds of compound functional expressions. They reported
that theagreementratio between annotators for annotatingonlyfunctionalexpressions
becamehigher in their experiments. On theotherhand,in our experiments weachieved
not good performance as shownin Table 3.4 compared with Tuchiya's evaluation. It
maybe caused by difBculty in judging a candidate expression as a predicate or not by
considering its arguments.For instance,thecompoundfunctional expression "toshite"
has two ambiguities,"do"as content usage and"assignmentofsome meaning in one's
perspective" as functional usagS, and the annotatorjudges its meamingdepending on
its appearing context, however it is dif5cult to exactly classify such meaning.In order
to solve this problem, weareplmingto predefine the preferred interpretation of each
expressions. Webeheve that to present the definitions as clues wi11 help annotator's
work.

3.5.2 DifGculty in annotating event-nouns

h order to annotateevent-nouns,wehave to judge whetheror not a complex nouncan
be compositiona11y decomposed into its constituents. However,thecriteria for compo-
sitional decomposition between two annotatorsdoes not disagreed, thentheagreement
ratio shown in Table 3.4 has decreased. The ambiguitywhethera given expression is
anevent-nounor not also causes to the annotationproblem. The expressions such as
keiyaku (contract), kisei (regulation) andtoushi (investment) are interpreted as the di-
rect results of the event encoded in thenounas well as theevent itself depending onthe
context. For example,in sentence (13), we can interpret keiyaku (contract) as either
theevent-nounor theresult. nus, such cases also make the agreement ratio decrease.

(13) sono kaisha-wa ke(yaku-o kalj'os-ite liesus-areta jettoki-o henbakus-ita

that compaJly-TOP COntraCt-THEME dissolve Jeased )'et-THEME SUrrender-pAST

The companydissolved its contract andsurrendered its leased jet.

3.5.3 DifGculty in annotating argumentsof predicates/event-nouns

ln annotating argumentsof predicates andevent-nouns, a variety of case patterns
causes to the majority of annotationdisagreements. For example,thepredicate jiLsugen-
suru (realize) has two case pattems: "AGENT-ga(nominative) THEME-o(accusative)
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jitsugen-suru" and"THEME-gajitsugen-suru". If an argumentsof dds predicate are
omitted, wecan arLnOtate the nOminativecase of this predicate as either AGENTOr
THEMEbecause of the two interpretations above. Simi1arto dds problem, ambiguity
of interpretation about agentivity also causes to the ambiguityof argumentannota-
tions. In sentence (14), for example,thepredicate shibaru (bind) has two types of case
pattems shown in (15) if we kisoku- (rule) has a agentivity in dds context. To avoid
dhs problem, we wi11 decide which case pattem is preferable amongpatterns for the
convemienceof annotators ' works.

(14) kisoku-ga hitobito-o sibaTu
ruJe-NOM PeOP]e-ACC bind

ne rulebinds people.

(15) a. [REL = sibaru Qind), AGENT= kisoku (ru1e), THEME= hitobito (people)]

b. [REL = sibaTu Oind), AGENT= 4 (exophoric), THEME= hitobito (people), INSTRUMENT=

kisoku (ru1e)]

In addition to the above problem, a problem occurs whentherelationship between
a predicate and its argumentis omitted. Suppose the situation shown in Figure 3.2.
h case (a), since He is annotatedas the nominative argumentandJohn and He are
armotated as coreference relations, thus wecanalsoregardJohn as the nominative
argument. In case P), on theotherhand,two nouns, childTm andkids, arenot coref-
erential in the case that chiuren andkids are both generic nouns. Under thesituation,
wecannot infer the relationship between children andits predicate even if kids is
annotated as thenoHhative argumentof the predicate.

3.5.4 DifRculties in annotating coreference

ln the task of annotating coreference relations, westin had problems. Asoneof hose
problems, recogmizing the IM relation for given two NPs is the majority of annotating
problems, since it is so difBcult to judge whether or not two abstract nouns refer to the
sameentity. As we described in Section 3.4.3, it is undesirable to restrict the class
of theNP,for creating incomplete training instancesfor theNP which is not assigned
into any mention classes. However,as one of the future directions, we areplaming
to investigate howto improve the agreement by limiting theclasses of abstract nouns
whenannotatingthecoreference relations.
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(a) antecedent: specific

(b) antecedent: generic

Figure 3.2. Difference of annotation between specific andgeneric antecedent

3.6. Summary

ln this chapter, wereported thecurrent specification of our annotatedcorpus for coref-
erence resolution andpredicate-argument analysis. According to the discussion in
Section 3.4, wedecided to amotate predicate-argument relations by ISA relation, whereas
annotatingcoreference relations adopting IRA relation. Thking Kyoto Text Corpus ver-
sion 3.O as a target corpus, webuilt a large armotated corpus cal1ed N4IST TextColPuS.
Wealsoexaminedtherevelation &omtheannotatingprocess of our corpus, anddis-
cussed our futuredirections for refining the details of the specifications.

34



Chapter 4

Antecedent ldentification lnspired
from Centering Theory

4.1. Introduction

This chapter presents a methodthat incorporates contextual clues into machine learning-
based approaches to anaphoraresolution. Asdescribed in Chapter 2, in contrast with
rule-based approaches, such as (Bremanet a1., 1987; Lappin andLeass,1994; Bald-
win,1995; Nakaiwa andShirai, 1996; 0knmuraandTamura,1996; Mitkov, 1997), em-
pirical, or corf)us-based, approaches to this problem have shown to be a cost-ef5cient
solution achieving performancethat is comparable to the best perfomigru1e-based
systems (McCarthy andLelmert,1995; Ge et al., 1998; Soon et al., 2001; Ng and
Cardie, 2002a; Strube andMBner,2003; Lda et al., 2003; Yanget al., 2003). Qven this
background, one of the challenging issues we should explore next is to make a good
mamiagebetween theoretical hnguistic hdings and corpus-based empirical methods.

In this chapter, we report our attempt to enhance existing trainable coreference
resolution models by incorporating such theoretical findings as the features utilized
in Centering Theory. h Section 4.2, we discuss a sigmificantdrawback of Ng and
cardie's model andpropose two solutions: (a) imblementing the centering factors as

what wecal1 centeringfeatures, andQ) introducing a novel searching mode1, which
weca11 a toumamentmodel. Wethenreport theresults of our experiments onJapanese
zero-anaphoraresolution in Section 4.3 andconclude in Section 4.4.
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4.2. Incorporating of contextual cues

Asreviewed in Section 2.2.1, the search-based models such as (Soon et al., 2001; Ng
andCardie,2002a) have achieved theperformancecomparableto the best-perfoming
rule-basedsystem. However,the search-based models have a serious drawback. Al-
though Ng andCardie(2002a) attempted to employ several types of features in their
experiments (see Table 2.6 andTable 2.7), it should be pointed out that their model
does not capture animportantaspect of local context that has been proved useful for
coreference interpretation intheliterature of discourse analysis.Weelaborate dhs flaw
andpropose two solutions.

4.2.1 A Aaw of The baseline modeI

Consider the following two discourses:

(16) a. Marywentto see Jolmi..

b. Hei WaSPlaying basebal1.

(17) a. Tomi WenttO SeeJolm.

b. Hei tried to exp1ain what happened to him yesterday.

h (16), the subject of sentence P), He, refers to the object of sentence (a), John. In
(17), on the odler hand, it is not the case although HeandJohn fi1ls the samesyntacdc
role, respectively. Anexp1anationfor this difference derived from Centering Theory
canbe briefed as follows. h (17), Tomis chosen to be the prefemd antecedent of he
because:

(a) Tom,being the subject role a11er, is the preferred center (i.e. the highest ranked
entity of the forward looking centers) assigned in (a),

Q) Tomis thus most likely to be the backwardlooking center of P), and

(c) if so is Tom, it must be realized as a pronoun.
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In (16), on the other hand, MaTy,the Preferred center, violates the gender constraint
imposed by He, and therefore the second ranked emityJohn is interpreted as the an-
tecedent.
, The essence of the above explanation is that it is derived froma model that takes

into account thepreference between candidates. Whetheror not John is coreferent
depends on theappearanceof other entities, such as MaTyandTom,in its local con-
text. This crucial property of local coherence is, however, not properly captured in Ng
andCardie'smodel because it views antecedent detection as a set of candidate-wise
booleanclassification problerm.

4.2.2 Two solutions

Amongvarious possibilities one may think of as a solution to the problem argued
above, wehave empirically examinedtwonovel solutions.

Centering features

A stmightforwardsolution is to augment dle numberof features that implement local
contextual factors. For example,onemayintroduce a feature that indicates whetheror
not the antecedentcandidate in question is the present preferred center. This feature
canalsobe enhancedso that it canindicate whetheror not the candidate is ranked
thehighest amongtheforward-1ooking centers while satisfying gender andnumber
constraints. Such a feature would help the classification model to distinguish the two
Johns in theprevious examples.Note that thecomputationof such features requires the
useof additional devices, such as a list for storing forward-1ookingcenters, which has
never been used in previous trainable models. Werefer to such features as centering
featwes for capturing centering state transitions. The centering features weused in our
experiments will be presented in the next section.

The tournamentmodel

Recall that what wewantedin John's exampleswasa model that compares the first
John with its opponent MaTyand the second John with Tom.Our second solution is
to implement a pairwise comparisonbetween two candidates in reference to ANP as a
binary classification problem (i.e. which candidate wins) andto conduct a tournament
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to check against the candidate. A toumamentconsists of a series of matches in which
candidates compete with each other andtheonethat prevai1s through the final round is
dec1ared thewirmer, namely,identified as the antecedent.Wecan this newmode1the
toumamentmodel.

Observethe situation given in Figure 2.4 in Section 2.2.1 again, which we have
rei11ustrated here as Figure 4.1. Now, due to the coreference chains, we have five
candidates: NP1, NP4 (and its antecedent NP2), NP5 (NP3), NP7 (NP6) and NP8.

Let us first consider thetraining process. h thetournament,thecorrect antecedent
NP5 (NP3) muSt PreVai1over anyof the otherfour candidates. Wethus extract four
traimingexamplesfromthe present case as i11ustrated in the figure. The class right
denotes that the succeeding one of a given pair of candidates prevails against (i.e.
is more likely to be the antecedent than) thepreceding one. Likewise, the class leP
denotes that the preceding candidate prevai1s over the succeeding one. Finany, we
induce from a set of extracted traimingexamplesapair-wise classifier that classifies a
given feature vector into either right or lejt.

In the test phase, the model conducts a toumamentfor each given anaphor.In each
tournament,it processes the antecedentcandidates in theright-to-1eftorder. In the
first round, themodel consults the trained classifier to judge which of the right-most
(closest th ANP) two candidates is more likely to be the antecedent.Suppose anew
that wearetrying to resolve the problem inustrated in Figure 4.1. As shown in the
"test process" part of the figure, the first match is arrangedbetween theright-most two
candidates NP8andNP7.Here, weassumethatNP8WinSaSShownin the Bgure. Then,
each of the fonowing matches is arrangedin turn between the winner of the previous
match anda right-most newchanenger. h the case shown in the figure, the second
match is arranged betwecn thecurrent winner NP8andthe right-most newchanenger
NP5. If NP5 Wins, it is next matched against au next cha11enger NP4. This process
is repeated unti1 the left-most candidate participates. The model selects the candidate
that prevails through thehal round as the answer.

The introduction of the pairwise classification as above canincorporate the leam-
ing of centering factors, such as the expected center order; for example,the model
mayleamfromTomandJohn's example that the subject role fiuer is preferred to the
object role filler. The toumamentmodelcanalsoencode relational properties between
candidates into features. One may, for example,add a feature that indicates the rela-
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tive distancebetween a given candidate pair, expecting a tendency that thesucceeding
candidate is more likely to win whenthe relative distance between two candidates is
longer.

4.3. Experiments
weconducted anempirical evaluatibn of Japanese zero-anaphoraresolution. Japanese

is characterized by anextensive use of zero-pronouns, which behave hke pronouns in
English texts. Zero-anaphoraresolution has been receiving interest from anincreasing
numberofresearchers (Kameyama,1986; Nariyama, 2002; Nakaiwa andShirai, 1996;

Seki et al., 2002; YamamotoandSumita,1998).

4.3.1 Models

h theexperiments, wecomparethe toumamentmodel withthe fonowing two baseline
models. For the hst baseline mode1, wecreate a rule-basedmodel based on Nariyama
(2002)'s algoridm (see Section 2.1.1). Note that thealgorithm includes somefactors
which cannot be simulated computationa11y, so we implements the model according
to the fo11owing way:

1. ifthere exists a candidate antecedentthat satisaes thepattems shownin Figure 2.2,
retum thecandidate as anantecedent.

2. if the current SRL is not empty, returnthemost likely candidate in the SRL as
anantecedent.

3. otherwise; return NULL.

For the second baseline mode1, we employ Ng andCardie's search-based model as a
baseline mode1. By comparing these approaches with thetoumamentmodel, one can
measuretheef6ects of the comparisonbetween two candidates.
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4.3.2 Traimingand test sets

Weextracted training and test data sets from a corpus with GDA-tagged l newspaper
articles, which is annotated with anaphoric relation tags as well as various syntactic
andsemantictags. Tbe corpus contains over 25,000 sentences with roughly 20,000
anaphoricrelation tags annotated. In the experiment, weprehminari1yrestricted our
experiments for resolving subject zero-anaphors,2,155 instances in total, andcon-
ducted five-fold cross-validation on that data set.

4.3.3 Feature set

Weused five types of features as summarizedin Table 4.1: (i) grammatical, (ii)
semantic, (iii) positional, (iv) heuristic' and(v) centering features. The features of

types (i) to (iv) are deAned so as to simulate Ng andCardie's feature set, except the
following three features :

+ LoG-LIKE: indicates the 1argest value amongthelog-1ikelihood coef5cients (Dun-
ming,1993) of the pairs of a noun inthe coreference chain including the candi-
date andthepredicate of the anaphor.Those coef5cients arecalculated with
about ten mi1lionsof NouN-VERBpairs extracted from other corpora (Shim-
bunsha, 1990 2000; Shimbunsha, 1991 1999).

+ SELECT_REST: indicates whether or not a candidate satisAes selectional restric-
tions in Nihongo Goi Taikei (Japanese Lexicon) (Ikehara et al., 1997).

+ CHAINLENGTH:indicates the number of all the preceding nouns in the coref-
erence chain including the candidate.

Wealso introduce ANIMACYfeature as in Ng's feature set, because ananimate
noun tends to be salient. ANIMACYindicates whether or not the candidate is anan-
imate noun. A noun is regarded as animate if the noun is classiaed as PERSON or
ORGANIZATIONby a named entity tagger or thenoun is included in PERSON or OR-
GANIZATIONclass of Nihongo Goi Taikei (kehara et al., 1997).

1ne GDA(Global DocumentAmotationmasida, 2002)) tag set is designed to be a standardtag set
which allows machines to automatically recognize the semanticandpragmatic structures of documents.
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To define centering features, we adopted a Japanese anaphoraresolution model
proposed by Nariyama(2002) as the underlying theory. Nariyama'smethodis an
expansionof Kameyama'sworkon the application of Centering Tbeory to Japanese
anaphora(Kameyama,1986). Nariyamaexpanded the original forward-1ooking center
list into salience Reference List (SRL) in order to tke into account broader contextual

informationfrom preceding sentences. Analogousto corrmon centering models, in
SRL, discourse entities arestored in the salience order: TopIC (markedby wa-particle)
> SuBJ (ga) > I_OBJ (ni) > D_OBJ(o) > OTHERS.In the experiment, weintroduced
two features, SRL_ORDERandSRL_ORDER_CoMP,tOreAect the SRL-related contex-
tual factors. The dehtion of themis given in Table 4.1. Nariyama'smed10dis also
devised to deal with state transitions in complex sentences, which was original1y not
handled in Kameyama'smodel onJapanese. Wepartiany implemented this extension
as anotherfeature, GAREF, expecting the strong tendency of coreference that some
conj unctives convey.

In theexperiment, al1the features areautomatical1y computed withthehelp of the
fo11owing NLP systems: the Japanesemorphological analyzerChaSen (Matsumoto
et al., 2000), the Japanese dependency structure analyzer CaboCha (Kudo and Mat-
sumoto, 2002), andthenamedemitychunker Yanee(Yamadaet al., 2002).

4.3.4 Resdts

While Ng andCardieused theC4.5 decision tree induction system, weadopted Support
Vector Machines (Vapnik, 1998) for classifier induction because of their state-of-the-
art performanceandconsiderable generalization ability, which had been proven for
various NLP tasks.

The results areshownin Figure 4.2 andTable 4.2. Figure 4.2 shows the learning
curvesof each model by altering the traimingdata size, andTable 4.2 shows theresults
with al1 of the training instances. Table 4.2 shows theperformanceof each machine
leaming-based model is sigmiAcantly better thanNariyama's rule-basedmode1. In our
implementation of her algorithm, the candidates in the SRL arenot always ranked
exactly according to the sahent referent order list shown in Figure 2.1, because it is
dif5cult to computational1y separate global and local information amongthetopical-
ized subjects. Tbis leads to inaccurate antecedentselection.

In Figure4.2, we can see the positive effects for introducing the centering fea-
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tures by comparing the learning curves of BM+CF with BM,andTM+CFwithTM.
Likewise, thedifferences between BMand TMshowthat the introduction of the tour-
namentmodel sigmificantlyimproved theperformanceregardless of the size of traiming
data. It indicates that comparing between two candidate antecedentis more efBcient
for identifying antecedentthanthecandidate-wisecomparison.

Onecanalsointroduce the notion of decision confidence into thetoumamentmode1.
With a good confidence measure, one can effectively improve precision just by slightly
sacriacing recal1. In case of the tournament mode1, the likelihood (i.e. the degree of
confidence) that thedecision for a match is correct canbe heuristical1y estimated by,
for example,theabsolute value of the SVMclassifier's discrimination function for the
corresponding classiAcation problem. The likelihood that thewinnerof a toumament
is correct is then given by the confidence valueof the closest match the winner have
played. Given such a confidence measure, onecanobtain a recal1-precision curveby
moving the threshold of conBdence values. Working of this is shown in Figure4.3,
which presents therecal1-precision curveobtained by testing this hemistic measure.

4.4. Summary

ln this chapter, wepresented a trainable coreference resolution model that is designed
to incorporate contextual cues by meansof centering features anda tournament-based
searchalgorithm.These two improvements worked effectively in our experiments on
Japanesezero-anaphora resolution.
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beginrLiq of document

anaphor +

NPj: Candidate antecedent

Figure 4. 1. The tournamentmodel
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Table 4. 1. Feature Set
Feature types Feature names Descriptions
G ra mm a ti C al P O S T h e P a rI-O f-SP e e C h O f N 2 1 S u C h a S ･P r O P e r n O un ･ an J ･S a .

h e n n O u n l.

D E F IN II E Y lf N 2 1 1S ,SO re ･･ ･S O k O ,･ ,S O n O ･･ ･S O n n a ,･ e IC = e lS e N .

D E M O N S I R A I IV E Y 2f N 2 1 1S ･k O r e ･･ ･S O k O ･ ･ ･a n O ･･ ･a S O k O ･ ･ e IC = e lS e N .

P A R I IC I E T h e C a S e m a rk e l a IIa C h e J IO N 2 1 Su C h a S ･W a ･･ ･g a ･ an d

'0 1.

S e m an IIC N E N am e J e n ti ty C la S S O f N 2 1 = P E R S O N ･ O R G A N I2 A I IO N .

L O C A I IO N , A R T IF A C l ･ D A I E ･ 1 IM E ･ M O N E l ･ P E R .

C E N l O r N IA .

E D R n U M A N Y lf N P l h a S th e h u m a n a IIri b u Ie O f E D R J IC ti O n ar y = e lSe

N .

S E I E C l l E S T C 2f N 2 1.1 N P P a lr Sa ti S fi e S th e S e leC ti O n a l r e S Iri C ti O n = e lSe

1.

L O G I I K E F 2V e d e g re e O I th e lO g Illk e C O e a C le n I O f th e N P l-1 N P

P ai r .

A N IM A C Y Y lf N P l h a S th e P E ･R S O N O r O R G A N I2 A I IO N C la SS = e lSe

N .

A ～IM A C l . C O M P * N P l lI N 2 1 h a S A N IM A C l fe a Iu r e an J N 2 2 J O e Sn ･I= e lSe

N P 2 1f th e O P P O SIIe re la d O n .

P O S lti O n al S E N I N U M A N P D IS Ian C e b e IW e e n N 2 1 an J J N 2 1n Ie rm S O I Se n Ie n C e S .

S E N I N U M IN P S * D IS Ian C e b e IW e e n N 2 1 an J N 2 2 2n Ie lm S O I S e n Ie n C e S .

D E P IM A IN Y lf N P I J e P e n J S O n th e m ai n C la u S e = e lS e N .

E M B E D D E D Y lf N P l lO C a Ie S in an e m b e J J e J C la u S e = e lSe N .

B E G IN ～IN G Y II N 2 1 10 C a Ie S 2n th e b e gi n n 2n g O f th e Se n Ie n C e ･, e lSe N .

H e u ri S ti C C H A IN I E N G I H L e n g th O f a C O h e S21 e C h ai n O f N 2 i

C e n Ie l ln g S R l -O R D E R 1 1 h e P ri 0 ri ty r a n k O f N 2 1 2n 2 R L .

S R l .O R D E R IC O M P * N 2 1 1f N 2 1 2S h lg h e r･r an k e J th an ～ P 2 1n S R ･･ e lSe N P 2

G A I E F Y II N 2 1 2S th e S u b le C I O f a S u b O rJ ln a Ie C la u S e O f a P a rtlC -

u le r C O n l u n C ti V e ty P e an J I N 2 1S th e Su b le C I O f lIS m a Iri X

C la u Se = e lS e N .

ANPis ananaphor,andNPiE(1,2l is anantecedentcandidate. The feature set contains relational and
non-relational features. Non-relational features test some property p of NPi under consideration and
take on a value of YES Or No depending on whetherP holds. Relational features test whether some
propertyP holds for the NP1-NP20rNP2-ANPpair under consideradon andindicates whether thepair
is CoMPATIBLEOrINCOMPATIBLEw.r.t. P; a value of NoT AppLICABLEis used when property P does
not apply. Features with anasterisk areused only in the toumamentmodel.
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Table 4.2. Tbe result with al1of the traimingexamples
M O J el A CC uraCy

N ari y am a (2 00 2 ) ,S ru 1e.b aSed m OJ el 4 5 ･6 % (12 69 I2 1 8 1)

N g an J C ar d ie (20 02 al,S m O del (2 M ) 65 ･1 % (1821 I2 1 8 1)

B M W 2th Cen Ieri n g IeaIure S 69 ･0 % (19 18I2 1 8 1)

Th e l. urn am en I m .1el (T M ) 74 ･2 % (2 06 5I2 1 8 1)

TM W lth Cenleri n g IeaIu reS 7 5･1% (2 08 9I21 8 1)
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Figure 4.2. Learningcurves
Nariyama:Nariyama'srule-basedmodel, BM: Ng andCardie 's mode1,BM+CF:BMusing centering
features TM: Tournamentmodel,and TM+CF:TMusing centering features
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Chabter 5

Antecedent ldentification Followed by
Ahaphoricity Determination

5.1. Introduction

Anaphoraresolution canbe decomposed into two subtasks: anaphoricity determina-
tion and antecedent identlPcation. Anaphoricity determinationis the task of classify-
ing whether a given noun phrase (NP) is anaphoric or non-anaphoric. Here wesay an
NP is anaphoricif it has anyantecedent(i.e. NP(s) that areanaphoricwith it) in the
context preceding it in the discourse, andnon-anaphoricotherwise. The second task,
antecedentidentification, is identification of the antecedent(s) of a given anaphoricNP.

Early corpus-based work on anaphoraresolution does not address anaphoricity
determination; it assumes that the anaphoraresolution system knowsa priori al1 the
anaphoricnounphrases. However,this problem has recently been given anincreasing
amountof attention (BeanandRiloff, 1999; Ng and Cardie, 2002b; Uryupina, 2003;
Ng, 2004; Poesio et al., 2004) because:

+ detemininganaphoricity is not a trivial problem even in languages such as En-
glish andFrench, where deAnite articles can be used as clues (Ng and Cardie,
2002b), and

. theoveran performanceof anaphoraresolution crucial1ydepends on the accu-
racy of anaphoricitydetermination.
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Obviously, theproblem of anaphoricitydeternhation is even morecritical in the case
of languages, such as Japanese,which do not have such clues as defimite articles.

Previous efforts to tackle this problem have provided the following findings:

' One of the usefu1 clues for deteminingthe anaphoricity of a given NP canbe
obtained by searching for anantecedent. lf anappropriate candidate for the
antecedentis found in the preceding context of the discourse, theNP is likely to
be anaphoric(Soon et al., 2001; Ng andCardie,2002a).

+ Anaphoricitydeteminationcan be effectively carried out by a binary classifier
thatleamsinstancesof non-anaphoricNPsas wen as thoseof anaphoricNPs (Ng
andCardie, 2002b; Ng, 2004).

Aswediscuss in the next section, previous approaches to anaphora resolution (Ng
and Cardie, 2002a; Ng and Cardie, 2002b; hda et al., 2003) make use of a range

of cues, but none of the previous models effectively combines from three previous
approaches shown in Section 5.2. This leaves sigmificant room for improvement in
anaphora resolution.

In this chapter, wepropose a machine leaming-basedmodel that effectively com-
bines the sources of evidence used in existing models, while overconhg their draw-
backs. Weshowthe effectiveness of our approach through experiments on Japanese
anaphoraresolution comparing previous machine leaming-basedapproaches including
Ng and Cardie (2002a)'s search-based approach andNg (2004)'s classification-then-
search approach.

The rest of the chapter is orgamized as fo11ows. In Section 5.2, wereview previous
machine leaming-based approaches to anaphoraresolution. Section 5.3 describes how
the proposed model combines effectively advantagesof each previous approach. We
thenreport the results of our experiments on Japanese noun phrases anaphoraresolu-
tion in Section 5.4 and conclude in Section 5.5.

5.2. Previous appro?ches

As reviewed in Section 2.2, previous leaming-based methodsfor anaphora resolution
canbeclassified into two approaches: the sewch-based appTVaChand the classlfcation-
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based appTlOaCh. We discuss their advantages anddisadvantages below (see Table 5. 1
for summary).

5.2.1 Search-based model

Asdescribed in Section 2.2. 1, the search-based approaches have anadvantage to deal
with thebroad contextual information.A flawof this approach, on theotherhand,is
that models are not designed to learn non-anaphoriccases directly in thetraining phase.
Asanexample,1et us take a closer look at Soon et al}s model (see Figure 2.4). For
training, their model creates a positive instance from ananaphoricNP paired with its
closest antecedent(NP5-ANP) andanegative instancefromeach of the intervemingNPs
paired with the anaphor(NP6-ANP,NP7-ANPand NP8-ANP).Note that no training
instanceis derived from non-anaphoricNPs. Tbis drawback is shared also by other
search-based models including (Ng andCardie, 2002a; Yanget al., 2003). As we
show inSection 5.4, this maywe11significantly degrade performance.

Anotherdrawback ofthe approach is that it may suffer also from highly imbalanced
distributions of positive andnegative instances.Tbe aforementioned methodof gener-
ating traiminginstances tends to generate much morenegative instances thanpositive
ones. For example,in theexperiments described in Section 5.4, the ratio of the positive
instancesto the negative instances is l to 22. The model requires proper selection of
training instances (Ng andCardie,2002c). However,it is not a trivial problem.

5.2.2 Classification-then-search model

Asreported in Ng and Cardie (2002b) and also in Section 5.4 of this chapter, this
model sigmificantly outperformsthe search-based model. However, it sti11 has several
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Table 5.2. Partial feature list relevant to the larger context informationused in Ng and
Cardie [2002b]'s mode1.
F e aIur e  l l pe F e  a Iu l e D  e  S C ri P I lO n

L e X I C  a l S T R I M A I C H Y  2f  th e r e  e l lS IS  an  N P  N 2 1･  P l e C e d in g  N 2 2･  S u C h  th a t.

a f te r  d iS C ar d in g  d e t e mi e r S ･  N P i  an d  N P 3･  ar e  th e

S am e  S I ri 1 g =  e l S e  N .

H E A D R A I C H Y  II  th e l e  e l l S I S  a n  N P  N 2 1  P l e C e d i n g  N 2 1  S u C h  th a t

N 2 i  an J  N 2 1  h a V e  th e  S am e  h e a J =  e lS e  N .

S  e m an I 2C A I I A S Y  l  th e r e  e X 2 S IS  an  N P  N P I  P r e C e d in g  N 2 2･  S u C h  th a t

N 2 1  an d  N 2 2･  ar e  a li a S e S =  e lS e  N .

S U B C I A S S Y  II  th e l e  e X IS I S  an  N P  N 2 1  P r e C e J ln g  N P l･  S u C h  th a t

N 2 1  a n d  N 2 1･  h a V e  a n  a n C e S I O r I J e S C e n J a l I  r e la I20 n l

S h lP  ln  W O l d N e I l  e lS e  N .

NPiandNP3-indicatea candidateanaphorandacandidateantecedentrespectively.

drawbacksandroomfor improvement.
First, Ng and Cardie(2002b) reports thattheperformanceof the anaphoricityde-

teminationcomponentis so low thatapplying it would not improvetheperformance
of the overall task unless it incorporated features thateffectivelycapture contextual
information(see Table 5.2). Tbis indicates thatit is crucia11yimportant in anaphoricity
detemhation to knowwhetherornot thepreceding context of thediscourse contains
NPs thatare likely to be the antecedent of a current targetNP.Wesuchfeaturesas
in Table 5.2 appear to be usefu1clues for this reason,theyappearto be ratherad hoc
andonlyprovide an extremelyrough summaryof the context.

Second, in theclassification-then-searchmode1,not onlytheanaphoricityclassifier
but also theantecedentidentification componenttakes chargeof anaphoricity detemi-
nation.This rather unclear wayof division of labor constrainsthe range of algorithms
thatcanbeusedfor antecedentidentification. The modelcarmotemploysuch a model
as, for example,thetournamentmodel,which wereviewbelow.

Third, as long as it employs such analgorithmas Ng and Cardie(2002a) for the
antecedentidentiacation subtask, the model inherits thedrawbacksof thealgorithm;
inparticular,it is importantto note theproblemof imbalanceddistribution of positive
andnegativetraining instances.
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5.2.3 Tournament model

For thetask of antecedent identiacation alone, it is worthrefemingto a model caned the
toumamentmodel proposed in Chapter 4. The model conducts a tournamentconsisting
of a series of matches in which candidate antecedents compete with each other for a
given anaphor.In the tournanent,it processes the candidate antecedents in the right-
to-1eR order. In the first round, the model consults a trained classifier to judge which
of the right-most two candidates is more likely to be the antecedentfor the anaphor.
The winner thenplays a match with the third right-most candidate. Likewise, each of
thefonowing matches is arrangedin turnbetween thecurrent winner and a right-most
newchal1enger until the left-most candidate antecedent. The model selects the wimer
of tournament.

Tbis model has several advantagesover such previous antecedent identification
models as reviewed in Section 2.2.1. First, it canincorporate the leamingof some
of centering factors, such as the expected center order, proposed in Centering The-
ory (Grosz et al., 1995). Second, unlike theprevious models, thetask of the classifier
is to determine which of a pair of candidates is more likely to be the antecedent. Tbis
wayof task decomposition inherently avoid theproblem of imbalanceddistributions of
positive and negative instanceswhich such a model as Soon et al. (2001) andNg and
Cardie (2002a, 2002b) would suffer from. Due to these advantages,Iida et al. (2003)
report that thetournamentmodel outperforms the Ng andCardie (2002a)'s model in
Japanesezero-anaphora resolution.

Despite these advantages, however, the tournamentmodel has a strict limitation;
namely, it is not capable of anaphoricity determination because it always select a can-
didate antecedentfor a given NP whethertheNP is anaphoric or not.

5.3. Selection-then-classiAcation approach

This section discusses howto design ananaphoraresolution model that inherits a11 the
advantagesof the previous models reviewed in the last section.

Weexplore an alternative way of incorporating contextual clues into anaphoricity
determination. One waythat has not yet been examinedbefore is to implement an
anaphoraresolution process that reverses the steps of the classiacation-then-search
mode1. Assumingthat wehave an antecedent identification mode1 andananaphoricity
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Function Sdect-Antecedent-by-Tournament ( Ana: candidate anaphor,
C: set of candidate antecedents )

SC := sorLbyleVerCeLOrder_of_ appearanceC;

MaxAnt := SC1; // the right-most candidate in SC
SC:=SCt SC1;
fori-2,...,ndo

// select which candidate is anaphoric with Ana
Scwe:= compare_antecedenthood( Ana, SCi, MaxAnt );
ifScore > Othen

MaxAnt := SCi;

end
end
returnMaxAnt;

end

Figure 5.1. The toumamentmodel

classification model, the newmodel processes each target noun phrase ( TNP) in a given
text in two steps (see Figure 5.7):

1. Select the mqst likely candidate antecedent CA (NP2 in Figure 5.7) for 2NP us-
ing anantecedentidentification model.

2. Classify INP paired with CA as either anaphoric or non-anaphoric using an
anaphoricity classification model. lf pair CA-mPis classified as anaphoric, CA
is identified as the antecedent of 7NP; otherwise, TNP is judged non-anaphoric.

To bring the contrast with the classification-then-search model, we cal1 this model the
selection-then-classljcation model.

Toimplement this newmode1,weextend a anaphoricity determination component
designed in the classiacation-based approach so that the model detemineswhether
a given NP paired withits most likely candidate antecedentis anaphoric or not. For
traimingtheclassifier, we create a positive (anaphoric) and negative (non-anaphoric)
training sets in the fo11owingway:

(i) For each NP appearing in the training corpus, we add the pair of the NP and
its corresponding antecedentto the positive (anaphoric) training set if the NP is

52



I

Figure 5.2. Process of NP-anaphoraresolution.

anaphoric.This is i11ustrated in theupper part of Figure 5.3, where ananaphoric
nounphrase ANPpaired with its antecedentNP4is added to the set of anaphoric
instances.

(ii) lf the NP is non-anaphoric,wefirst use theantecedent identification mode1 that
weemploy in the antecedentidentification step to select the most likely candi-
date antecedentfor the NP,which we ca11 the pseudo-antecedent of the NP.We
then add the pair of the NP andits pseudo-antecedent to the negative training
set. In the case of Figure 5.3 (the lower part of the figure), where we have a
non-anaphoricnounphrase (NANP), we first select its most likely candidate an-
tecedent NP3 from candidate antecedents NPl through NP5, andthen add the
pair NP3-N4NPto thenon-anaphorictraiming set.

Provided ananaphoricand non-anaphoric traiming sets, we canuse a wide rangeof
classiaer induction algorithms.

The newmodel mightnot look strongly different from such previousmodels as the
classification-then-search model. However,the model in fact effectively combines the
advantagesof an theprevious models wereviewed in Section 2.2. 1.

First, the newmodel inherits the advantage of the search-based model. It deter-
minestheanaphoricity of a given NP taking into account theinformationof its most
likely candidate antecedent. The candidate antecedent selected in the first step can
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Figure 5.3. Traimingdata couection for theanaphoricitydetemhation mode1.

be expected to provide contextual informationusefu1for anaphoricitydetemhation;
if the best candidate does not appear to be the real antecedentof the target NP, it is
unlikely that the targetNP has anyantecedent in the discourse. In this respect, the pro-
posed model makes better use of contextual clues than the classification-then-search
mode1, which accesses to contextual informationonlythrough ad hoc string-based fea-
tures.

Second, theproposed model uses non-anaphoricinstancestogether withanaphoric
instancesto induce ananaphoricity classifier, which is animportantadvantageinher-
ited from the classiacation-then-search mode1.

Tbird, in the proposed mode1, the division of labor between the two components is
clearer thanthat in the selection-then-classiAcation mode1. The antecedentidentiaca-
tion component always selects a candidate antecedentfor a given NP (i.e. candidate
anaphor)whetherthe NP is anaphoricor not. This way of task decomposition a11ows us
to employ the tournamentmodel in antecedent identification (see Figure 5.4). Recal1
thatin theclassification-then-search model, theanaphoricitydeteminationcomponent
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Function Select-Antecedent-and-CIassify-Anaphor ( Ana: candidate anaphor,
C: set of candidate antecedents )

MaxAnt :=Select-Antecedent-by-Tournament ( Ana, C );
//judge whether or not Ana is anaphoric with Ma-Ant
Scofle := Classifier-anaphoricity ( Ana, Max-Ant);
if( Score > Oana) then

returnMarAnt;
else

returnNULL,;
end

end
Oanais a global variable that indicates a global threshold parameterof annaphoricity.

Figure 5.4. The slection-then-classification model

is not reliable enough to entirely free the antecedentidentification component from the
charge of anaphoricity determination. This deficiency prohibits the model &omincor-
porating the toumamentmodel. Aswereport in Section 5.4.4, this gives a sigmificant
advantageto thenewmodel.

5.4. Experiments on NP-anaphora resolution

Weconducted anempiricalevaluation of our methodby applying it to Japanesenews-
paper articles. h theexperiments,wecomparedthree models: thesearch-basedmodel,
theclassification-then-search model andtheselection-then-classification mode1.

5.4.1 Models

For the search-based model, we created a model designed to simulate the model de-
scribed in (Ng and Cardie, 2002a). Pseudocode describing the model is given in
Figure 2.3 (see Section 2.2. 1). We employed Support Vector Machines (Vapnik, 1998)

for leamingand used thedistance between an input feature vector andthe hyperplane
as the score for classiacation.

For the classification-then-search model, wecreated a model based on the pseu-
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docode given in Figure 2.5 (see Section 2.2.2). In these experiments, instead ofprepar-
ing the development data for the estimation of two thresholds, weevaluated theperfor-
manceby fine-tuning thesethresholds by hand.In addition to the original classiacation-
then-search mode1, wealso implemented the model using thetoumamentmodel for the
antecedent identiacation model instead of the search-based model. Tbus, wecanin-
vestigate whetheror not the toumamentmodel improves theclassiBcation-then-search
mode1.

Regarding the selection-then-classification model, weimplemented themodel based
on the process in Figure 5.4.

In addition to the original selection-then-classification mode1, wealso implemented
a model using the search-based model for the antecedentidentification model instead
of the tournamentmode1. Thus, we can evaluate the effectiveness of the tournament
model itself by comparing thetwo selection-then-classification models.

Like the search-based model, theclassification-then-search model andtheselection-
then-classification model also used SVMs for both antecedentidentification andanaphoric-
ity classification.

5.4.2 Traiming and test instances

Wecreated a coreference-tagged corpus consisting of 90 newspaper articles (1,104
sentences). The corpus contained 884 anaphoricNPs and6,591 non-anaphoric NPs
(7,475 NPs in total), each anaphoricNP being armotated with informationindicating
its antecedent.For each experiment, weconducted ten-fold cross-vahdation over 7,475
nounphrases so that the set of the nounphrases from a single text was not divided into
thetraiming andtest sets.

5.4.3 Feature sets

Weused the fo11owing ave types of features:

. ANA:Features designed to capture thelexica1, syntactic, semantic and positional
informationof a target noun phrase (i.e. a candidate anaphor)

. ANT: Features designed to capture thelexical, syntactic, semantic andpositional
informationof a candidate antecedent
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Table 5.3. Features used in each mode1
S M C S M S C M

An IeCeJent An aPh OriC2ty
i dentifi CaIlOn deIem h a12 0n

A ～A J J

J

J J

AN T J J J

AN l -1 N T
AN TI E T

A N T-1 N T

J J

J

J

SM: the search-basedmodel, CSM: the classification-then-search mode1, andSCM:

the selection-then-classificationmode1.

+ AN4-ANT:Features designed to capture therelation betweenthecandidatean-
tecedent andthetargetNP (e.g., the distance,semanticcompatibility between
the two)

+ ANT-ANT:Features designed to capture therelationbetweentwocandidatean-
tecedents (e.g. thedistancebetweenthe two)

+ ANT3ET:Features designed to capture therelation betweenthe set of thecan-
didate antecedentsin the preceding context andthetargetNP (e.g., thebinary
feature that a target NP and an candidate antecedent in thepreceding context
contain thesamestring)

The features of the types AN4,ANTandAN4-ANTcoverthe feature set thatNg and
Cardie(2002a) used in their search-basedmodel. On theotherhand,theANT-ANT
type of features werethose that cannotbe used in thesearch-basedmodelbut onlyin
thetournamentmodelbecausethesearch-basedmodelrefers onlyto a single candidate
antecedent at thetime of classification. The ANT3ETtypeof features is based on the
feature set in Ng and Cardie's work(Ng and Cardie,2002b). Table 5.3 summarizes
which types of features wereused for each mode1.Table 5.4, Table 5.5 and Table 5.6
present thedetails of thefeature set.

In the experiment,au thefeatures wereautomatically computedwiththe help
of publicly available NLP tools, the JapanesemorphologicalanalyzerChaSen(Mat-
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Figure5.5. Recall-precision curvesin NP-anaphoraresolution
SM: the search-based mode1, CSM: the classiacation-then-search mode1, SCM_SM:
the selection-then-classification model using the search-based model, andSCM_TM:
theselection-then-classification model using the tournamentmodel.

sumoto et al., 2000) and the Japanese dependency structure analyzerCaboCha (Kudo
andMatsumoto, 2002), which also performednamed-entity chunking.

5.4.4 Results

Tocomparethe performanceofthe three models on thetask of anaphoraresolution, we
plot a reca11-precision curvefor each model as shown in Figure 5.5 by altering duesh-
old parameterCana(andOantin the case of the classification-then-search model using
the search-basedmode1 (CSM-SM)), where reca11 R andprecision P are calculated
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by:

# of detected anaphoricrelations correctly
# of anaphoricNPs

# of detected anaphoricrelations correctly
# of NPs classiaed as anaphoric

Note that the curvesof the classification-then-search model using the search-based
mode1 (CSM3M) areplotted by altering two threshold parametersOanaandOant.Tbe
curvesindicate the upperbound of the performanceof CSM_SMbecause in practical
settings, these twoparameterswould have to be trained beforehand.

For the SCMalgorithm, weimplemented two models. One model employed SM
for antecedentidentification (SCMISM) and the otheremployed the tournamentmode1
(SCM_TM).

The comparisonbetween thesearch-based model andtheclassification-then-search
model supports Ng andCardie (2002b)'s c1aim that incorporating the anaphoricity
classification process into the search-based model canimprovethe performanceif the
threshold parameters are appropriately selected.

By comparingthe selection-then-classification model using thesearch-based model
(SCM_SM) with the classification-then-search model using the search-based model
(CSM_SM), onecanmeasuretheeffects of using the mostlikely antecedentwhile pre-
servingtheadvantageof referring to the non-anaphoricinformation.The performance
of the SCM_SMapproached theupper bound of theperformanceof theCSM_SM.Re-
ca11 that theCSM_SMalgorithmrequires the two inter-dependent threshold parameters
to be trained beforehand while the proposed model need to tune only one parameter.
Weconsider it as an importantadvantageof theproposed mode1. Tbis advantage comes
from thedesign of the proposed model, where the model makes use of anaphoric/non-
anaphorictraiminginstancesas we11 as contextual clues given by most likely candidate
antecedents simultaneously in the anaphoricity determination phase.

The results also indicate that even if the parametersfor CSM-SMareoptimally
tuned, the proposed model significantly outperformsit when it employs the tournament
model for antecedent identiacation (i.e. SCM_TM). The performanceof the search-
based mode1 (SM) andthe tournamentmodel (TM) for antecedent identification alone
is compared in Table 5.7. Tbe table shows that TM outperformsSM by 2.5 points
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Figure 5.6. Changeof recan-precision curvesinNP-anaphoraresolution

in accuracy. This difference is clearly reflected in the difference between SCM-TM
andtheSCM_SM.Tus is also animportant advantageof the proposed model because
previous model such as Ng (2004) cannot employ the toumamentmodel as we noted
in Section 2.2.2.

By comparing the selection-then-classification model using thetoumamentmode1
(SCM_TM) with theclassification-then-search model using thetoumamentmode1(CSM _TM),
wecanseewhetheror not the toumamentmodel improves theCSM_TM.The results
show that even if the toumamentmodel is incorporated into the classification-then-
search model, theSCM_TMsti11 outperforms it.

Next, weevaluatethe change in the performancefor the different traiming data size
on antecedentidentification task, which is shown in Table 5.8. The results indicate
that increasing training data size has little effect on antecedentidentiacation. Wealso
evaluate the transition of each recal1-precision curveas shown in Figure 5.6 by alter-
ing training data size in NP-anaphoraresolution including anaphoricitydetemination.
Figure 5.6 shows that the performanceis clearly improved by increasing data size and
it may lead us to furtherimprovement if the additional training instances are avai1able
for learning the anaphoricity deteminationmode1.
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Figure 5.7. Distribution of anaphoricity detemination score without correct an-
tecedents.

Finally, we examinethebehavior of our anaphoricity deteminationmodel. At
thesecond step in the selection-then-classification model, in order to see which clue
is more important, local context informationsuch as contextual informationaround
thetarget anaphoror preceding context informationsuch as most hely antecedents,
themodel detemiesanaphoricityafter elinhating correct antecedents for a given
anaphor.In this experiment, if the model judges aninput exampleas anaphoric,1ocal
context informationis more importantthan preceding context information;otherwise
preceding context informationis preferable to local context information. Figure 5.7
illustrates the distribution of digitized values of theanaphoricitydeteminationmodel.
Note that thepositive value supports that a candidate anaphor is anaphoricratherthan
non-anaphoric.Figure 5.7 shows that the peak of distribution is near-1, that is, it
indicates that our model deteminesanaphoricity by utilizing preceding context infor-
mation as important clues rather than local context information.
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5.4.5 Discussion

According to our error analysis, a majority of errors arecaused by the dif5cu1ty of
judging the semanticcompatibility between a candidate anaphor and candidate an-
tecedent. For example,the lexical resources weemployed in the experiments did not
contain gender information;the model did not knowthat "ani (elder brother)" was se-
manticallyincompatible with "kanojo (she)" andthuscould not be anantecedentof
it. Tus raises aninteresting issue, namelyhowto develop a lexical resource which
includes a broad range of semantical1ycompatible relations between nouns; for exam-
ple, the model needs to knowthat Russia can be anantecedentof Russian govemment,
butpTleSident is not compatible with yesteTlday. One of our future directions should aim
at this issue.

There is also sti11 room for improvement in the architecture of theproposed mode1.
The model could makebetter use of the semantic informationof candidate antecedents
if it refemd also to ancestors of coreference chains. For example, if a named-entity
expression is referred to by such a word as "dousha (the/this company)"in thepreced-
ing context, wecanemichthecoreference-chain informationabout by combimingthe
relevant informationffom each noun phrase. nds line of refinement will also lead us
to explore methodsto searchfor a global1y optimal solution to a set of anaphorares-
olution problems for a given text, as discussed by McCal1umand Weher (McCal1um
andWe11ner, 2003).

5.5. Summary

ln this chapter, wereported that our selection-then-classification approach to anaphora
resolution improves theperformanceof the previous leaming-basedmodels by com-
bining their advantages,while overcomingtheir drawbacks. It does so in thefo11owing
two respects:

(i) our model uses non-anaphoricinstancestogether withanaphoricinstances to in-
duce ananaphoricityclassifier, ret&g theadvantage inherited from theclassification-

based approach and

(ii) our model deteminestheanaphoricityof a given NP taking the informationof its
most likely candidate antecedent into account. Our argumenthas been supported
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by empirical evidence obtained from our experiment on JapaneseNP-anaphora
resolution.

Analogousto NP-anaphora resolution, zero-anaphoraresolution also deals withthe
issue of anaphoricity detemination.Motivated by this parallelism between NPs and
zero-anaphora, in futurework, wewantto attempt anaphoricity deteminationfor zero
pronouns using the selection-then-classification approach proposed here.
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Table 5.4. Feature set used iq our experiments(1/3).
F eaIur e l y P e F e aIu re D e SCri P ti O n

Le X IC al B F.C O M B I T C Om b 2n aIlOn O f IW O Ch araCIerS O f ri gh I-m O SI m OrI

P h em e in 1 N 2 an J N 2 1.

D O U IM A I C H I T 1 2I A N P C On Iai n S th e W OrJ "d O u (i･e ･ Sam e)" an d

th e SIri n g O f N 2 1 m aICh eS th e A ～P eXCeP I fOr th e

W OIJ "d O u "= 0th erW 2Se O .

D O U JM A I C H J E I T S 1 1I aJI N 2 1 P leX=eJ ln g J N 2 el lSIS Su Ch th aI I N P

CO n Iai n S th e W OrJ "d O u (i･e･ Sam el" an J th e SIri n g

O I N 2 1 m aICh e S th e A N P el CeP I fOr th e W Ord

"d O u" = 0th erW ISe O .

FIR Sl l E R S O N M AI C H I T 1 1fJ N P an d N 2 1 are ClaSS2B eJ aS ･T erSO n " n am ed

en ti Iy ClaSS an J I N 2 an d N P I Sh ar e th e Sam e

SIri n g l O th erW 2Se O .

FIR SI J E R S O N LM A T C H I E I T S 1 1f an N 2 1 P reCe Jln 2 1 N P e llSIS Su Ch th aI A N P

an d N 2 i ar e ClaSS26 eJ aS ･T erSO n " n am eJ en ti ty

C laSS an J A N P an J N P i Sh ale th e Sam e SIri n g = 0th .

erW ISe O .

F U l l m A I C H I T 1 2I I N 2 an d N 2 i Sh are th e Sam e SIri n g = 0th erW ISe

〇.

FU lllM A I C H J E I T S 1 2f an N P I P reCed 2n g l N 2 el lSIS Su Ch th aI I N P

W d N 2 i Sh are th e Sam e SIri n g = 0 th erW ISe O .

FIN A l lM A I C H I T 1 1f l N 2 an d N 2 i Sh ar e th e Sam e ilri n g Ih al m Or-

P h em e = 0 th erW ISe O .

FIN A l lM A I C H IS E I T S 1 2I an N P I P leX=eJ in g l N 2 eXISIS Su Ch th aI I N P

an d N P I Sh ar e th e San e SIri n g -h al m . rP he m e ;

0 th elW ISe O .

FIR Sl lM A I C H I T 1 1f A N 2 an d N 2 1 Sha re th e Sam e R rSI m O IP he m e;

0th erW 2Se O .

FIR Sl lM A I C H IS E I T S 1 2f an N P I PreCeJ 2n g A N 2 el lSIS SuC h th aI I N P

an J N P I Sh are th e Sam e b SI m OIP h em e = 0 th erW ISe

〇.

PA RllM AI C H I T 1 1f J N 2 an J N 2 i Sh are th e Sam e m OrP he m e = 0 th .

erW 2Se O .

PA R l lM A I C H ISE I T S 1 1f an N 2 1 P reC eJ ln 2 JN P e1 2SIS Su Ch th aI A N P

an d N P I Sh are Ih e Sam e m OrP h em e= 0th elW 2Se O .

A N P in d lC a le S a n an aP h O r, an d N P IE Il,2I in d lC a le S a C an d lJ aIe an Ie C e J en I･ '* ･.e J Ie a -

tures are used only in the experiments of antecedent identiBcation. 'A', 'T, 'AT, 'TS'

and'7T indicate ANn, ANT, AN4-ANT, ANT3ET, andjWT-ANTfeatures respec-

tively.
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Table 5.5. Feature set used in our experiments (2/3).
F e aIu re l lP e F e lIu re D eSCri P ti On

Le 12Cal F IN A I J N C U D E D IM A I C H I T 1 1f N 2 1 an d l N 2 Sh alle th e Sam e SIri n g .h al m Or.

P he m e an d Ch ar aC IerS OI J N 2 are ln Clu de J ln N P l ;

0 th erW ISe O .

FIN A I J N C U D E D IM A I C H I E I T S 1 2I an N 2 1 P re CeJ 2n 2 1 N 2 eX ISIS SuC h th aI N 2 i

an J I N 2 Sh are th e Sam e SIri n g .h al m O rP h em e

an J C halaCIerS OI J N P ar e ln CIJ J eJ 2n N 2 1= 0th .

erW ISe O .

FIR SI IIN C U D E D IM A I C H I T 1 1I N 2 1 an J A N P Share th e Sam e fi rSI m .1P h em e

an J C h araCIerS O I A N P are lnC lu J eJ ln N 2 1 = 0th er-

W 2Se O .

FIR ST IIN C U D E D IM A I C H -SE I T S 1 1f an N P I P reCeJ ln g l N P el lSIS Su Ch th aI N 2 i

an J A N 2 Sh ar e th e Sam e b SI m O rP he m e an J C h ar.

a CIe rS O I I N P ale 2n Clu Je J 2n N 2 1= 0 th erW ISe O .

SI R IN G IM A I C H I T 1 1I m OIP h em eS in 1 N 2 1 u e 2n Clu Je J 2n N 2 1 1n th e

Sam e OFJ erl O th erW 2Se O .

SI R IN G IM A I C H I E I T S 1 2I a n N 2 1 P reC eJ ln g l N 2 el lSIS Su Ch th aI m O rl

P h em eS ln l N 2 1 Zu e in Clud eJ ln N P i 2n Ih e Sam e

OrJ er= OIh erW 2Se O .
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T ab le 5 ･6 ･ F eaIure SeI u SeJ in Ou r elP eri m en lS (2I2 1.

F eaIure TyPe FeaIure D eSCri P12 0n

G raJlm ati Cal PO S I I T ParIIOf-SPPeCh Of N 2 1 (A N P I IOllOW eJ by I2A D IC l.

D EFIN IT E I I T 1 1f N 2 1 (A N P I COnIai nS Ihe artiCle COlreSPOnJin g IO D E FII

m "th e"･ SuCh aS "SW e" .r "SOnO";.th erW iSe . .

D EM ON SIR AIIV E l ･ T 1 1f N 2 1 (A N 2 ) COnIai nS th e artiCle COrreSPOneJllI2 IO

D E M . N STm "th at" .r ･% iS"･ SuCh aS "kOnO", "anO";

0th erW ISe O.

PA RIIC IE l ! T ParIICle fOllOW eJ by N 2 1 (1N 2 ), SuCh aS "W a (IOPICl"･ "ga

lSubleCIl"I "0 (ObleCI)".

D O U l l T 1 1IN P l (A N P ) COnIai n S th e W Ord "dOu (Sam el"= 0th erW 2Se O.

D EPI A ST* 1 ･ T 1 1f SOm e PreJ2CaIe (PaSI IOrm 1 JePenJS On N 2 1 (1 N 2 )= 0th l

erW ISe O.

D EPI RE D * 1 ･ T 1 1f SOm e PreJ2CaIe (nOI PaSl fOrm ) depe ndS On N P l (1N P );

0th erW ISe O.

S em an d C N E l -T N am eJ emi Iy OI N P i (A N P ): 2 ER SO N , O RG A N I2 AIION .

L O CA IIO N ･ A RIIFA Cl･ D ATE ･ 1 IM E ･ M ON E l･ P ER CEN T

Or N IA .

ED R R U M A N ･1･ T 1 2f N 2 1 (A N P l iS 2nCluJeJ am Ong th e COnCePI "a hum an be.

ing" Or "aIribuIe Of a hum an bein g" in E D R J=CI20nary= 0th .

erW iSe O .

ED R ^ G EN T l ･ T N 2 1 (JN 2 1 2S 2nCludeJ am Ong th e COnCePI "1genI" 1n E D R

dlCtiOnay= 0th erW ISe O.

PR O N O U N -11 PE l - T PrOnOun IyP e OI N P l (1 N 2 )･ (e･g ･ "kar2 (he)" l PE R=ON .

"kOkO (herel" 1 10 C AIIO N ･ "SOr2 (IhlS)" . 〇1H ER =)

SE M I AI H I T D ePth Of th e lOW eSI (m OSI SPeC2GC) COm m On nOJe beIW een

A N 2 an d N 2 2n laPan eSe th eSauru S B un rul G OI H yO O laIu-

ral 1 angua2e R eSearCh h SI2IuIe･ 19641 .

P OS2ti Onal SEN I N U M ^ N P I T D 2SIanCe beIW een N 2 1 an J I N P .

SEN I N UM IN P=* T T D ISI2m Ce beIW een N 2 1 an d N 2 2.

B EG IN N IN G T I A 1 2IN 2 1 (1N P 1 2S lOCaIeJ in th e beggi mi n2 0f SenIenCe= 0th I

erW ISe O.

E ND l l T 1 1IN 2 1 (1N P l =S lOCaIeJ ln th e end OI SenIenCe= 0th elW ISe O .

D EPIN E* 1 - T 1 2fN 2 1 (1 N 2 ) haS th e m OJ2fiel "NA M ED EN IITl +nO (01)";

0th erW ISe O.

D EPIN O * 1 I T 1 2fN P l (A N P ) haS th e m OJ2bel "nO (0!1"= 0th elW ISe O.

D E2^ NA I T 1 2fN P I JePendS On l N 2 = 0th erW ISe O .
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Table 5.7. Result in the experiments of antecedentidentification
S ea rCh-b2Sed m O de l lIOurn2 m e nI m Od eJ

A CCuraCy 86･9% (168I884) 89･4% (190I884)

Table 5.8. EfFects of altering traiminginstancesonantecedentidentification in NP-
anaphoraresolution

tra2nin g daIa aCCulaCy

lI16 0･862 (162I884)

lI8 0･818 (116I884)

lI4 0･882 (181I884)

lI2 0･881 (184I884)

EE ] 0･894 (190I884)
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Chapter 6

Exploitation of Syntactic Pattern
Features

6.1. Introduction

Recent work on zero-anaphoraresolution canbe located in twodifferent researchcon-
texts. First, zero-anaphoraresolution is studied in the context of anaphoraresolution
(AR), in which zero-anaphora is regarded as a subclass of anaphora. h AR, there-
searchtrend has been shifting fromrule-basedapproaches (Baldwin, 1995; Lappin and
Leass,1994; Mitkov, 1997, etc.) to empirical, or corpus-based, approaches (McCarthy
andLehnert,1995; Ng andCardie,2002a; Soon et a1., 200l; Strube andMBner,2003.,
Yanget al., 2003) because the latter are shown to be a cost-efRcient solution achiev-
ing a performancethat is comparable to best perfomhg ru1e-basedsystems (see the
Coreference task in MUCl andtheEntity Detection and Tracking task in the ACE pro-
gram2). The sametrend is observed also in Japanesezero-anaphoraresolution, where

the hdings made in ru1e-basedor theory-oriented work (Kameyama,1986; Nakaiwa
andShirai, 1996; Okumura and Tamura, 1996, etc.) have been successfully incorpo-
rated in machine leaming-based frameworks (Seki et al., 2002; Iida et al., 2003).

Second, the task of zero-anaphoraresolution has some overlap with PropBank3-
sty1e semanticrole labeling (SRL), which has been intensively studied, for example,in

1 http ://vw-n rpi r. n ist. gov/re [ated projects/m uc/
2http://projects.Idc.upenn.edu/ace/
3 http://www.cjs.upenn.edurmpafmer/project_pages/ACE. htm
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thecontext of theCoNLLSR task4. h this task, given a sentence "Toattractyounger
listenelT, Radio Free EwopeinterspeTTeS the latest in Westemrock groups", anSRL
model is asked to identify the NP Radio F11eeEurope as the AO (Agent) argumentof
theverb attllaCt. Tbis canbe seen as the task of finding the zero-anaphoricrelation-
ship between a nominalgap (the AO argument of attract) andits antecedent (Radio
Free Europe) under the condition that the gap andits antecedent appearin the same
sentence.

In spite of this overlap between AR andSRL, there are someimportant findings
that areyet to be exchanged between them,partly because the two fields have been
evolving somewhat independendy. The Ju COrrmumityhas recently made two impor-
tant findings:

4 A mode1that identifies the antecedentof ananaphorby a series of comparisons
between candidate antecedentshas a remarkable advantageover a model that
estimates the absolute likelihood of each candidate independently of other can-
didates (Iida et al., 2003., Yanget al., 2003).

+ AnARmode1that carries out antecedent identification befwe anaphoricity de-
temination,thedecision whethera given NP is anaphoricor not (i.e. discourse-
new), sigmificantly outperforms a model that executes those subtasks in the re-
verse order or simultaneously (Poesio et al., 2004; Iida et a1., 2005).

Toour best knowledge,however,existing SRL models do not exploit these advantages.
h SRL, ontheotherhand,it is cornmonto use syntactic features derived from theparse
tree of a given input sentence for argumentidentification. A typical syntactic feature
is the pathon a parse tree froma targetpredicate to a noun phrase in question (Gildea
andJurafsky, 2002; Carreras and Marquez,2005). However,existing AR models deal
with intra- and inter-sentential anaphoric relations in a umiformmarmer; that is, they
do not use as rich syntactic features as state-of-the-art SRL models do, even in anding
intra-sentential anaphoric relations. Webelieve that theARand SRL corrmumities can
1eammorefromeach other.

Given this background, in this chapter, we show that combining the aforemen-
tioned techmiques derived from each research trend makes significant impact on zero-

4http://wwwJsi.upc.edursrJcon"/
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anaphoraresolution, taking Japaneseas a target language.Morespeciaca11y, wedemon-
strate the following:

' Incorporating rich syntactic features in a state-of-the-art ARmodel dramaticauy
improves theaccuracy of intra-sentential zero-anaphoraresolution, which con-
sequently improves the overall performanceof zero-anaphoraresolution. Ths is
to be considered as a conbibution to AR research.

+ Analogouslyto inter-sentential anaphora,decomposing theantecedentidentiR-
cation task into a series of comparisons between candidate antecedentsworks
remarkablywe11 also inintra-sentential zero-anaphoraresolution. Wehope this
finding to be adopted in SR.

The rest ofthe chapter is orgmizedas fo11ows. Section 6.2 describes thetask deami-
tion of zero-anaphoraresolution in Japanese.Section 6.3 described howtheproposed
model incorporates effectively syntactic features into the machine leaming-basedap-
proach. Wethenreport the results of our experiments on Japanesezero-anaphorares-
olution in Section 6.4 andconclude in Section 6.5.

6.2. Zero-anaphora resolution

ln this chapter, weconsider onlyzero-pronounsthat functionas anobligatory argument
of a predicate for two reasons:

+ Providing a clear deanition of zero-pronouns appearing in adjunctive argument
positions involves awkwardproblems, which we believe should be postponed
until obligatory zero-anaphora is we11 studied.

' Resolving obligatory zero-anaphora tends to be moreimportantthanadjunctive
zero-pronounsin actualapplications.

A zero-pronounmayhave its antecedent in the discourse; in this case, we say the
zero-pronoun is anaphoric. On the otherhand,a zero-pronounwhose referent does
not explicitly appear in the discourse is cal1ed a non-anaphoric zero-pronoun.A zero-
pronounmaybe non-anaphorictypicany when it refers to anextralinguistic entity (e.g.
thefirst or second person) or its referent is unspecified in the context.
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The fonowingareJapanese examples.h sentence (1 8), zero-pronoun 4i is anaphoric
as its antecedent, 'shusho (prime mimister)', appearsin the samesentence. In sentence
(19), on the otherhand,Q3.is considered non-anaphoricif its referent (i.e. the first
person) does not appear in the discourse.

(18) shushoi-Wa houbeisi-(e ,

prime ministeri-TOP Visi(-U.S.-coNJ PUNC

TyOukoku-n o gaiko u-o

both countries-BETWEEN diplomacy-ACC

(Qi-ga) Suishinsuru
(4i-NOM) PrOmOte-^DNOM

houshin-o akillakanisi-ta.

plan-oBJ unVei[-pAST PUNC

The prime minister visited the umitedstates andunveiled thep1anto push diplomacy
between thetwocountries.

(19) (Q3.-ga) ie-ni kaen'-tai

(Q3.-NOM) home-DAT WanttOgOback puNC

m wantto go home.

Given this distinction, weconsider the task of zero-anaphoraresolution as thecom-
bination of two sub-problems, antecedentidentification andanaphoricity determina-
tion, which is analogous to NP-anaphoraresolution:

For each zero-pronoun in a given discourse, and its antecedent if it is
anaphoric;otherwise, conclude it to be non-anaphoric.

6.3. Proposal

6.3.1 Task decomposition

Weapproach the zero-anaphoraresolution problem by decomposing it into two sub-
tasks: intra-sententia1 andinter-sentential zero-anaphoraresolution. For the former
problem, syntactic patterns inwhich zero-pronounsand their antecedents appearmay
well be usefu1clues, which, however,does not apply to the latter problem. Wethere-
fore build a separatecomponentfor each subtask, adopting Lda et al. (2005)'s selection-
then-classification model for each component:
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1. Intra-sentential antecedent identljcation: For a given zero-pronoun ZP in a
given sentence S, select the most-likely candidate antecedent C1'from thecan-
didates appearing in S by the intra-sentential tournamentmodel

2. Intra-sentential anaphoricity deteTmination : Estimate plausibility p1 that C1' is
thetrueantecedent,and retum C1*ifp1 2 0int,a (Oint,a is a preselected threshold)
or go to 3 otherwise

3. Inter-sentential antecedent identlPcation : Select the most-likely candidate an-
tecedent C2*from the candidates appearing outside of S by the inter-sentential
tournamentmodel.

4. Inter-sentential anaphoricity deteTmination : Estimate plausibihty p2 that C2' is
thetrueantecedent,andretumC2*ifp2 2 0inte, (einte, is a preselected threshold)
or retum non-anaphoric otherwise.

6.3.2 Representation of syntactic patterns

ln thefirst two of the above four steps, weuse syntactic pattern features. Analogously
to SRL, weextract the parsepath between a zero-pronounto its antecedent to capture
thesyntactic patternof their occurrence. Amongmanyalternativeways of representing
a path, in the experiments reported in the next section, we adopted a methodas we
describe below, 1eaving theexploration of other altematives as future work.

Given a sentence, wefirst use a standarddependency parser to obtain the depen-
dency parse tree, in which words arestructuredaccording to the dependency relation
between them.Figure 6. 1 (a), for example,showsthedependency tree of sentence (1 8)
given in Section 6.2. Wethenextract the path between a zero-pronoun andits an-
tecedent as in Figure 6.1P). Finany, to encode theorder of sibhngs andreduce data
sparseness, wefurther transformtheextracted path as in Figure 6. 1 (c):

' Apath is represented by a subtree consisting ofbackbone nodes: 4 (zero-pronoun),
Ant (antecedent), Node (the lowest commonancestor), LeftNode (left-branch
node) and RightNode.

' Each backbone node has daughter nodes, each corresponding to a function word
associated with it.
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Figure 6. 1. Representation of thepath between a zero-pronounto its antecedent

+ Content words are deleted.

This way of encoding syntactic patterns is used in intra-sentential anaphoricity
detemhation. In antecedent identification, on the otherhand, the tournamentmodel
allows us to incorporate threepaths, a path for each pair of a zero-pronoun andleft and
right candidate antecedents, as shown in Figure 6.25.

5To indicate which node belongs to which subtree, the label of each node is preBxed either with L,
Ror[.
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Figure 6.2. Paths used inthetournamentmode1

6.3.3 Leamingalgorithm

Asnoted in Section 6.2, the use of zero-pronouns in Japanese is relatively less syn-
tactica11y constrained compared, for example, with English. nis forces the way of
encoding path information given above to produce a staggering number of different
paths, which inevitably leads to serious data sparseness problems.

This issue canbe addressed in several ways. The SR cormmityhas devised a
rangeof variantsof thestandardpathrepresentation to reduce thecomplexity (Carreras
andMarquez,2005). Applying Kemel methodssuch as Tree kemels (Co11ins and
Duffy, 2001) andHierarchical DAGkernels (Suzuki et a1., 2003) is anotherstrong
option. ne Boosting-based algorithm proposed by Kudo and Matsumoto (Kudo and
Matsumoto, 2004) is designed to leamsubtrees usefulfor classification.

Leaving thequestion of selecting leamingalgorithmsopen, in our experiments, we
have so farexaminedKudoandMatsumoto(Kudo andMatsumoto,2004)'s algorithm,
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which is implemented as the BACT system6. Given a set of traiming instances, each
of which is represented as a tree labeled either positive or negative, theBACTsystem
leamsalist of weighted decision stumps with a Boosting algorithm.

The tree classiacation problem in BACT is dehed to induce a mapping function
f(x): X - (j=1), from given traiminginstances T - ((xi, yi))f=1, Where xi E X is a
labeled ordered tree and yi 'E (i1) is a class label associated with each training data.
h each iteration of boosting, the decision stumps are trained to hd a ru1e(t^, 9) that
mimimizestheerror rate for the given traimingdata ((xi, yi))f=1:

L
(t^, 9) - iEa,r,5T{iinl, E yidih(t,y,(n), '6.1'

where Fis asetofcandidatetrees, di(=8P=1 di - 1,di 2 0,Vi - 1,... , L) is aweight

of each iteration, andh(t,y) (x) is a decision stump classifier given by

h(t,y,(x, dgf (y_y totEhe:wise. (6.2,

At the classification step, we use the fo11owing mapping function:
K

f(x) - sgn(=crkh(t,y)(xk))
k=1

(6.3)

where ak is a weight of each decision stumps classiaer h(t,y)(xk). In this algorithm,
ak is calculated based on a variantof Boosting algorithm, AllC-GV(see Breiman:99).

Tbe BACT algorithm has the importantcharacteristic that the results of leaming
trees aremorehuman-readablethanthoselearned from algorithms such as Support
Vector Machines, because the result of each iteration is given as a pair of weight crk
anddecision stumps h(t,y) in the traiming data set. So, we can easily interpret what
kinds of sub-trees or features areuseful for classification by viewing theresults.

In antecedent identification, we train the tournamentmodel by providing a set of
labeled trees as a training set, where a label is either [eft or right. Each labeled tree has
(i) path trees TL, TRand TI (aS given in Figure6.2) and(ii) a set nodes corr6sponding
to thebinary features surrmarized in Table 63, each of which is linked to the root node

6http ://ch asen.orgrtaku/sobaren)acu
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as i11ustrated in Figure 6.4. This way of orgmizinga labeled tree al1ows the model to
leam, for example,thecombinations of a subtree of TL andsomeof thebinary features.
Analogously, for anaphoricitydetermination, weuse trees (Tc, f1,... , fn), where Tc
denotes a path subtree as in Figure 6.1(c).

6.4. Experiments

Weconducted anevaluation of our methodusing Japanese newspaper articles. The
fo11owing four models were compared:

1. BM: Ng and Cardie (2002a)'s search-based model.

2. BM-STR: BM with the syntactic features such as those in Figure 6.1(c).

3. SCM : The selection-then-classiacation model explained in Section 5.3.

4. SCM-STR: SCM with all types of syntactic features shown in Figure 6.2.

6.4.1 Setting

Wecreated ananaphoricrelation-tagged corpus consisting of 197 newspaper articles
(1,803 sentences), 137 articles annotatedby two annotatorsand60 by one. The agree-
mentratio between two annotatorsonthe197 articles was 84.6%, which indicated that
theamotation waSsufBciently reliable.

In the experiments, weremovedftom theabove data set the zero-pronounsto which
the two annotatorsdid not agree. Consequently, the data set contained 995 intra-
sentential anaphoric zero-pronouns, 754 inter-sentential anaphoriczero-pronouns, and
603 non-anaphoriczero-pronouns (2,352 zero-pronouns in total), with each anaphoric
zero-pronounannotatedto be linked to its antecedent. For each of the fonowing exper-
iments, weconducted five-fold cross-validation over 2,352 zero-pronouns so that the
set of the zero-pronouns from a single text was not divided into the training and test
sets.

In theexperiments, all the features wereautomatica11y acquired with thehelp of the
fo11owing NLP tools: the Japanese morphological analyzerChaSen7and the Japanese

7http://chasen.na-lSt.jp/hiki/ChaSen/
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dependency structure analyzer CaboCha8 , which also carried out named-entitychunk-
ing.

6.4.2 Results on intfa-sentential zero-anaphora resolution

ln both intra-anaphoricity determination andantecedentidentification, weinvestigated
theeffect of introducing the syntactic features for improving the performance.First,
the results of antecedent identification areshownin Table 6.1. The comparison be-
tween BM(SCM) withBM3TR (SCM_STR) indicates that introducing thestructural
informationef6ectively contributes to this task. In addition, the large improvement
from BM-STRto SCM-STRindicates that theuse of the tournamentmodel has sig-
mificantimpact on intra-sentential antecedentidemiacation. Tbis hding may we11
contribute to semanticrole labeling because these two tasks have a 1argeoverlap as
discussed in Section 6.1.

Second, to evaluate the performanceof intra-sentential zero-anaphora resolution,
weplotted recau-precision curvesaltering threshold parameterandeinle, for intra-
anaphoricitydetermination as shown in Figure 6.5, where recan R andprecision P
werecalculated by:

R=

P=

# of detected antecedentscorrecd
# of anaphoric ZerO-PrOnOunS '

# of detected antecedentscorrect1
#of ZerO-PrOnOunS as anaphoric '

Note that weused the value of the BACT's discrimination function (i.e. (6.3)) as the
score in intra-sentential zero-anaphora resolution. The curvesindicate theupperbound
of the performanceof these models; in practical settings, the parametershave to be
trained beforehand.

Figure 6.5 shows that BM3TR (SCM_STR) outperforms BM (SCM), which in-
dicates that incorporating syntactic pattern features works remarkably wen for intra-
sentential zero-anaphoraresolution. Furthermore,SCMiSTR is significantly better
thanBM-STR.This result supports that theformerhas anadvantageof leamingnon-
anaphoriczero-pronouns ( 1 8 1 instances) as negative traiminginstances in intra-sentential
anaphoricitydetemination, which enables it to reject non-anaphoric zero-pronouns
moreaccurately thantheothers.

8http ://ch ase n.o rgrtaku/software/caboch a/
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Table 6. 1. Accuracyof antecedent idemification.
BM BM_STR SCM SCM_STR
48.0% 63.5% 65. 1 % 70.5%

(478/995) (632/995) (648/995) (70l/995)

Table 6.2. Effects of altering traiminginstances on antecedentidentification in intra-
sentential zero-anaphoraresolution

train 1ng daIa aC CulaCy

lI16 0･552 (550I995)

lI8 0･514 (511I995)

lI4 0･620 (611I99=)

lI2 0 ･600 (591I995)

E2 ] 0 ･105 (101I995)

Next, weevaluatethetransition of theperformancefor thedifferenttraining data
size on ntecedent identification task. The empiricalresults shownin Table 6.2 indi-
cates thatincreasing traimingdata makestheperformanceincreaseexcludingthetrial
wherehalfof the training data wasused.Wealsoevaluatethetransitionof each recan-
precision curveas showninFigure 6.6 by alteringtraimingdata size in intra-sentential
zero-anaphoraresolution. Figure 6.6 shows that theperformanceis improvedby in-
creasing data size.

6.4.3 Discussion

Ourerror analysisrevealsthata majorityof errors can be attributed to thecurrentway
of handlingquoted phrases and sentences. Figure 6.7 shows the difference in reso-
1ution accuracybetweenzero-pronounsappearingina quotation(262 zero-pronouns)
andthe rest (733 zero-pronouns), where"IN-Q"denotes theformer(in-quotezero-
pronouns) and "OUT-Q"the latter. The accuracyon theN_Qproblemsis consid-
erably lower thanthat on theOUT_Qcases, which indicates that we should deal with
in-quote cases witha separatemodelso thatit cantakeintoaccountthenested structure
of discourse segmentsintroduced by quotations.
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6.4.4 Impact on overall zero-anaphora resolution

Wenext evaluated the effects of introducing the proposed model on overa11 zero-
anaphoraresolution including inter-sentential cases.

Asabaseline model, weimplemented theoriginal SCM, designed to resolve intra-
sentential zero-anaphoraandinter-sentemial zero-anaphora simultaneously with no
syntactic pattem features. Here, we adopted Support Vector Machines (Vapnik, 1998)
to train the classifier on the baseline mode1 andtheinter-sentential zero-anaphorares-
olution in the SCM using structuralinformation.

For the proposed mode1, weplotted several recal1-precision curvesby selecting
different value for threshold parameters eint,a andOinte,.Note that weused the value
of theBACT's discrimination function as the score for classification in intra-sentential
zero-anaphoraresolution, whereas weused thedistancebetween aninput feature vec-
tor andthe hyperp1ane of SVMas the score for classiacation in the remaimingprob-
lems. The results areshownin Figure 6.8, which indicates that the proposed model
sigmificantlyoutperforms theoriginalSCMif Oint,a is appropriately chosen.

Wetheninvestigated the feasibility of parameterselection for Cint,a by plotting the
AUCvalues for different Oint,a ValueS.Here, each AUCvalueis the areaunder a recan-
precision curve.The results are shown in Figure 6.9. Since theoriginalSCMdoes not
use Cint,a, the AUC value of it is constant, depicted by the SCM.Asshownin the
Figure 6.9, the AUC-valuecurveof theproposed model is not peaky, which indicates
theselection of parametereint,a is not difBcult.

6.5. Summary

ln intra-selntential zero-anaphora resolution, syntactic pattems of the appearanceof

zero-pronouns andtheir antecedents are usefu1clues. Thking Japanese as a target lan-
guage, wehave empirically demonstrated that incorporating rich syntactic pattern fea-
tures in a state-of-the-art leaming-based anaphoraresolution model dramatical1yim-
proves the accuracy of intra-sentential zero-anaphora, which consequently improves
theoveranperformanceof zero-anaphoraresolution.

In our next step, we aregoing to address the issue of how to hd zero-pronouns,
which requires us to design a broader frameworkthatanows zero-anaphora resolution
to interact with predicate-argument structureanalysis. Another importantissue is how
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tofindagloballyoptlmalsolutiontothesetofzero－anaPhoraresolutionproblemsin

aglVendiscourse，WhichleadsustoexploremedlOdsasdiscussedbyMcCal1umand

Wtllner（McCal1umandWtllner，2003）．
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Figure 6.3. Feature set.
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Figure 6.4. Tree representation of features for the tournamentmodel.
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Figure 6.5. Recall-precision curvesof intra-sentential zero-anaphora resolution.
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Chapter 7

Conclusion

h this thesis, we address three methodsfor incorporating contextual informationinto
machine leaming-basedapproaches for anaphoraresolution. This chapter concludes
thethesis with the fo11owing sections. section 7. 1 outlines the contribution ofthe thesis
andSection 7.2 1ists future workp1ans.

7.1. Summaryof contributions
ln thapter 4, we explained thepreference between candidate antecedentsin f.rward_

1ooking center introduced in Centering Theory is generany formalizedby comparison
between candidates. Weintroduced the toumamentmodel, a machine leaming-based
model that can directly comparetwocandidates in series of matches, dramatically out-
Performedconventional pairwise classification models in the experimentsof Japanese
zero-anaphoraresolution.

In addition to the toumamentmode1,in Chapter 5 we proposed the selection-then-
classification model that processes reverses theorder of the steps in the classiacation-
then-searchmodel proposed by Ng andCardie(2002b), inheriting au the advantagesof
that model. Weconducted experiments onresolving nounphrase anaphora in Japanese.
The results show that with the selection-then-classiBcadon based modifications, our
model outperforms earlier leaming-basedapproaches.

Finauy, in Chapter 6 we investigated whetheror not syntactic patterns between a
given anaphor anda candidateantecedent areusefu1if an anaphoranda candidates
appearin the same sentence. TAking Japanese as a target 1anguage,we empiricany
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demonstrated that incorporating rich syntactic pattem features into a state-of-the-art
leaming-basedanaphoraresolution model dramatically improved theaccuracy of intra-
sentential zero-anaphoraresolution, which consequendy improves theoveral1 perfor-
manceof zero-anaphoraresolution.

7.2. Future work

Asdescribed inChapter 1 , anaphoraresolution is essential for varioustypes of natural
language applications. Finally, we would like to conclude the thesis with thefuture
work.

Employment of the hierarchical structure between two candidate antecedents

h described in Chapter 4, wa-markedsubtopics areoften incorrectly selected as the
most likely antecedentbecause thecurrent model cannotcapture topic-subtopic struc-
tures. Our next step wi11 be to encode such hierarchical structures as a centering fea-
ture. Since a topic-subtopic relation holds between two NPs, it may be effective in the
toumamentmodel.

In addition, wa-markedNPin quoted sentence areincorrectly identified even if we
employ a feature when indicates that a candidate antecedentappearsin a quoted sen-
tence. h such case, somepredicates appearing in the quoted sentence often take the
speaker as anargument.Tbus, there is room for furtherimprovementon the task of
zero-anaphoraresolution by identifying the speaker andincorporatingsuch informa-
tion into the current mode1.

Refinement of selectional preferences

Weneed to make selectional restrictions more effective for resolving anaphora.As
described in Chapter 4 andChapter 6, we introduce the probabilistic selectional re-
striction such as log-1ikehhood ratio based on triplet (NOUN, CASE, VERB). However,
in case of employing such triplet, wecannot capture verb ambiguity andthenthe model
identifies anincorrectcandidate as the antecedent. In order to resolve theproblem, verb
frame information areavai1able, but the task of constructing such resources involves
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techmicalproblems such as verb sense disambiguation and classification of obligate
andarbitralarguments.

Recently, automatic verb_frameconstructionmethodshave been increasing atten-
tion (Resnik, 1993; Utsuro andMatsumoto, 1997; Kawaharaet a1., 2000; Gildea, 2002,

etc.), &hich cluster verbs andargumentsbased on the simi1aritybetween instances in

corpora. By adopting such a strategy, weobtain a scalable frame dictionary constructed
automatical1y froin 1argeamountsof text data such as that avai1able on theweb. Of
course, dictionaries that areautomatica11y constructed arenoisy andnot alwaysfine-
grained, however,weareconvinced that it is beneacial to introduce dictionaries into
theprocess of anaphdraresolution in light of these issues.

Semanticcompatibility between two nounphrases

Aswediscussed in Chapter 5, in noun phrase anaphoraresolution, the majority of
errors are caused by the difficulty of judging the semanticcompatibihty between a
candidate anaphorand candidate antecedent. To resolve this issue, weneed resources
that consist of equivalence relations for coreference resolution.

hterdependence between zero-pronoum

Weshould consider theinterdependence between zero-pronounsappearing in the same
discourse andtheeffect this relationship has on the syntax andsemanticsof its sen-
tence, such thatthenominativeanddative slots ina clause must be occupied by distinct
?ntities. This 1ine of refinement wmalsolead us to explore methods to searchfor a
globauy optimal solution to a set of anaphoraresolution problems for a given text, as
discussed by McCa11um andWellner (2003).
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