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Opinion Mining from Web documents:
Extraction and Structurization*

Nozomi Kobayashi

Abstract

This dissertation deals with the task of extracting customer opinions from web
documents. This task is the key component of opinion mining, which a11ows Web
users to retrieve and summarizepeople's opimions scattered over Web documents.

our aim is to develop a method for extracting opimions, that represent eval-
uation of consumer products, in a structured form. In this dissertation, we ap-
proaches opinion extraction by addressing the following two unexploredissues:
howto define the task of opinion extraction andhowto extrwt the structured

opinions.
Based on a corpus study, we define an opinion mitconsisting of a quadruple,

that is, the opinion holder, the subject being evaluated (Subject), the part or the
attribute in which it is evaluated (Aspect), and the evaluation that expresses a
positive or negative assessment (Evaluation). Weuse this definition as a ba*s for
our opinion extraction task.

For the second issue, we divide this task into two subtasks: (a) extracting
relations between subjects/aspects and evaluations, and (b) extracting relations
between subjects/aspects and aspects. Firstly, we consider the approach to ex-
tract these relations using a list of expressions which possibly describe subjects,
aspects or evaluations. Wepropose a semi-automatic method for collecting as-
pect/evaluation expressions, which usesparticular co-occurrence patterns of sub-
jects, aspects and evaluations. Our semi-automatic method cancollect these

'Doctoral Dissertation, Department of lnformation Processing, Graduate School of hfor-
mation Science, Nara hstitute of Science and Teclmology, NAIST-IS-DDO461010, March 23,
2007.
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expressions nuch moreefBciently than manual collection. Secondly, wediscuss a
method for extracting aspect-evaluation relations using dictionaries of aspect and
evaluation. Wepoint out that finding the aspect of anevaluation is similar to hd-
ing the missing antecedent of an ellipsis, and introduce a machine learning-based
method used for anaphora resolution to this task. By using anaphora resolution
techniques, we achieve nearly 20 point improvement in F-measure compared with
a baseline model. Thirdly, we approach the task for extracting aspect-evaluation
relations and aspect-aspect relations without relying on an aspect dictionary.
Weapproach two subtasks using methods which combine contextual clues and
context-independent statistical clues. Weshow that the models usingthe con-
textual clues show nearly 10 9To improvement in both recall and precision, and
the contextual clues learned in a domain are effective in other domains, which
indicates the portability of our proposed model.

Keywords :

opimion extraction, opimion miming,sentiment analysis, relation extraction
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Chapter 1

Introduction

Extracting information from newsarticles andother texts is an important appli-
cation task for natural language processing teclmology. In the 90s, the Message
Understanding Conference (MUC) 1, greatly influenced to r6earCh in information
extraction. Information extraction in the MUC refers to automatic methods for
creating a structured representation of information extracted from texts. More
specificauy, information extraction systems can identify particular types of en-

tities (e.g. organization names, location names) and relationships between enti-
ties (e.g. 1ocatedAt) in texts for storage in a structured database as shownin
Figure 1.1. A number of systerw have been developed for extracting facts about
terrorism, managementsuccession, and so on.

In the past few years, web docunentsare receiving great attention as a new
mediunthat describes individual experiences and opinions, as symbolized by the
newwordsuch as "Blog journalism" or "Consumergenerated media (CGM)".
This situation is generating increasing interest in technologies for automatically
extracting or analyzing personal opimions from web documents such aB POStS On
messageboardand weblogs. Such technologies can be an alternative to traditional
questionaire-based social or customer research zmd wouldalso benefit Web lBerS
whoseek reviewson certain.consumer products of their interest.

Previous approaches to the task of mining a large-scale document collection
of custoner opinions (or reviews) canbe classified into two approaches: text
classification andinfornation extraction approaches. h the former, researchers

1 http ://www.it1.nist.gov/iad/894. 02/related_projects/muc/index. htmi
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[ndeed, TWAcontends that Houston-based Texas Air Corp. bought more
than 9.9Y% of Eastern Air)ines --which it later acquired entire[y -
before the department approved Texas Airls app)ication to create a
trust to hoJd the shares.

O rg a n i2 a IIO n  Iy I e O rg a n I2 a IiO n  n a m e [O C a IiO n

C O M  P A ～Y T e 2 a S  A ir  C O rI . H O u S IO n  C iIy

C O M P A ～Y E a S Ie rn  A 2rIin e S

Figure 1.1. An exampleof factual information extraction

have been exploring techniques for classifying documentsor passages according
to semantic/sentiment orientation such as positive vs..negative [Dave et al., 2003;
pang and Lee, 2004., Turney, 2002, etc.]. The latter, on the other hand, focuses on

the task of extracting opimionsconsisting of information about particularaspects
of interest and the corresponding semanticorientation in a structured formfrom
unstructured text data. In contraBt tO SentimentclaBSi&cation, opinionextraction
in general aims at producing richer informationusefulfor in-depth analysis of
opimions,which has recently been taken on by a growingresearchcommmity[Hu
and Liu, 2004; KanayamaandNasuknwa,2004; Popescu and Etzioni, 2005, etc.].

1.1 0bjective and goal

Weapproach the task of opinion rninin9 aS Shownin Figure 1.2. Wedecompose
the pro'blem of opinion mininginto the fo11owingseries of subtasks:

1. Extraction of opinions in a structured form

2. Determination of semantic orientation: To each extracted opinion, weassign
a semantic orientation: positive, negative, or neutral.

3. ClaBSiacation of extracted opinions: claBSifythe extracted opinions into pre-
defined categories (for example,"delicious curry" and "tasty nan" maybe

2



L

opinion
extractio n

S u b le C t a S I e C t e V a I  u a IiO n P In

S h O I～A C U  rry d e I2C iO u S P O S
S h O I I A a Im O S P h e re re Ia l i  n g P O S

S h O P - B W a  iIe r im I O IiIe n e g

S h O I ～B n a n ta  S Iy P O S

Figure 1.2. Opimionmining

)

summarizing &
visuafization

classified as the samecategory "positive taste" )

4. Visualization of the opimions:This step visualizes the opinions by creating
the radar chart [Tateishi et al., 2004] or bar chart [Liu et al., 2005] repre-

senting the ratio between the numbersof positive and negative opimions.

This dissertation deals with the first subtaBk: extracting opiniou fromweb
docunents. Werefer to this extraction task aB OPinion edraction. For the second
task, several techmiqueshave already been reported by manyresearchers [Hatzi-
vassiloglou and McKeown,1997; Takamura et al. , 2005; Wilson ei al. , 2005, etc.] ,

and wewouldincorporate these techmiquesto our overall system. The third task
wi11 be solved by usinga dictionary which contains the information of relation
betweeneach expressionand its corresponding category, whereasit is not easy to
assumesuch dictionary to various domains. Developing a domain-independent
method for this problem is stil1 anopentask. However,the teclmiquesfor the

3



arst andthe second tasks are very useful as anapplication. The fotdh task, vi-
sualization of the opinions, is a straightforward application of opimion extraction,
therefore it is not a bottle-neck.

Wetherefore focus on the opinion extraction task, which is one of the key
components of opinion miming. For this task, we need to consider the fo11owing
unexplored issues:

1. Howto define the taBk of opinion extraction

2. Howto extract the structured opimions

There are manytypes of "opimion" such aB beliefs, evaluations, requests, etc.
Thus, first of al1, we need to set up the task of opinion extraction. Previous
work does not suEiciently discuss how customer reviewscanbe best structured.
we address the issue anddefine the opinion extraction tasks in terms. of relar
tionship between an aspect of a given evaluation (i.e. aBPeCt) and its value (i.e.
evaluation). Given this definition of informationextraction, wecanstructure the
opinions in aneasy-to-extract manner.

The second issue is to develop a method for extracting these structured opin-
ions. Existing methods for opinion extraction tend to rely on relatively simple
proximity-bzued or pattern-based teclmiques. However,these pattern-based tech-
niques are not enoughto extract opimionsbecausethese patterns can apply to the
case where all constituents of opimion appear in a sentence. Aswewill demon-
Strate, most of the opimionconstituents do not have a direct syntactic dependency
relation within a sentence, mostly due to e1lipsed arguments. For coping with this
issue, weintroduce a machine leaming-basedmethod for extracting opimion con-
stituents.

Firstly, we propose a method for extracting aspect-evaluation relations lB-
ing dictionaries of aspect and evaluation expressions. Weshowthat our method
outperforms the simple pattern-based model both in recall and precision. Sec-
ondly, weapproach to the method for extracting aspect-evaluation relations with-
out relying on an aspect dictionary. We propose a domain-independent method
which combines two different clues: The contextual information andthe context-
independent information. Weapply the same framework to extract the relation
between aspects. Our experimental result shows that our proposed model, which

4



does not use an aspect dictionary, achieved a result comparable to the model us-
ing the aspect dictionary. The result also shows that the contextual clues learned
froma givendomain are effective in other domains.

1.2 0utline of this dissertation

The rest of this dissertation is orgamized as fo11ows. In Chapter 2, we describe
the opinion mitsthat weaim to extract and the typology of opimion constituents
wewe.Wethen set up anopinion extraction task based on our corpus study. In
Chapter 3, we outhe several previous research efForts on opinion mining,in paJ-
ticular, attempts to develop a method of extracting opinions. In Chapter 4, we
propose a semi-automatic method that uses particular co-occurrence patterns of
subjects, aspects and evaluations to collect the evaluative expressions. Chapter 5
and Chapter 6 describe our methods for automatically extracting opinions from
texts using a machine learming-based approach. In Chapter 5, we deal with
aspectiValuation pair extraction usingdictionaries of aspect and evaluation.
In Chapter 6, we describe a method for extracting aspectiValuation relations
andaspect-aspect relations without relying on an aspect dictionary. Chapter 7
concludes our work and presents the future directions.



Chapter 2

Designing the Task of Opinion
Extraction and Structurization

2.1 Introduction

ln the traditional information extraction task, factual information such as ter-
rorism or managementsuccessions has been focusedas the target of the extrac-
tion. In the factual information extraction task, the target of the extraction is
a restricted set of entities. Researchers have paid considerable attention on the
problem of named entity (people names, place names,temporal expressions and
certain types of numerical expressions) extraction task. In the opimion extrac-
tion task, on the other hand, it is unclearwhat should be extracted, since the
opinions include subjective expressions on various topics. Previous work does
not sufBciently discuss how customer reviewsreported in web documents can
be structurized. In this chapter, we reconsider the issue anddehe anopinion
extraction task based on our corpus study.

2.2 Constituents of an opinion
Our present goal is to build a computational model to extract opinions from
weblog posts in a form like the following:

who evaluates how on which aspects of which subjects

6



Here weassumethat the subject of an-evaluation is either a consumerproduct (e.g.
a cellular phone model) or a corporate body (e.g. a restaurant, manufacturer,
etc.) in a given domain of interest. Given the passage presented in Figure 2.1,
for example, one of the opinions we want to extract is the information that the
writer. feels that the colors of piciures taken with Powershot (product) are 9reat.

Assuggested by this example, we consider it reasonable to start with an
assumptionthat most evaluative opiniom expressed in web documents can be
structurized as a frame composed of the following constituents:

Opinion holder A person who is making anevaluation (usual1y, either the au-
thor or anunspecifiedperson)

Subject A namedentity (product or company) of a given particular class of
interest (e.g. a car model namein the automobile domain).

Part A part, member or related object of the subject with respect to which
evaluation is made (en9ine, interior, etc. in the automobile domain)

Attribute An attribute (of a part) of the subject with respect to which evalua-
tion is made (size, color, desi9n, etC.)

Evaluation An evaluative or subjective phrase used to express an evaluation
or the opimion holder's mental/emotional attitude (900d, poor, powerful,
stylish, (I) like, (I) am saiisPed, etc.)

Condition A condition underwhich the evaluation applies (drivin9 0n Windin9
roads, when trlaVelin9 With a family, etc.)

Support An objective fact or experience described as a supporting factor of the
evaluation (wei9hls nearly 1, 500 k9, etC.)

According to this typology, the example text given in Figure 2.1 has eight con-
stituents, lhe writer (opimion holder) , Powershot (subject), pictures (part), colors
(attribute), 9reai (evaluation), easy to 9rip (evaluation), when Pash is used (con-
dition), and body has a 9rip handle (support), which we consider to constitute
two unitsof opinion as i11ustrated in the figure. We ca11 each unit anopinion
unit.

7



opinion unjt 1

[ just bought a Powershot a few
days ago. [ took some picures
using the camera. Colors are so
great even when hsh is used.
A]so easy to grip since the body
has a grip hand)e

opinion ho]der (writer)
su bject ( Powershot)
part ( picture)
attribute (co]ors)
eva[uation (great)
condition (fTash is used)
support ()

opinion unit 2
opinion ho)der (writer)
subject ( Powershot)
part ( )
attribute ()
evaluation (easy to grip)
condition (flash is used)
support (body has a grip handle)

Figure 2.1. Exraction of opimionmits

Under this assumption, opinion extraction can be dehed as the task of fi11ing
the above slots for each of the evaluations expressed in a given text co11ection.
Twoissues then immediately arise. First, it is necessary to make sure that the
defimition of the opinion unitsis clear enoughfor humanannotators to be able
to carry out the taBk with suiBcient accuracy. Second, al1 the slots mightnot
couist of sinple expressions in that the fi11er of a part or attribute slot may have
a hierarchical structure in itself. For example, "the leather cover of the steerin9
wheel" refers to a part of a part of a car. In theory, such a hierarchical chain can
be of anylength, which nay affect the feasibility of the task. For these issues,
webuilt a corpus annotated with the above information andinvestigated the
feasibility of the task. In what follows, we report on the results of our corpus
study and design an opinion extraction task based on them.

2.3 Corpus study

Wefirst collected 116 Japanese weblog posts in the restaurant domain by ran-
domiysampling fromthe Lposts classified underthe "gourmet" category on the

8



livedoor blog site 1. A majority of the sampled posts included descriptions about
the writer's experience and evaluation regarding certain restaurants.

WeaBked two annotators to annotate them independently of each other ac-
t,ording to the above dehition. One annotator (S) waB a doctoral programstu-
de.1t engaged in research on opinion extraction, while the other was an adult
perst,n (A) who did not have expertise in natural language processing.

In.Lhe annotationprocess, every evaluative or subjective phrase wasconsidered
as a cand:'date evaluation phrase and, for each candidate evaluation phrase, each
annotator v(as asked to judge whether it constituted an opinion unit or not. If
judged yes, a -,andidateevaluation phrase was associated with a newopinion unit
whose slots we/e to be aned. For each opinion mit, the annotators were asked
to identity the ol,inion holder andthe subject while being anowed to leave other
slots open if there are nothing appropriate.

Here, weslightl3, Simplified the structure of an opinion mit- wemergedthe
part and attribute slots together. Wecall the merged slot the aspect slot. Wedid
it because we had found, in ourpreliminary trial, that it is considerably diiRcult
to make a clear distinction between parts andattributes. For example, the phrase
buHel is used to refer to a physical object belonging to a restaurant, while it may
also be used to refer to a function of a restaurant. In the former case, the phrase
buHei should fi11 the part slot, while, in the latter, it nay be interpreted aB an
attribute. However,this kind of judgment is sometimes extremely hard.

Consequently, the annotatorsfi11ed the opinion holder, subject and evaluation
slots obligatorily, while Bning the aBPeCt, COndition andsupport slots option-
ally. They were aho asked to identify hierarchical relations between aspects (e.g.
noodle and its volume), if any. The following is anexampleof the annotation
in restaurant domain. The underlined expressions denote evaluations, phrases
marked with () are subjects, and () indicate aspects. n in ()n_m indicate the
correspondence of the evaluation which has the same number, and mexpresses
the depth of the hierarchy.

i6b, 6%8=iiJ,TV 'f=##51-R>>-*k@^i= F( ,itj:* Le )a,b,c,dA

J1
0

(We went to "(Kyohayashiya)a" to eat Matcha cheese cake which I
1 http ://blog. livedoor. com/

9



interested in.)

(お茶)a_1がけっこう亘±ムので,単品でo

(we ordered the cake only, since (the tea)a-1 is申唾α･)
私は(抹茶チ-ズケ-キ)b_2,友人は(千代の白パフェ)c-1,d-2を注文o

(I ordered a (Matcha cheese cake)b_2, and my biend ordered a (Chiyo

no shiro parfait)c-2･)

さて,くお味)b_1,d_1のほうは-

( Well, how's (the taste)b_1,d_1･･･)

めっちやおいしい-b !

( Very delicioush･0

友人のも(抹茶)｡_1 が濃くcておいし-d☆

(And the Piend's also蜘since iis contains地(maicha)c-1･)
For the above example, we canextract following four opinionmits ((opinion

holder, subject, (aspect) , evaluation))

･くⅥiter,京はやしや, (お茶),高い)

((writer, Kyohayashiya,くthe tea), expensive))

･ (Ⅵiter,京はやしや, (抹茶チ-ズケ-キ,お味),おいしい)

((writer, Kyohayashiya, (Matcha cheese cake, the taste), delicious))

･くwriter,京はやしや, (千代の白パフェ,抹茶),濃い)

((writer, Kyohayashiya, (Chiyo no shiro parfait, matcha), rich))

･ (writer,京はやしや, (千代の白パフェ,お味),おいしい)

((writer, Kyohayashiya, (仇iyo no shiro parfaii, ihe taste), delicious))

2.3.1 Inter-annotator agreement

We then investigated the degree of the inter-annotator agreement･ In the task of

ident称ing evaluations, oneannotator (A) identified 450 evaluations, while the

other (S) 392 evaluations, 329 cases of which got agreement･ Twoannotators did

not identifythe same number of evaluation, so weuse the following metric for

measurini agreement as [wiebe et al., 2005] do:

agr(AIIB) -
# of tags agreed by A and B

# of tags annotated only by A

IO



This metric corresponds to the recall if A's annotation is always correct, and
to precision, if they are reversed. agr(AllS) was O.73 and agr(SllA) was O.83,
which indicate that the humancan identify evaluation at a certain reasonable
level. Next, we investigated the inter-annotator agreement of the aspect- and
subject-evaluation relations whose evaluation slot had agreement. Annotator(A)
identified 328 relations, and(S) identified 346 relations. 295 caBeS gOt agreement,
and agr(SIIA) was O.90 and a9r(AIIS) was O.86, which show that we obtained
high consistency. Finally, for the subject- and aspect-aspect relations, annotator
(A) identified 296 relitions, whne (B) identi&ed 293, 233 cases of which got

agreement. agr(SILA) was O.79 and agr(Al[S) was O.80, which show that the
humanannotators can carry out the task at a certain level of accuracy.

2.3.2 0pinion-tagged corpus

Based on these results, we next co11ected a larger set of weblog posts for four
domains, restaurant, automobile, cel1ular phone and video game,andasked an-
notator A to amotate them in the same annotation scheme as above.

Wecollected Japanese weblog posts from the restaurant domain by randomly
samp1ingfromthe posts claBSified underthe "gourmet" category on the livedoor
blog site, andfor the automobile, ce11ular phone, andvideo game,wecollected
weblog pages by issuing subject namesaBqueries to a weblog search engine. The
results are sunmarizedin Table 2.1. One observation is that, for all the domains,
the length of the hierarchical chains of aspects are longer than two (Subj-Asp-
Asp-Eval)in only less than 10% of all the opinion mits. Fromthis, we can
conclude that hierarchical chains of aspects are unlikely to be too complicated to
handl;.

The row of "Non-writer Opinion holder" in Table 2.1 shows the number of
opimionunits whose opinion holder is not the writer of the document. The results
indicate that when an evaluative description is found, its opinion holder is highly
likely to be the witer of the document, which suggests that identification of
opimion holder is not a hard problem.

Table 2.1 also shows that the occurrence of supports and conditiom is not as
frequent as one may expect. Whileweare awarethat supports and conditions,
if any, -maywell provide important information for opimion analysis, we should

11



Table 2.1. Statistics of opimion-tagged corpora (Rest: restaurant, Auto: automo-
bile, Phone: cellular phone and Game:video game)

R eSI A I IO P h O n e G am e

arll CleS 1 12 5 6 5 64 48 1 2 6 1

Sel Ien CeS 2 1 16 6 6 14 10 05 1 1162 8 6 14 4 8

As P -E Val 3 269 2 9 4 2 9 65 5 2 1

A SP -A SP 1 142 6 2 8 0 2 96 2 2 1

S u b l -A SP 2 162 2 8 1 1 8 50 4 5 1

N On IW riIer O P lmi O n h Oll er 9 5 11 22 2

S u P P O lt 68 8 6 8 0 9 5

C OI J II20n 112 8 6 1 6 4 1

# O I O P ln lO l un 1IS 4 12 6 1 1 15 1 9 1 25 1 8 1 1 5

S u b l-E V a l 5 1 5 5 1 6 5 5 2 2 4 3

S u b l.A S P -E V a l 2 12 1 4 1 2 6 1 6 8 2 5 1

S u b l.A SP .A SP bE V a l 1 10 6 5 1 1 5 1 1 2 1 2 7

O Ih e r 3 1 2 2 2 2 5 5 4

conclude fromthe statistics that it is practical to put a higher priority of research
on the taBk of filling the other four slots: opinion holder, subject, aspect and
evaluation.

2.3.3 Task definition

ln this dissertation, based on this corpus study, weconsider an opimionextraction
task as fo11ows:

Given a text collection, extract opinions andstructure them in the form
of quadruple ( Opinion holder, Subject, Aspect, Evaluaiion), where Subject
andEvaluation are obligatory while Aspect is optional and may have a

hierarchical chain.

The fo11owings are examples.

(1) I hear that the ipod is very 900d.
-(unspeciPed person, ipod, 4, 900d)
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(2) I 90t Canon G3 and am amazed at the quality ofphotos.
-(the writer, Canon G3, (photos, quality), be amazed)

(3) Nokia 6800 has a nice color screen.
-(the writer, Nokia 6800, color screen, nice)

2.3A The task addressed in this dissertation

Our opinion extraction taBk is nowrecast as the task offiung the slots of (Opimion
holder, Subject, Aspect, Evaluation). Amongthese slots, we put aside the task
of a11ing the opinion holder slot in this dissertation because the fi11er of this slot
is high1y likely to be the writer of the document as noted in Section 2.3.2. Fur-
thermore, weconsider identification of candidate subjects (e.g. product names)
as a separate task, which has been intensively studied over a decade as the task of
namedentity recognition. We assumethe avai1abihty of state-of-the-art models
of named entity recogmition.

Based on these discussions, in this dissertation we address fonowingtasks:

i) Identifying aspect/evaluation candidate expressions
Wepropose a semi-automatic method for collecting aspect/evaluation can-
didate expressions in Chapter 4.

ii) Extracting (Subject, Aspect, Evaluation) triplets by decomposing the prob-
lem into two extraction tasks: Aspect-evaluation pair extraction and aspect-
aspect (or s'ubject-aBPeCt) relation extraction. We describe these subtasks
in Chapter 5 and Chapter 6.

2A Related work

One of the early work taking the information extraction approach to opimion ex-
traction is reported by Tateishi et al. [2001]. The task they consider is extraction
of (Subject, Aspect, Evaluation) triplets in our terms, andits semantic orienta-
tion which is binary-valued, either positive or ne9aiive. However, the reliability
of the data usedin their experiments is not demonstrated. This researches fuug
on Japanese text, while in other language, Hu and Liu [2004] consider the task
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of extracting (Aspect, Sentence, Semantic-orienialion) triples in our terminology,
where Sentence is the sentence that includes the Aspect, and Semantic-orientaiion
is binary-valued, either positive or negative. Our task setting can be considered
as a refinement of theirs in that we consider hierarchical chains of aBPeCtS, Which
ma;y be fi11ed with phrases even fromsepalate SentenCeS) andwealso consider the
evaluation slot to be fi11ed with anevaluation phraBe. They annotated semantic
orientations and aspects to review articles, however, the reliability of the data is
not demonstrated.

perhaps) our task setting is closest to the one considered by Popescu and
Etzioni [2005] and Yi et al. [2003]. Popescu andEtzioni consider the task of
extracting (Aspect, Evaluation, Semantic-orientation) , and reported the inter-
annotator agreement of the triplets in their evaluation data. However) their
papers lack discussion of task formulationbased on corpusstudies.

To our best knowledge)one of the most extensive corpus studies in this field
is being conducted by the MPQA project [Wiebe et al., 200p5] 2. In this corpus,
individual expressions are marked that correspond to explicit mentions of private
states3 (e.g. "The U.S. fear a spill-over"), speech events (e.g. "Sue &d that she
would be home late" ), andexpressive subjective elements (e.g. "to put it mildld',
"whai an idiQf'). However, their concerns arenot necessarily focused on the
types of customer opinions we consider) andthey annotatenewspaper articles)
whid presumablyexhibit a quite different distributions from web docunents.

2.5 Summary

ln this chapter, wediscwsed the task of structuring opimions, and introduced the
opimionunitsconsisting of four corutituents: (Opinion holder, Subject, Aspect,
Evaluation). We then set up an opinion extraction task based on our corpus
study. The rest of this dissertation, we consider the task of (Subject, Aspect,
Evaluation). Before gQing into the main topics, we outline several previousre-
search efforts on opinion miningin the next chapter.

2This corpus is available at http://nrrc.mitre.org/NRRC/02leSultS/mPqa.htd
3 "p,ivate state" is a general te- that covers opinions, beliefb, thoughts, feelings, emotions,

goals, evaluations, andjudgments [Wiebe, 2002]

14



Chapter 3

Previous work on opinion mining

In this chapter, we outline previous research efforts in opinion mining. First,
wedescribe the document classification apprbach which determinesemanticori-
entation of the docunents(or their sentences). And then, we explain various
approaches to opinion extraction in Section 3.2.

3.1 Classifying opinions into positive/negative

Semantic orientation determination is a task of determining whether a sentence or
documenthas either positive or negative orientation. There are two early works
attempting this task reported by [Pang et al., 2002] and[Turney,2002]. The ap-
proaches for this task can be decomposed into two approaches: the unsupervised
approach [Turney, 2002] and the supervised approach [Pang et al., 2002].

3.1. 1 Unsupervised approach to sentiment clusification
Turney [Turney, 2002; nrney and Littman, 2002] predicts the semantic orienta-

tion of the documents based on the average semantic orientation of the adjective
phrases andadverb phrases appearing in the documents.In his mode1, sentiment
orientation SO of the phrase ph is estimated as fo11ows.

SObh) - PMI(ph, pos_words) - PMIbh, ne9-WOrds)

where pos-words represents pre-defined positive words such as "excellent, 900d" ,
and neg-words represents pre-defined negative words such as "poor, bad'. The
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pointwise mutual information (PMI) between ph and words is defined as fo1-
lows [Church and Ilanks, 1989]:

pMIbh,words) - lo92p(ph&words )
pbh)p(words)

where p(ph, words) is the probability that ph and words c-ccur. If the words
are statistically independent, the probability that they c-ccur is given by the
product pbh)p(words). The ratio between p(ph, words) and pbh, words) is a
measure of the degree of statistical dependence between phrase andwords. Ile
calculated PMIs based on the number of web pages returned by search engines,
whenthe pair of the phrase andthe word is queried.

Given the semanticorientation of each phraBe, the documentis classified aB
positive if the average of the SObhrases) > 0 andnegative otherwise.

3.1.2 Supervised approach to sentiment classification

Another approach to sentiment claBSification is baBed on the supervised naJ=hine
learning-based method. The task of sentiment claBSification canbe considered
as a text categorization (i.e. text classification) taBk in which texts are classified
into one of several predefined categories using information fromtraining texts. h
the text categorization task various machine leamingmethods have been applied,
and they have proven successful [Sebastiami, 2002]. The samemethods have been
applied to the sentiment claBSification task by madlyreSearChers [Pang et al. , 2002;
yu and Hatzivassiloglou, 2003; Mul1en and Collier, 2004; Matsumoto et al., 2005,
etc.]. In the supervised approach, the leamingprocess is driven by the knowledge
of the categories (positive/negative, in this task) and of the training instances
that belong to them. In this task, online reviewarticles are often used as traiming
andevaluation data, because in reviewarticles, reviewers often summarizetheir
overall sentiment with a rating indicator, such aB a nunberof stars. Therefore,
wedo not need manual-annotation of the documentfor supervised learming or
evaluation purposes.

pang et al. [2002] examinedwith three machine leamingmethods: naivebayes
classification, ma3dmumentropy classification andsupport vector machines. As
the features, they used unigrams, bigrams, and so on, which are used in the
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traditional categorization task. They pointed out that it is difficult to claBSify a
document'ssentiment orientation by using only word information, since there are
manywords indicative of opposite sentiments in the target documents. Based on
these findings, they introduced the taBk of sentence subjectivity classification, to
discard the objective sentences fromthe target docunent[Pang andLee, 2004].
This approach is based on an assumption that the semanticorientation of the
document relies only on the sentences expressing the writer's subjectivity.

Mul1enand Collier [2004] also applied the machine learning method which
incorporated several kinds of information aBfeatures such as semantic orientation
of the evaluative expressions. Their experimental result shows that the model
which uses the above information outperforms models which do not use it.

3.2 Extracting opinion comprising elements
Other than docunentlevel sentiment claBSification of product reviews,researchers
have also been exploring methods for in-depth analysis of opinions by extracting
opinions into specific formats.

3.2.1 Pattern-based or proximity-based approach

Approaches to the opinion extraction task mainlyuse simple proximity-orpattern-
based teclmiques. Muranoand Sato [2003] and Tateishi et al. [2001; 2004] prcL
posed a method which uses pre-defined extraction patternBanda list of evalua,
tive expressions. These extraction patterns and the list of evaluation expressiorLS
need to be created manual1y. For example, they used syntactic patterns such
as "(Aspect/Subject) ga/wa (Evaluation)" or "(Evaluation) na (Aspect)". The
former pattern can match the example "(dezain) 9a (yOi) (The desi9n is 900d)",
and the latter can match the example such as "(suteki) na (dezain) (eECellent
desi9n)".

Yi et al. [2003]'s task is extracting (aspect, evaluation, semantic-orientation)

triplets. They identify evaluation expressions lBing a dictionary which they
build using external resources such as WordNet [Feubaum, 1998] and genera1
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inquirer [Stone et al., 1966]1. wordNet is a lexical database connecting En-
glish words/expressions to categories representing their meamings.And general
inquirer is a dictionary that contains information about English word senses, in-
cluding tags that label them as positive, negative, negations, overstatements or
understatements. The size of dictionary is approximately 3000 (2500 adjectives
and less than 500 nouns). For aspect expressions, they automaticany extract
these expressions using rules and scoring based on the likelihood. To identify
relations between aspects and evaluations, they used manual1y-created patterns.
The patterns have following two types:

. (target, verb, source)
For example, (the camera, like, "') and (the di9ital zoom, be, too 9rainy)
are matched the pattern.

. (adjective, target)
(900d quality, photo) is matched, for example.

Hu and Liu [2004] defined opinion extraction aB the taBk of extracting opin-
ion sentences which contain one or more aspects andone or more evaluation
expressions2. Instead of using a dictionary, Hu and Liu [2004] approached the
task by fi1tering out non-aBPeCtCandidaJteSuSing aBPeCt eXPreSSions automatically
extracted fromanother large docunents.

popescu and Etzioni [2005] consider the task of extracting (aspect, opinion-
phrase, semantic-orientation) , where opimionphrases is an adjective, noun, verb
or adverb phraBe rePreSenting customer opimions. They also start at identify-
ing aspects automatically acquired using Web-based information extradion sys-
tem KnowltAl1 [Etzioni ei al., 2004]. KnowltAll utilizes a set of eight domain-
independent extraction patterns (e.g. "NPl such as NP2" ) to generate candidate
facts. Next, the system assigns a probability to each candidate using a Naive
Bayes claBSifier. The Naive Baye8 CkLSSifier uses the pointwisemutual info-ar
tion used in nrney [2002] as a binary feature.

Then, Popescu and Etziomi identify opinions as follows:

1http: / /www.wj h.harvard.edur inquirer/
2In [Hu andLiu, 2004], they used adjectives as evaluation expressions
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Figure 3.1. The concept of Kanayama et al.'s approach (Kanayamaet al., 2004)

1. If anexplicit aspect is foundin a sentence, their system applies the extrac-
tion rules

2. The phrase whose head word haB a POSitive or negative orientation is re-
tained aB an OPinion phrase

To extract opinion phraBeS, they use syntactic dependencies baBed on their intu-
ition that "anopimionphraBe aSSOCiated with a product feature will occur in its
vicinity". A simi1ar idea is used in [Kim andHovy, 2004]. Kim and IIovy used

various windowsizes (e.g. ful1 sentence, words between opinion holder andthe
subject) instead of syntactic dependencies.

3.2.2 Semantic parsing-based approach

Kanayamaand Nasukawa[2004] apphed the idea of transfer-based machine trans-
1ation to the extraction of evaluations andevaluated aspects. They regard the
extraction task as translation froma text to a sentiment unit which consists of
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a sentiment evaluation, a predicate andits arguments. Their idea is to replace
translation patterns and bilingual lexicons with sentiment expression patterns
anda lexicon that specifies the semantic orientation of each eqression. Their
nethod first analyzes the predicate-argument structweof a given input sentence
making use of the sentence analysis component of an existing machine translation
engine, and then extracts a sentiment unitfromit, if present, tu;ing the transfer

component.
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Chapter 4

Collecting evaluative expressions

4.1 Introduction

There are various method for extracting opinions in the form of triplet (Subjeci,
Aspect, Evaluation) as mentioned in Chapter 2. We consider the approach to
extract the opinion mitsusing a list of expressions which possibly describe either
evaluated subjects, focused aspects or evaluations (referred to subject expressions,
aspect expressions, and evaluation expressions, hereafter).

If such a list of these sorts of expressions is avai1able, wemaybe able to realize
opimionextraction in two steps:

1. Detecting expressions included in the list

2. Organizing detected expressions into the form: (Subject, Aspect, Evaluaiion).

Asmentioned in previous chapter, we consider identification of candidate
subjects (e.g. product names) as a separate task, which has been intensively
studied over a decade as the taBk of named entity recogmition. Aspectexpressions,
on the other hand, are commonnouns, and tend to be domain-dependent. For
example, "9aS milea9e" is an aspect expression in the automobile domain, but
is not in the computer domain. Therefore, we should add the expression "9aS
milea9e" tO the aspect dictionary in the automobile domain, but should not add
it to the dictionary in the computer domain. Evaluation expressions are more
likely to be used corrnonly across different domains. IIowever, there are many
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expressions usedfor expressing writer's 'evaluation', so it canbe expensive to
manuallycreate an exhaustive list of expressions. This indicates that how to
build an exhaustive dictionary for each domain inexpensively is an important
issue.

For this issue, we explored howto accelerate the process of co11ecting aspect
and evaluation expressions by applying a text miningteclmique. In this chapter,
wepropose a semi-automaticmethod that usesparticular ccLOCCurrenCePatterm
of subjects, wpects andevaluations, used in the informationextraction field. We
then empiricany evaluate the e3ectiveness of the semi-automaticmethod com-
paring with manualcollection.

4.2 Related work

Tateishi et a1. [2001] proposed a method for extracting opinions using extraction
patterns andmanua11y-created dictionaria which include evaluative expressions.
They created a dictionary for each domainas shownin Table 4.1.

Muranoand Sato [2003] also used a manuallycreated dictionary, however, it
is quite expensive to manua11y create an exhaustive list of expressions for many
domains, because dictionaries tend to be domain-dependent. To solve this prob-
lem, we propose a method for reducing the cost of creating a list of evaluative
expressions: Aspect expressions andevaluation expressions.

There have also been several techmiques developed for acquiring subjective
words. Riloff andJones [1999] proposed a method for leaming both a list of
extraction patterns and a domain-specific semanticlexicon simultaneously.This
algorithm needs a set of un1abeledtext andpre-defined seed words for the seman-
tic lexicon of interest. In [moff et al., 2003], they apply the above method and
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an improved method proposed in [Thelen and Riloff, 2002], to obtain subjective
nOunS.

Wealso try to collect evaluative expressions using a bootstrapping algoritlm.
fuloff et al. collect the extraction patterns and semanticlexicon simultaneously,
while wefix the extraction patterns andcollect aBPeCt andemluation expressions.
The advantage of automatic collection of extraction patterns is that this method
canacquire various extraction patterns, howeverit has the drawback that some
patterns maywronglygenerate manyexpressions wedo not want.Checking new
acquired expressions is easier than checking the patterns newly extracted, we
therefore propose a method usinga set of patterns created previously.

4.3 Collecting expressions using co-occurrence pat-

terns
Opimions can be linguistically realized in nany ways. One of the typical forms
wouldbe:

(Aspect) of (Subject) is (Evaluation).

Weusesuch typical patterns (referred to co-occurrencepatterns, hereafter) to col-
lect evaluative expressions. For example, applying the above coocurrence pattern

to
(1) the leather seat of ProductJ is comfortable

wecan1earnthat "the leaiher seat" may be an aspect expression and "comfort-
able" an evaluative expression. However,

(2) My apartment is near the staiion.

also match the above pattern wrongly. To avoid such errors, we introduce the
acquired subject/aspeect/evaluation expressions as the constraints. That is, if
wehave already knownthat "comforiable" is an evaluative expression, wecan
reason that "leather seal" is more likely to be an aspect expression. Based on
this idea, we impose a comtraint that at leastl one slot should be fi11ed by the
knownsubj ect/aspect/evaluation expressions.
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Figure 4. 1. Semi-automaticprocess of collecting aspect/evaluation expressions

Figure 4. 1 il1ustrates the process of collecting aspect/evaluative expressions.
The overal1 process consists of repeated cycles of candidate 9eneration followed
by candidate selection. In each cycle, the candidate generation step automatically
produces a ranked list of candidates for either aspect or evaluation expressions
using coocurrence patterns and the current dictionaries of subject, aspect and

evaluation expressions.
In the candidate selection step, a humanjudge selects correct aspect/evaluation

expressions fromthe list and add them to the dictionaries. Updates of the dictio-
naries may al1owthe candidate generation 8teP tO PrOduce different candidates.
Repeating this cycle makes both the aspect andevaluation dictionaries richer in
each cycle.

24



4.3.1 Candidate generation

we exp1ain the process of candidate generation along Figure 4.1. We describe

co-occurrence patterns aBfollows:

(4fPfg) is (Evaluation)

In this notation, weassumethat (Evaluation) corresponds to an already known
evaluation expression andthe underlined slot (432fit) denotes anexpression that
can be taken as a candidate of an aspect expression. Note that we need to pre-

define the co-occwrencepatterns.
If our docunentcollection includes sentences like (3), we can obtain "han-

dlin9" and"cosf' as candidates for aspect expressions. ()a denotes the word
sequence corresponding to the aspect slot of the cDOCCurrenCePattern. Likewise,
wealso use ()e for the evaluation slot 1.

(3)... (asB:)a is (9004e because of...

... (the handlin9)a is (excellent)e..

Here wemustnote that such co-occurrence patterns may also generate nOn-
evaluative candidates as in the following case, from which a candidate expression

"car" is extracted:

(4)... The (iKr)a is (lar9e)e SO that...

To reduce the noise in the extraction, weintroduce the fi1tering nethod aBfollows:

1. Filtering using part-of-speech informa.tion
To reduce noise in the extraction, we specify the applicability condition of
each pattern based on part-of-speech.

2. Filtering using statistics-based score
wealso use a statistics-based scoring function to rank extracted candidates
and provide the humanjudge with only a limited numberof high1y ranked

candidates.

1Likewise, ()8 in Figwe 4.2 indicates the subject slot
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3. Filtering already registered expressions
To reduce the labor of manualchecking of such non-evaluative expressions,
wefirst fi1ter out candidates that have aheady been registered either in
the aspect andevaluation dictionaries. For this purpose) each dictionary
is designed to keep expressions that have been judged as evaluative ex-
pressions in anearlier cycle as well as non-evaluative expressions. In caBe
of Figure 4.1, "cost" is filtered out because it is already registered aB an

aspect expression.

The details of the scoring function we used in the experiments wi11 be given in
Section 4A.1.

4.3.2 Candidate selection

ln the candidate selection step, a humanjudge labels anarbitrary nunberof
high1y ranked candidates and register them into the dictionaries. In Figure 4.1,
given two candidates "handlin9" and "car", the humanlabeler haB judged the
former as an aspect expression and the latter w a non-aBPeCteXPreSSion. Asthe
result) "handlin9" is added to the aspect dictionary and"car" is added to the
non-aspect dictionary.

4A Experiments
weconducted experiments with JapaneseWeb documentsin two domains, au-
tomobile and video game (simply game, hereafter), to empirically evaluate the
effectiveness of our method conpared to a nanualco11ection method. These d&
mains have their ovmcharacteristics. In the automobile domain, there are many
aspect shared amongdifferent car models, in the video gamedomain, on the
other hand, there are many aspect expressions only appeared in certain genre
(Role-playing, Fighting, etc.) or particular series.

weused the fo11owing time periods for the collection step: 7.5 hours for the
automobile domainand5 hours for the video gamedomain. These time periods
meanthe time spent for the manual checking. h the manual collection, the time
meansthat the time lmmanannotated aspect and evaluation expressions using
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an annotation tool. In the experiments, wehired a person as the examiner who
had no knowledgeabout the techmical details of our method.

4A.1 Semi-automatic collection of aspect/evaluation ex-
pressions

ln this section, weexplain the experimental settings for semi-automaticcollection.

Input data

Wecollected 15,000 reviews (230,000 sentences) fromseveral reviewsites on the
Web for the car domain and 9,700 reviews (90,000 sentences) for the game do-
main.Weanalyzed these documents using the Japanese morphological analyzer
ChaSen2 andthe Japanese dependency structure analyzer CaboCha3.

Initial dictionaries
Weshowthe numbersof the expressions used for imitial dictionaries.

. Subject dictionary
ln the input data we used,subjects are explicitly written at the top of the
article. So we collect these subjects expressions, and made the subject dic-

tionary.
Wecollected 389 expressions for automobile domain(e.g. "BMW","TOY-
OTA") and 660 expressions for the game domain (e.g. "Dark Chroni-
cle", "Seaman").

. Aspect dictionary
For the seed set of aspect expressions, wemanually chose the following 7
expressions for both domains that considered to be usable across different
domains:

nedan (cost) , kakaku (price) , sabisu (service) , seinou (performance) ,
kinou (function), sapo^to (support), dezain (design).

2http ://chasen. naist.jp/hiki/
3http :/ /chasen. orgr taku/software/ cab ocha/
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+ Evaluation dictionary
For the seed set of evaluation expressions, weused an existing thesaurus
anddictionaries to manual1ycollect those that were considered domain-
independent, obtaimig247 expressions, most of which were adjectives. The
fo11owing are examplesof them:

yoi (good), kirei (beautiful), akarui (bright), kiniiru (hke / favorite),
takai (high) , chiisai (smal1)

Co-occurrencepatterns
we preliminarily tested various co-occurrencepatterns against anotherset of

documentscollected fromthe domainof mobile computers. Note that wetested
the co-occurrencepatterns to another documentsinthe mobile computer domain.
This enables us to investigate if the patterns tunedinthe domainworkwe11in the
other domain. Wethen selected eight patterns wshowninFigure 4.2 because
they appeared relatively frequently andexhibited reaBOnable precision4.

The under1inedslot(J denotes anexpression that canbe taken as a candi-
date expression, if the other slots arefi11ed. For example,pattern 1 r (BbqhLatio%)
(subject)J meansthat (FvaluatiQg is extracted as the candidate evaluation can-
didate, if (Subject) slot is filled by a knovmsubject.

weassumethat the scope of extracted expression is content word (or un-
knownword) in base-phrase (bumetsu) boundary. However,someexpressions
spanbeyond bunsetsuboundaries(e.g. X-ga aru,X-gami), so weal1owto span
beyond the bunsetsufor sud cases.

In addition to above patterns, weusedanotherhewistic rulewhich indicates
aspect and evaluation expressions by sutBxes. For example,weregard expre5Sions
include a sufBx "-sei (-iiy) (e.g. antei-sei (stability))" as a candidate of aspect, if
the expruions do not match the patterns.

Somefiltering method

Asmentionedin Section 4.3. 1 , we introduce fo11owingfi1tering methods to reduce
the noise in the extraction:

4weusethe variable Productl to cite actual enmple, thiS slot 8hould be fined by concrete
product name
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pat.1 (Evaluation)-MOD (Subject) Pat.2 (Evahation)-MOD (Aspect)
e.g. (dtibde (Product_1)s e.g. (yasuppoi)e (dezain)a

stubborn Product_1
(...stubborn Product-1...)

Pat.3 (Evaluation)-MOD (Aspect)
e.g. (subarashii)e

gre at handlmg
(...great handling...)

Pat.5 (Aspect)-(ga,etc.) (Bhaluation)
e.g. (nennpi)a-9a (E2!)e

gas mileage-NOM great
(the gas mileage is great)

Pat. 7

che ap design
(...cheap design...)

PatA (Subject)-no (Aspect)
e.g. (p,oduct_3)s-no (2a)a

Pro duct _3-of design
(the design of Product_3)

Pat.6 (Aspect)-(ga,etc.) (Evaluation)
e.g. (&)a-9a (yOi)e

interior-N OM nice
(the interior is nice)

(Subject)-no (Aspect)- (wa,etc.) (Evaluation)
e.g. (Product_1)8-nO (iAtBria)a-wa (kirlei.)e

Pro duct _1-of interior-TOP b eautifu1.
(the interior of Product_1 is beautiful.)

Pat. 8 (Subject)-no (Aspect)-(wa,etc.) P)
e.g. (Product_2)s-no (enjine)a-wa (3iz&)e

Pro duct 3-of engine-TOP quiet
(the engine of Product3 is quiet.)

Figure 4.2. The used c&occurrence patterru
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Filtering using part-of-speech
To specify the part-of-speech weneed to extract, we analyzed 50 expressions

for each eLSPeCt and evaluation expressions extracted fromthe message boads in

computer domain.
Most of the aspect expressions are nouns(42 expressions) , and the remainsare

unknownwords(e.g. HDD). Based on this observation, weextract only unknown
words, single nounsexept for numericalexpressions, and compound nouns as

aspect candidates.
The candidates of evaluation expressions are the fo11owing:

nominaladjectivak; 18, adjectives 13, nouns9, verbs 6, sahen-verbs 3,
unknownwords l

commonnounsarefrequently appeared as evaluation expressions, however, there
is a risk of false extraction if we take all nounsas the evaluation candidates.

Most of the extracted nouns are appeared the formof "Noun-da"(e.g. saiaku-
da (worst) , mimizawari-da (annoying) ) , so we target nounsif they appear the form
of "Noun-da".

Asthe result, we extract only adjectives, verbs (including sahen-verbs), nom-

inal adjectivals and nounswhich appear in the form of "Noun-da"for evaluation

candidates.

Scoring

To the extracted expressions usingPat.1 to Pat.3, Pat.5 and Pat.6 in Figwe 4.2,
weintroduce a scoring function based on frequency. With the frequency-baBed
scoring, PatA to Pat.6 are still relatively underconstrained and tend to generate
manynon-evaluative expressions. Wethus introduce another scoring function
based on the reliability of the co-occurrence patterns.

1. Scoring based on the te- frequency
Based on the consideration that candidates with a high frequency in the
target document co11ection have the preference, we score the expressions
with the frequency of extracted expressions.
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Table 4.2. Contingency table
y l y tOI al

E2] f r eq(X ly l = a ! re q (X ll y ) = b f r eq (X )

11 X f r eq(l X ly l = C I re q (1 2 !l y 2 = d f r eq (l X )

tOI al f r eq(y l I re q (l y )

2. Reliability of the co-occurrencepatterns
The other scoring factor is the reliability of clues used for extraction. Sup-
pose that wewantto estimate the reliability of an instantiated cooccurrence
pattern "(Aspect) is low". If this pattern produces not onlycorrect can-
didates such as "cost" and "seat position" but also manynon-evaluation
candidatessuch as "body hei9ht" , we ;an learn from those results that the
pattern is not so reliable, presumablyless reliable than, say, "(Aspect) is
comfortable" which produces very fewnon-evaluationcandidates. Based on
this consideration, weestimate the reliability of an instantiatedpattern by
a co-occurrencemeaBure.WewelogJlikelihood ratio[Dunning, 1993] be-
tweencandidatesandevaluationexpressions. Given the contingency table
descibed in Table 4.2 (freq(x, y) is the numberoftimes x occurredin y, and
freq(x) is the numberof x occurred), wecan calculatethe log-likelihood
ration between a candidate andthe evaluation expressions as fouows:

alo9a+blogb+clo9C+dlo9d-

(a+b) lo9 (a+b)-(a+c) lo9(a+C)-

(b+d) log (b+d)-(c+d) lo9 (C+d)+Nlo9 (N)

whereN-a+b+c+d.

4A.2 Manualcollection of aspect/evaluation expressions

Wehired a person as an examinerwhohad no knowledgeabout the tech-
nical details of our method. Moreover,the examinerhad no special knowledge
¥for automobiles and the games. Weasked the humanexaminerto tag aspect
and evaluation expressions using an annotation tool shownin Figure 4.3. The
armotation process is as follows:
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Figure 4.3, The interface of the tool for manualcollection

1. Select the expression considered as evaluation (or aspect)

2. Click the button correSponding to the tag

The humanexaminarcaneasily annotate the tags using this tool. After the work,
weextracted the annotated expressions automatically' and created the aspect and
evaluation dictionaries.

The examinertagged expressions in 105 reviews (about 5,000 sentences) from
the automobile domainand280 reviews (about 2,000 sentences) from the video
gamedomain. The working time is 7.5 hour for each domain, and the examinar
could annotate 105 articles (nearly 5,000 sentences) for automobile domain, and
280 articles (nearly 2,000 sentences) for videogamedomain.Those reviews were
taken from the same document collections that we used with our semi-automatic
method.

It is important to note that while the sameperson wasresponsible for both
manualcollection of evaluative expressions andjudgment of our semi-automatic
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method, weavoided possible conflicts of interest by evaluating our method before
manua11y collecting expressions.

4.5 Results and Discussion

4.5.1 Collection efRciency

Figures 4 and 5 show the plots of the numbers of co11ected expressions versus the
required time. For the semi-automatic collection, we plot the cumulative number
of expressions in each cycle of the co11ections process. For the manual collection,
weplot the cumulative number of expressions co11ected from each 5 articles.

The figures show that the semi-automatic method is significantly more en-
cient than the manual collection in co11ecting the same number of expressions.
For example, the semi-automatic method takes only O.6 hours to collect the first
500 aspect expressions while the manual extraction requires more than 5 hours.
Wealso find that both domains exhibit quite similar tendencies. This indicates
that our method is likely to work well in a wide range of domains. Reca11 that,
preliminary to the experiments, we used documents in the mobile computer do-
main, which was considerably different from the automobile and game domains,
to tune the co-occurrence patterns. This suggest that the same set of patterns
will work we11 in other domains.

One problem observed from the results is that the number of extracted ex-
pressions does not exhibit convergence. We consider that this tendency is due
to the fact that the current semi-automatic method operates greedy. For exam-
ple, "en9ine" and "response" are co11ected as an aspect expressions, but "engine
response" which consists of above two aspect expressions, is also collected as an
aspect expression. To cope with this problem, we might re-consider the range of
the expressions which we need to extract.

4.5.2 Coverage

lt is also important to see to how successfully the semi-automatically corrected
expressions cover the expressions which appear in an unseen data set. We next
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Table 4.3. Coverage of collected expressions
a SP e Ct e V al u  a llO n

a u I  O m O b lle
m an u a l 3 9 ･4 %  ( 1 2 4 ! 2 1 5 ) 4 2 ･2 %  (1 6 4 I 2 8 0 )

Se m 2-a u IO 6 5 ･1 %  (2 0 5 ! 2 1 5 ) 6 1 ･4 %  (2 4 4 I 2 8 0 )

vi d e O  g a m e
m  a n u  a l 4 2 ･2 %  (  5 8 I 1 2 4 ) 4 1 1 %  (  9 4 ! 2 2 7 )

Se mi -a u I. 6 1 ･9 %  (  8 2 ! 1 2 4 ) 5 1 ･1 %  (1 1 6 I 2 2 1 )

co11ected another 100 reviewsfor each of two domains, and extracted aspect
and evaluation expressions manually. Table 4.3 shows the coverageof the semi-
automatically andmanua11ycollected expressions. In the table, the denomi-
nators are the numbersof the aspect or evaluation expressions collected from
unseendata, and the numeratorsare the numbersof expressions covered the
semi-automaticallyand manually conected expressions described in Section 4A.
Table 4A showssomeexamples,where"common"indicates expressions co11ected
commonlyin both ways,and "semi-auto"and "manual"areexpressions collected
onlyby each method.

For the unseendata, the expressions collected manuallycoverfrom40 91oto 50
%, whne the semi-automaticconected expressions cover609To. We find that the
semi-automaticcollection cover moreexpressions thanmanualcollection, how-
ever, 40 % of the expressions still remain. Table 4.5 shows the main causesthat
our method has failed to cover the remaiming40%. Note that the denominators
are the numbersof the expressions except for the cases wherethe expressions do
not appear in the data weusedin the semi-automaticmethod.

Filtering using part-of-speechinformation

Asmentionedin Section 4A.1, we introduced the part-of-speech-based restric-
tions. Someexpressionsarefi1tered out by this restrictions. For example,"shikkari
(ii9htly)" is anadverband "demeritto (demerii)" is a noun, but these expressions
are considered as evaluation expressions.

Moreover,thoughweassumedthat the evaluation maynot be usedas aspects
andviceversa, actually someexpressions are used as aspects. One exampleis
"hirosa (width)". In a sentence such as
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Table 4.4. Examples of collected expressions

botb semi-autoo山y m anualo山y

automobile

aspect

sasupenshon
サスペンシヨン

シ_S%nio宗S C3n,ン J{%?/Pa/nlOejT,

(suspension) (seatposition) (insirum enipaneり

==- ,,_一̀l 密密密 t&ri腎a&asei

(ridequality) (visibiliiy) (ireatment)

eValuation

箸a5k5u 穿智 3oSaE 写貨蒜

(poorquality) (brilliani) (borin9)
カ努k=koji'イ かk.,a驚ruaiい 腎官努写nva,i

(cooD (tirin9) (allri9ht)

･gam e

aspect
鮮搾経 ス㌍叩竺幾開 F vre字笛翫

(operaiionality) (storyline) (playiim e)
グSu照 ク 9# %&u 窟uC 妥w#o

(9raPhics) (ima9equality) (hiddenfeature)

eValuation
ず離惣 ､ 箪窟a# n&a あ紹軌 ､

(excellent) (half-baked) (impossible)
窟晋 tAki 細 雛 穣kba,i

(attractive) (various) (deep)

(si-to)-nO hirosa-ni (kan9eki)

(seat)-oF width-DAT (be impresse4

(I was impressed by how wide the seais were･)

"hirosa" is considered as the aspect of the evaluation "kan9aki" , however, in the

case of "si^io-no hirosa (The width of the seats)", we can interpret this phrase

as "s壬to-ga hiroi (The seais are wide)", therefore, "hirosa" is considered as an

evaluation. We handle this problem in another process which determines whether

a candidate aspect (or evaluation) expression is true aspect (or evaluation) or not.
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T a b le 4 ･5 ･ C aIegO r27aI20n O f Ih e CO lleCI2n g errOrS

au IOm Oblle gam e
aSP eCt eValuallOn aSP eCt eVal uaI 20n

fi1Ieri 1 g uS21g P O S 35% (8I22) 30% (25I l15) 25% (2I8) 19% (16!85)
beyOll b un SeISu･S 22% (25Il15) 25% (2!8) 19% (16I85)

Expressions spanningbeyond base-phrase

Although the semi-automatic method does not generate candidate expressions
spamingbeyond base-phrase (bunsetsu) boundaries, someexpressions appear be-
yond bunsetsu boundaries. For example,"hwa-9atatSu (9et an9ry)" and "sento^-
no shikata (how to Jt9ht)" are not collected with this method.

4.5.3 Utility of co-occurrence patterns

To evaluate how correctly and exhatutively candidate expressions are co1-
lected using fixed extraL:tion pattems, we investigated the performance of eight
c&occurrencepatterns.

Tables 4.6 and 4.7 shows the usefulmessof the patterns, where "number"indi-
cates the numberof expressions extracted by the patterns, and "correct/incorrect"
indicates the number of evaluation/non-evaluation and aspect/non-aspect expres-
sions. Weevaluated the usefulmessby precision defined aBfollows:

Precision = numberof candidates decided as aspect (or evaluation)
numberof candidates extracted by the pattern

FromTables 4.6 and 4.7, wecan see that both domains exhibit quite similar
precision. Asmentioned above, the patterns used in the experihents are tuned
in different domain (nobile computer domain). _Therefore, wecan say that the
sameset of patterns work well in different domains.

Overall, the patterns that extract evaluation expressions outperform the pat-
terns that extract aspects. One reason is that evaluation expressions also cooccur
with namedentities (e.g. product names, companynames,andso on) or general
expressions such as "mono(thing)".
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Table 4.6. Performance of co-occurrence patterns (evaluation extraction pattern)

patt ern precision number correct/incorrect

a u I O m O b 21e

P a I ･1 7 2 ･2 % 1 5 1 1 !  4

P a I ･2 8 1 ･4 % 1 2 4 7 1 0 9 7 !  2 5 0

P a I ･5 6 9 ･1 % 4 9 1 7 3 2 9 8 I 1 5 1 9

P a I ･8 6 6 ･5 % 2 2 9 1 5 9 I  8 0

vi J e O  g a m e

P a I ･1 1 EZ J )

P a I ･2 7 8 ･1 % 9 0 1 7 0 9 !  1 9 2

P a I ･5 8 2 ･1 % 2 5 8 1 2 1 1 9 I  4 6 2

P a I ･8 9 2 ･2 % 1 5 1 4 !  1

Table 4.7. Performanceof co-occurrencepatterm (aspect extraction pattern)
pattern precision nunber correct/incorrect

a u I O m O b 2 1e

P a I ･3 5 0 ･2 % 1 1 2 6 5 1 0 I  5 6 6

P  a IA 4 5 ･6 % 7 2 6 3 2 1 !  2 9 5

P a I ･6 7 5 ･9 % 5 2 2 5 L3 9 6 5 I 1 2 6 0

P a I ･7 5 8 ･2 % 2 1 3 1 5 9 !  1 1 4

vi J e O  g a m e

P a I ･3 3 1 ･5 % 1 0 9 3 3 4 4 !  1 4 9

P a I  A 6 2 ･5 % 4 0 2 5 I  1 5

P a I ･6 6 6 ･2 % 3 9 1 5 2 6 2 1 I 1 2 4 4

P a I ･7 5 6 ･5 % 2 3 1 2 !  1 0
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4.6 Summary

ln this chapter, we proposed a semi-automatic method for extracting evaluative
expressions baBed on particular co-occurrencepatterns of evaluated subject, fo-
cused aspect and evaluation. Wereported the experimental results, showingthat
our semi-automaticmethod waBable to co11ect aspect and evaluation expressions
muchmoreeEiciently thanmanualcollection andthat the co-occurrence patterns
weused in the experiments worked well across different domains.

In the next chapter, wediscuss how to extract aspect-evaluation pairs using
the dictionaries.
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Chapter 5

Extracting aspect-evaluation
pairs using aspect dictionary

5.1 Introduction

ln previous chapter, wediscussed that if the dictionaries of subject/aspect/evlauation
are available, wemaybe able to realize opinion extraction in two steps:

1. Detecting expressions included in the dictionaries

2. Orgamizingdetected expressions into the form: (Subject, Aspect, Ebaluation).

In this chapter, wepropose a method for extracting aspect-iValuation pairs using
domain-specific dictionarie5. h particular, wefocus on the reviewarticles which
can be considered as "clean" data, becausethe most of that described in the
review articles are relevant to the given domain. On these Web pages, products
are often specified clearly andit is in many cases a trivial job to extract the
information for Subject slot. Aswewillshowlater, if the product nameis given,
it is not difRcult to detect the Subject of the Evaluation. Wetherefore focus on
the problem of extracting (Aspect, Evaluation) pairs.

5.2 Extracting aspect-evaluation pairs

ln the process of aspect-evaluation pair identification for opinion extraction,
weneed to address the fouowing issues. First, argumentsof a predicate may

40



not appear in a fixed expression andmavbe separated. Our analysis of an
opinion-tagged Japanese corpus (described in Section 5.3.1) showed that 30% of
the aspect-evaluation pairs wefound did not have a direct syntactic dependency
relation within a sentence, mostly due to ellipses. In the following example, the
aspect "desi9n" and the evaluation "like" are not connected via a dependency
relation, since the pronoun (corresponding to "if' ) is omitted.

(dezain-wa)a hen-dato iwarete-iru9a WataShi-wa 4 (suki)e
(desi9n-TOP)a be-weird said bui I-TOP [it] (like)e
(It is said that the desi9n is weird, but l like it.)

This phenomenon is knownas zero-anaphora, which is a kind of anaphora that
refers to the phenomenon that an expression points back to another expression in
the preceding context. Zerv-anaphora is a gap, in a phraBe Or Clause, that has an
anaphoric function. The process of identibring this types of anaphoric relation is
cal1ed anaphora resolution.

This leads us to a possibility of applying existing teclmiques for anaphora res-
olution to our opinion extraction task since anaphora resolution has been studied
for a considerably longer period in a widerrange of disciplines aBWebriefly review
below.

Second, as pointed out by Hu and Liu [2004] andPopescu and Etzioni [2005],
aspects may not always be explicitly expressed. Let us see two examples from
the reviewsof the automobile:

"(The seat)a is very (comfortable)e"
"A (bi9)e Car"

h the first example,both anevaluation and its corresponding aspect appear in
the text, while in the second example, an evaluation appears in the text but its
aspect is missing since it is inferable form the evaluation phrase and the context
(in this example, "a bi9 Caf' implies the "the size" of the car is "bi9"). For this
issue) weintroduce a model for determining whether anevaluation has an explicit
aspect or not.

Third) reca11 that evaluation phrzues do not always constitute opinions; the
target of an evaluation maybe neither a subject nor an aspect of a subject of the
given domain, and furthermore wewantto exclude evaluation phrases appearing,
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Figure 5.1. Process of opimion extraction

for example, in interrogative and subjunctive sentences. Wetherefore need to
incorporate into our opinion extraction model a claBSifier for judging whether
a given evaluation phrase constitutes an opimion. In the judgment, we expect
that the inf.rmati.n about the candidate aspect i; likely to be useful for the

determination. For example,

[1] kosuto-9a takai
cost-NOM hi9h

(the cost is hi9h.)

[2] shiyou hindo-9a takai
frlequenCy Of use-NOM hi9h
((its) frequency of use is hi9h.)

These descriptiom share the sameevaluation expression "hi9h". However, [1] is
our target opinion, while [2] is not a target opinion because this description de-
scribes rather a fact not a writers' subjective evaluation. Asthis exampleshows,
the plausibility of an evaluation expression to be an opimionchanges according
to its aspect. Ftom this observation, weexpect that carrying out aspect identifi-
cation before pairedness determination should outperform the counterpart modTel
which executes the two subtasks in the reversed order.

5.2.1 Method for opinion extraction

As il1ustrated in Figure 5.1, we propose anopimionextraction model derived from
the aforementioned disclBSion aB fo11ows:
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1. Dictionary lookup: Assdg that wehave domain-specific dictionaries
of evaluation and aspect phrases, identify candidate aspects and evalua-
tions by dictionary lookup. In Figure 5.1, "laryd' and "likd' are evaluation
candidates, and "interior and "desi9n" are aSPeCt Candidates.

2. Aspect identiRcation: For each candidate evaluation phrase, identify the
best candidate aBPeCt. h Figure 5. 1, the model identifies the best candidate
"interiof' for the evaluation candidate "lar9e". Note that "lar9e" may nOt
an explicit aspect.

3. Aspect-evaluation pairedness determination: Decide whether the can-
didate aspect is the true aspect of the evaluation (i.e. the evaluation has an
explicit aspect in the text). In this step, we detect whether the evaluation
has explicit aspect or not. Note that we do not identify what the omitted
aspect is in the case where no explicit aBPeCt is identified. h this example,
"desi9n" is the true aspect of the evaluation "like" and "interior" is not the
true aspect of the evaluation "large".

4. Opimion-hood determination: Judge whether the obtained aspect-evaluation
pairl constitutes an opinion or not. In this example,both "lar9d, and "like"
constitutes an opimion, thus the model judges these are opinions.

Weadopt the tournamentmodel [Iida et al., 2003] for aspect identification
as shownin Figure 5.2. This model implements a pairwise comparison (i.e., a
match) between two candidates in reference to the given evaluation treating it
as a binary clwsification problem, andconducts a toumamentwhich consists of
a series of matches, in which the one that prevails through to the final roundis
declared the winner)namely'it is identified aB the most likely candidate aspect.
h this ngure, CA3 is identified as the nost likely candidate aspect. Each of the
matches is conducted aB a binary classi&cation task in which one or the other
candidate wins.

The pairedness determination task andthe opimion-hooddetermination task
are ak;o binary classification tasks (whether the evaluation has explicit aspect or

1For simplicity, we cal1 anevaluation both with andwithout an aBPeCt uniformiyby the
tem aspect-evaluation pair unlessthe distinction is important.
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Figure 5.2. Tournamentmodel proposed by lida et al. (2003)

not andwhetherthe pair is an opinion or not)- In the 9Pimion-hooddetermination
step, wecanusethe info-ation about whether the evaluationhas a correspond-
ing aBPeCt Or nOt. Wetherefore create two separate models for the cases where
the evaluation does and does not have an explicit aspect. These models can be
implemented in a totally machine learning-based fashion.

5.2.2 Existing techniques for anaphoraresolution

computational approaches to anaphora resolution have been rough1yevolving
in two diff&ent but complementarydirections: theory-oriented rule-basedap-
proaches and empirical corpus-basedapproaches.

In rule-baBed approaches [Mitkov, 1997; Baldwin, 1995; Nakaiwa and Shirai,
1996] , efforts havebeen directed to manualencodingof various linguistic cues into
a set of rule based on theoretical linguistic worksuchas CenteringTheory [Grosz
et al., 1995; Kameyama,1986] and SystemicTheory [Ha11iday and Hasan, 1976].
The best-achieved performancefor the coreference task test set of MUC-72 was

2The Seventh Message UnderstandingConference(1998) :
wwwjt[ .nist .gov/ia uV894.02/re[ated-projects/m uc/
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around7097o precision with 609To recal1, which is still far from being satisfactory

for manypractical applicatio=1S. Worse stil1, a rule set tuned for a particular
domain is unlikely to work equally for another domain due to domain-dependent
properties of coreference patterns. Given these facts, further manualrefinements
of rule-based models will be prohibitively costly.

CorplB-based empirical approaches, such as [Soon et al., 2001; Ng andCardie,
2002; Iida et al., 2003; Ng, 2004], on the other hand,aue cost effective, while hav-

ing achieved a better performance than the best-performing rule-based systems
for the test sets of MUC-6 and MUC-7. BaBed on these findings, we introduce a
corpt&baBed empirical approaJ:h to anaBPeCtidentification model.

5.3 Experiments

Weconducted experiments with Japanese Webdocunentsto empirica11y evaluate
the performanceof our opinion extraction model, focusing particularly on the
validity of the method discussed in the previous section.

5.3.1 Training/evaluation data

To Japanesereviewarticles in the automobile domain (4,442 sentences), wean-
notated evaluation andaBPeCttagS aCCOrding to the definition we described in
Section 2.2. Note that our aim in this chapter is to extract aBPeCt-eValuation
pairs, therefore, we asked the annotator to choose the aspect lowest in the hi-
erarchy when they select the aspect of the evaluation, if some aspects are in a
hierarchical relation with each other. The hierarchical relation we mentioned
includes part-of (e.g. "the switch of the air conditioner") and attribute-of (e.g.
"the soundof the engine") relations. For example,in "the sound of the en9ine is
900d", only "sound' is annotated as the aspect of the evaluation "900d".

The corpuscontains 2,191 evaluations with explicit aspects and420 evalua-
tions without explicit aspects. Most of the aspects appear in the samesentence as
their corresponding evaluations or in the immediately preceding sentence (9997o of
the total numberof pairs). Therefore, weextract aspects and their corresponding
evaluations from the samesentence or from the immediately preceding sentence.
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5.3.2 Experimental method

As preprocessing, weanalyzedthe opimion-tagged corpus using the Japanese mor-
phological analyzer ChaSen3 and the Japanese dependency structure analyzer
CaboCna 4.

Weused Support Vector Machines5 to train the models for aspect identi&ca,
tion, pairedness determination and opimion-hood determination. Support Vector
Machines (SVMs) are binary classifiers proposed by Vapnik [1998]. SVMs have
applied to various real-world applications, such as text categorization andchar-
acter recogmition, and have been proven successful. We used the 2nd degree
polynomial kernel as the kernel function for SVMs. Evaluation wasperformed by
10-fold cross validation usingall the data.

Order of model application

Toexaminethe effectS of appropriately choosing the order of model application we
discussed in the previous section, we conducted four experiments twing different
orders:

Proc. 1: opinion-hood determination - pairedness determination- aspect-identi&cation

Proc.2: opinion-hood determination.- aspect identification - pairedness de-
t ermination

Proc.3: aspect identification J- OPinion-hood determination - pairedness de-
termination

Proc.4: aspect identification - pairedness determination - opinion-hood de-
termination

Note that ProcA is our proposed ordering.
In addition to these models, we adopted a baseline model. In this model, if

the candidate evaluation and a candidate aspect are connected via a dependency
relation, the candidate evaluation is judged to have an aspect. Whennoneof the

3 http: //chasen. naist.jp/
4http: //chasen.orgrtaku/softwwe/cabocha/
5we use a package TinySVM (http://chasen.orgrtaku/software/TinySVM/)
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Table 5.1. Features used in each model. Al: the aspect identification model,PD:
th e  P a lre J n e S S  J e Ie r mi n a I 2. n  m . d e l･  O D :  Ih e  O P ln 2. n -h . . 1  d e Ie mi n a I2. n  m . 1 e 1.

P rO C ･  1 P rO C ･2 P rO C ･3 P r O CA

Al P D O D A I  P D  O D Al P D O D A I  P D  O D (A IE )  O D (E )

a J J J J J J J J J J J  J  J .

b J J J  J J J J J J J

candidate aspects havea dependencyrelation, the candidate evaluation is judged
not to have anaspect.

Dictionaries

Weusedictionaries for identification of aspect andevaluationcandidates.We
constructed an aspect dictionary andanevaluationdictionary fromreviewarticles
about automobiles (230,000 sentences in total) usingthe semi-automaticmethod
described in Chapter 4.

Weassumethat wehavelarge dictionary which coversmost of the aspect and
evaluationphrases, thus weadded to the dictionaries expressionswhich frequently
appear in the opinion-tagged corpus. The sizes of the final dictionaries become
3,777 aspect phrases and 3,950 evaluationphrases.

Features

Weextracted the fo11owingtwo types of features from aspect candidates and
evaluation candidates:

(a) surface spe1ling and part-of-speech of the target evaluation expressions, aB
well as those of their dependent phrase andthosein their depended phrases

(b) relation between the target evaluationand its aspect candidate (distance be-
tweenthem, existence of dependency relation, existence of a co-occurrence
relation)

Weextracted (b) if the model could use both the aspect and the evaluation
information.
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Table 5.1 summarizes which of the following types of features are used in each
rnode1. In ProcA, wecanusethe information about whether the evaluation has a
corresponding aspect or not for opimion-hood determination. Wetherefore create
two separate models for when the evaluation does and does not have an aspect.

Existence of co-occurrence relations are determined by reference to a prede-
fined co-occurrence list that contains aspect-evaluation pair infornation such as
"syakou (height of vehicle) - hikui (low)". We created the list from the 230,000
sentences described in previous section by applying the aBPeCt and evaluation dic-
tionaries and extracting aspect-evaluation pairs if there is a dependency relation
between the aspect and the evaluation. The nurpber of pairs we extracted was
about 48,000.

5.3.3 Results

Table 5.2 shows the results of opinion extraction. In the table, "evaluation with
explicit aspect" indicates recall and precision of aspect-evaluation pairs where
both an evaluation and its aspect appear in the text, and"evaluation without
explicit aspect" indicate the result where the evaluation appears in the text while
its aspect is missing. "aspect-evaluation pairs" is sumof above two rows.

Weevaluated the results by recall R and precision P defined as fo11ows (For
simplicity, we substitute "A-E" for aspect-evaluation pair) :

R=

P=

correctly extracted A-Eopimions
total number of A-E opinions '

correctly extracted A-E opimions
total number of A-E opinions foundby the system

Wealso usethe F-measure, which is the harmonic meanof precision and recall:

2xRxP
F-measure = (R+P)

h order to demonstrate the effectiveness of the information about the candi-
date aspect, weevaluated the results of pair extraction and opimion-hooddeter-
mination separately. Table 5.3 and Table 5A show the results. In these tables, A[
indicates the aspect identification mode1, PD indicates the pairedness determina-
tion model and OD indicates the opinion-hood determination mode1. In the pair
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T a b le 5 ･2 ･ 1 h e P reCiS201 a n J lh e reCa ll IOr O P in 10 n eX Ira CI20 n

P rO CeJlu e
eValuaI20 1 W IIh eVal u aI20n W iIh Ou t aSP eCI-eVal u aIlOn

e2 PllC2I aSP eCt e2P 12C2I aSP eCt P ai rS

b aB e12n e P 6 0 ･5% (1 12 0! 18 69) 10 ･6% (219 !2210) 32 ･8 % (12 19!1 209)

R 5 1･6% (112 0!2 191) 59 ･2 % (21 9 !4 20) 52 ･8 % (12 19!2 611)

F 5 5･7 2 1･0 40 ･5

P rOC･ 1 P 4 1･2% (861 !1828 ) 2 1･6 % ( 86 I299) 42 ･1% ( 95 0I2 221)

R 39 1 % (864 I2 19 1) 20 ･5% ( 86 I120) 36 1 % ( 95 0!2 611)

F 42 ･0 .2 1･0 39･3

P rO C･2 P 62 ･0% (1014 !110 6) 38 ･0% (198!52 1) 51･1% (1212 !222 7)

R 49 ･0% (1014 I219 1) 4 1･1% (19 8I420 ) 4 8･1% (12 12 I26 11)

F 55 ･1 4 2･0 52･6

P lO C･3 P 71 ･9% (1271! 1622 ) 29･1% (15 1!5 19 ) 62･8% (12 12! 215 1)

R 55 ･8 % (12 22I 219 1) 36･0% (15 1I120 ) 5 2･6% (12 12! 26 11)

F 6 4 ･0 3 2･2 5 1･7

P lOCA P 8 0 ･5% (1115! 14 60) 3 0･2% (150 I491 ) 6 1･1% (12 25! 1951)

R 5 2･6% (1115I2 191) 3 5･1% (150 !420) 50 ･1% (12 25I 2611)

F 61 A 3 2･7 58 ･0

extraction, weaBSumethat the evaluation is given, and evaluate howsuccessfu1ly
aspect-evaluation pairs are extracted.

5.3A Discussions

Ftom Table 5.2, we can see that recall of our model outperforms the baseline
mode1, since this method can extract pairs which are not connected via a depen-
dency relation in the sentence. Moreover) the precision of our method outper-
forms the baseline model. Wealso see our proposed ordering outperforms the
other orderings, and gets the best F-measure.

In what fo11ows) we discuss the results of pair extraction and opimion-hood
determination.

Pair extraction: Ftom Table 5.3 and Table 5A) we can see that carrying out
aBPeCt identification before pairedness determination outperforms the rever8e Or-
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Table 5.3. The result of pair extraction
P rO  Ce J u re P r e C IS20 n re C  a ll

b a S elin e  (d e P e n J e l C y ) 7 1 ･1 %  (1 2 8 5 I 1 9 2 9 ) 6 2 ･2 %  ( 1 2 8 5 ! 2 1 9 1 )

P D I A I 6 5 ･2 %  (1 5 1 9 I 2 1 1 9 ) 7 2 ･1 %  ( 1 5 1 9 I 2 1 9 1 )

A II P D

ld e P  en J e n C y )

ln O  l e P e n l e n C y )

7 6 ･6 %  (1 6 4 5 I 2 1 4 8 ) 7 5 ･1 %  ( 1 6 4 5 I 2 1 9 1 )

8 1 ･1 %  (1 2 0 2 I 1 4 8 6 ) 7 9 ･6 %  ( 1 2 0 3 ! 1 6 2 1 )

5 1 ･1 %  (  2 4 2 I 6 6 2 ) 6 1 ･1 %  ( 2 4 2 ! 5 5 1 )

Table 5A. The result of opinion-hood determination
P rO CeJ ure P reCISlO n reC a ll

O D 7 4 ･0 % (15 54 I 2 10 1) 6 0 ･2 % (1 55 4 I2 58 1 )

A Il O D 8 2 ･2% (11 0 9I 20 1 8) 6 6 ･2 % (1 10 9 !2 58 1 )

dering by 1197o in precision and 39Toin recal1. This result supports our expectation
that knowledge of aspect information contributes to wpect-evaluationpair ex-
traction. Focusingonthe rowslabeled "(dependency)" and "(no dependency)"
in Table 5.3, while 80% of the aspect-evaluation pairs in a direct dependency
relation are successfullyextracted with high precision, the model achieves only
51.7% recall with 61.7% precision for the cases wherean aspect andevaluation
are not in a direct dependency relation.

Accordingto our error analysis,a major sourceof errors hes in the aspect
identification task. h this experiment, the precision of aspect identification is
78%. A major reason for this problem was the coverageof the dictionary. In
addition, the system causesa false decision the aspect appears in the preceding
sentence.

Opimion-hooddetermination: Table 5.4 shows that carrying out aspect
identification fouowed by opinion-hood detemhation outperformsthe reverse
ordering, which supports our expectation that knowingthe aspect information
helps opinion-hood determination.

Whileit produces better results, our proposed method still has roomfor im-
provementin both precision and recal1. Our current error analysis has not iden-
tified particular error patterns- thetypes of errors are very diverse. However,
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weneed to address the issue of modifying the feature set to make the model more
sensitive to modality-oriented distinctions such as subjunctive and conditional
expressions.

5.3.5 Subject detection

Asmentioned in Section 5.1, we have so far put aBide the task of fi1ling the
Subject slot assumingthat it is not a bottle-neck problem. Here, we provide a
piece of evidence for this assumption by brieAy reporting on the results of another
experiment.

For the experiment, wecreated a corpus annotated with subject-evaluation
pairs. The corpus consisted of 308 weblog articles in the automobile domain
(3,037 sentences) contaiming 870 subject-evaluation pairs.

WeaBSumedthat for each given article, all the subject expressions and evalua-
tion expressions had been properly identified. The taBk waBtO identify the subject
corresponding to a given evaluation expression. For this task, we implemented
simple heuristics as follows:

1. If there are any subject expressions preceding the given evaluation expres-
sions, choose the nearest one to the evaluation

2. Otherwise, choose the first one of those fo11owingthe evaluation expression

The precision was O.92 (822/890), and the recall waBO.94 (822/870). A major

error wasthat the heuristics could not appropriately handle opimions that exhib-
ited a comparison between a subject and its counterpart. However,this problem
wasnot a big deal in terms of frequency. The results suggest that the problem
of identifying subject-evaluation pairs is solvable with reasonably high precision
andrecal1provided that subject expressions are properly identified. Subject ex-
pression identi&cation is a subclass of named entity recognition, which has been
actively studied for a decade. Weare planning to incorborate state-of-the-art
techniques for named entity recognition to the overall opimion miningsystem we
are newdeveloping.

51



5A Summary

ln this chapter, we focused on the aspect-evaluation pair extraction, proposed a
machinelearning-based method consisting of three components: aspect identifi-
cation, aspect-evaluation pairedness determination andopimion-hooddetermina-
tion. We evaluated the method in review articles, and showed that identibing

the corresponding aspect for a given evaluation expression is eGective in both
aBPeCt-eValuationpairedness determination andopimion-hooddetermination.

Wehave so far considered the approach relies on the dictionaries in detecting
evaluation andaspect candidates. IIowever, the result showed that the coverage of
the aspect dictionary is a bottleneck of the approach, wetherefore have explored
an approach which does not use the aspect dictionary. At the next chapter,
wediscuss the method to extract aspect-evaluation pairs and aspect-of relations
without using the aspect dictionary.
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Chapter 6

Extracting aspect-evaluation and
aspect-of relations

6.1 Introduction

ln the previoussection, wediscussed the method for extracting aspect-evaluation
pair using donain-specific dictionary. However, as we describe below, aspect
expressions are tend to be heavi1y domain-dependent, and it is not easy to create
anexhaustivelist of aspects.

In this chapter, wediscuss the method for aspect-evaluation relation extrac-
tion without relying on an eLSPeCt dictionary. Furthermore, we consider the task
of extracting hierarchical relations between aspects.

6.2 Resource availability

Before designing a model for our opimion extraction task, it is important to
note that aspect phrases are open-class words and tend to be heavily domain-
dependent. In fact, according to our investigation on our opinion-annotated cor-
pus,the number of aspect types is nearly 3,200, and we foundonly 3% of a11
aspect expressions appeared in two or more domains as shownin Figure 6.1.
Given this, it is not realistic to assume the availability of any list of aspect ex-
pressions applicable to a wide range of domaim with a broad coverage. One
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Figure 6.1. Numbersof the expressions used over four domaim

important issue, therefore, is how to identify aspects without any predefined list
of candidate aspect expressions.

For evaluation phrases, on the other hand, the number of types is nearly 1400,
and 28,7o of all evaluation expressions appear in multiple domains. This indicates
that evaluations are more likely to be used comonlyacross different donains
compared with aspects. To prove this assumption,we actually constructed a
dictionary of evaluation expressi6ns from automobile reviews (230,000 sentences
in tota1) using the semi-automaticmethod proposed in Chapter 4. Weexpanded
the dictionary to include entities by hand from external resources such as pub-
licany avai1able ordinal thesauri. Asa result, wecollected 5,550 entries, which
is nowavailable fromhttp://cf.naist.jprnozomi-k/eva)uative-expressions.htmI. Ac-
cording to our investigation of the coverage for the dictionary, approximately 9097o
on average (at least 8097o) of the evaluations annotated in our opimion-annotated
corpus are covered by the dictionary. This result supports oln aSSumPtionabout
the availability of an open-domain lexicon of evaluation expression. In our exper-
iments, weused this evaluation dictionary.

Given these considerations about the resource avai1ability, we design the pro-
cess of extracting (Subject, Aspect, Evaluation) as follows:

1. Aspect-evaluation relation ex*raction: For each of the candidate evalua-
tion that are selected froma givendocumentby dictionary look-up, identify
the target of the evaluation. In this step, we use the evaluation dictionary
mentioned above. Here the identified target nay be anaBPeCtOf an subject
(e.g. the quality (is amazin9)) but may also be a subject itself (e.g. Canon
G3 (is well-desi9ned). IIereafter, weuse the term aspect to refer to both an
aspect of a subject and a subject itself, since the subject can be regarded
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as the top element in the hierarchical chain of aspects.

2. Opinion-hood determination: Judge whether the obtained pair (aspect,
evaluation) is an expression of anopinion or not by considering the given
context. If it is, go to.step 3; otherwise, return to step 1 with a new
candidate evaluation expression.

3. Aspect-of relation extraction: If the identified aspect is not an opinion
subject, search for its parent, i.e. the target whose part or attribute is the
current aspect. Repeat step 3 until reaching an opimionsubject or no parent
is found.

6.3 Related work on opinion extraction

Aswementioned in Chapter 3, approaches to the aspect-evaluation extraction
task mainly use simple proximity- or pattern-based techmiques. For example,
Tateishi et al. [2004] implemented five syntactic patterns andPopescu and Et-
zioni [2005] used ten syntactic patterns.

Such anapproach is limited in two respects. First, it assumes the availability
of a list of potential aspect expressions as well as evaluation expressions; however
creating such lists for a variety of domains can be expensive becauseof the domain
dependency of aspect expressions. In contrast, our method does not require any
aspect lexicon. Second, their approach lacks the perspective of viewingaspect-
evaluation extraction aBa SPeCific type of predicate-argumentstructure analysis,
i.e. the task of identibdng the argumentsof a given predicate in a given text,
and faih to benefit from the state-of-the-art of this rapidly growingfield. An
exception is the model reported by Kanayamaand Nasukawa [2004] , which uses
a component of an existing machine translation system to identify the "aspect"
argument of a given "evaluation" predicate. However, the MT component they
use is not publicly available and,evenif it is, will be diEicult to adapt it to twks
in handdue of the opaqueness of its mechanism. Our approach aimsto develop
a moregenerally applicable model of aBPeCt-eValuation extraction.

Aspect-ofrelations can be regarded aB a Subtype of bridging reference [Clark,
1977], also knownas indirect anaphora or associative anaphora. Bridging ref-
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erence is the referent of a definite description implicitly related to some pre-
viously mentioned entity. For example,wecan see a relation of bridging ref-
erence between "the door" and "the room" in the sentences "She entered the
room. The door closed automatically.". A commonapproach is to use co-
occurrence statistics between the referring expression (e.g. "the door" in the
above example)andthe mentioned entity (e.g. "the room") [Bunescu, 2003;
poesio et al., 2004]. Bunescu[2003] and Poesio ei al. [2004] use the number of
web pages which contain both the referring expression and the mentioned entity
being queried as a measure of the strength of association. Our approach newly
incorporates automatically induced syntactic patterns as contextual clues into
such a cDOCCurrenCeStatistics-baBed mode1, producing sigmificant improvements
of accuracy.

In the current relation extraction task, approaches based on kernel methods
achieve the best performance [Zelenko et al., 2003; Culotta and Sorensen, 2004,
etc.]. Kernel methods are the techmiques which compute a kernel function to
measurethe simi1arity between data instances. Several kernel functions weretried
for this task: Culotta and Sorensen extended the work by using dependency tree
kernel which represent the syntactic relations between the words of a sentence.
Harabagiu et al. [2005] introduced the semantic resources to the approach based
on dependency tree kernel. These researchers have been exploring teclmiques
for extracting relatiom between two entitieg which are already identified. In the
opimionextraction task, on the other hand, aspects are heavily do=naindependent,
which indicates that it is diacult to aBSunethat aBPeCtS arealready identified. h
this chapter, weexplore a method for extracting relatiom andrecognizing aspects
simultaneously focusing on the task of extracting aspect-of and aspect-evaluation
relations.

6A Method for opinion extraction
6A.1 0u-r approach

The key idea for our relation extraction subtasks is to combine the following two
kinds of information using a machine-1earning teclmique.
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Darjn-no kiki-wa chTzuTga haHte-te 9isb&'
( G* ofDading's contain cheese and are deHcibus.)

(a) dependency tree

<

(b) representation of input tree

Figure 6.2. Representation of input data

. Contextual clues: Syntactic patterns such as

(Aspect)-9a X-te, (Evaluation)
(Aspect)-NOM X-coNJ (Evaluation)

which matches such a sentence as

(sekkyaku) -9a kunrlenS-aretei-te (kimochiyoi)

(service)-NOM be trlained-coNJ Ueel comfortable)
( ne waiters wer,e trained, so l fell comforlable.)

are considered to be usefu1for extracting relations between slot fi1lers when
they appear in a single sentence (Here, () indicates a slot finer). Weemploy
a supervised learning teclmique to search for useful contextual clues.

. Context-independent statistical clues: Some examples are the statistics of
aspect-aspect and aspect-evaluation ccLOCCurrenCeS,Which are extracted to
be useful clues. Weobtain such statistical clues automatically froma large
collection of raw documents.
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6.4.2 Supervised lewning of contextual clues

Let us consider the problem of searching for the aspect of a given target evaluation
expression t, which can be decomposed into binary classiacation problems of
deciding whether-each pair of candidate aspect c andtarget i is in anaspect-
evaluation relation or not. Ow goal is to learn a discrimination function for this
classification problem. With such a function is obtained, wecanidentify the most
likely candidate aspect simply by selecting the best scored c-t pair and, if its score
is negative, conclude that t has no corresponding aspect in the candidate set.

To use syntactic patterns as contextual clues, we represent each c-t pair as
such a tree as il1ustrated in Figure 6.2 if c and t appear in the same sentence.
Amongvariousclassiaer induction algorithms for tree-structured data, in our
experiments, wehave so far examined Kudo and Matsunoto[2004]'s algoritlm,
which is implemented aB the package BACT. Given a set of traiming examples
represented as ordered trees labeled either positive or negative? this algoritlm
learnsa hst of weighted decision stumps as a discrimination function with a
Boosting algoritlm. Each decision stunpis associated with tuple (s, l, w) , where
s is a subtree appearing in the training set, l a labe1, andwa weight, indicating
that if a given input includes s, it gives wvotes to l. The strength o-i this algorithm

is that it deals with structured features and allows us to analyzethe utility of

features.
Each c-t pair is encoded as a tree in the following manner. First, we usea

dependency parser to obtain the dependency parse tree as in Figure 6.2 (a), where
"kgki (cake)" is assumed to be c and"oishii (delicious)" t. Next, weextract the
path fromt to c together with the daughter nodes of t and c as in Figure 6.2 (b),
where the node corresponding to "darin-no (Darlin9'S-OD" is remained because it
is a daughter of c, i.e. "kgki-wa (cake-TOP)". The information of content words is
then replaced with node types, either evaluation, aspect or node, to avoid inducing
dorpain-specific patterns, while keeping the information of function words as in,
for example, the node labeled "FUNC:no"in Figure 6.2 (b). Besides such function
word nodes, weadd extra nodes, depicted by the ones labeled "F" in the figure,
that represent the features summarized in Tables 6.1, 6.2 and 6.3.

Note that the same story holds for aspect-of relation extraction as well if we
replace the "evaluation" above with "aBPeCt". We use the same algoritlm for
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aspect-of relations in an analogous manner.

6A.3 Context-independent statistical clues

Wealso introduce following three kinds of statistical clues to adapt the model for
a given domain.
i. Aspect-evaluation/aspect-aspect co-occurrences
Amongvarious waysto estimate c&occurrence (e-g- the number of hits returned

from a search engine), in the experiments we report below, we counted aspect-
aspect and aspect-evaluation co-occurrences in 1.7 million weblog posts lBing the
patterns

¥ "(aspect) 9a/Wa/mO (eValuation)
((aspect) is (evaluation))"

¥ "(aspect_A) no (aBPeCtB) ga/wa"
((aspectB) of (aspectA) is)"

To avoid the data sparseness problem, we use the Probabilistic Latent Se-
mantic lndexing (PLSI) [Hofmann, 1999]. We cancalculate the joint probability
P(A, B) even if A and B do not directly c&occur, since PLSI assumesa set of
latent class of co-occurrence:

P(A, B) - E P(A(z)P(Bfz)P(z)
zEZ

where Z denotes a set of latent class of co-occurrence. Wecancalculate pointwise
mutual information, conditional probabilities, etc. f;om the estimated distribu-
tion P(A, B). In our experiment, weuse conditional probabilities P(AspectfEvaluation)
andP(AspectAIAspect-B) , and pointwise mutual informationPMI(Aspect, Evaluation)
and P(Aspect_A, AspectB) as described below. Wethen incorporate the infor-
mation of these probability scores into the leamingmodel described in Section 6.4.2
by encoding them as a feature that indica.tes the relative score rank of each can-
didate in a given candidate set (see Tables 6.1, 6.2 and6.3).
ii. Aspect-hood of candidate aspects
Aspect-hood is an index of the degree to which the term is used as an aspect

within a given domain. First, we extract the expression X which appear in the
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form "Subject no X (X of Subject)", and then extract the expression Y which
appear in the form "X no Y (Y of X)". We calculate the aspect-hood of the
expressions X and Y as pointwise mutual information [Church andHanks, 1989]:

PMI(X,Y) - lo92
N x count(X, Y)

count(Y) x couni(X)

where count(X,Y) is the number of times X occurred in Y, and N is the total
numberoftimes all pairs occurred in the form "X noY". count(X) (or count(Y))
is the number of X (or Y) occurred. This score is also used aB a features (see
Tables 6.1, 6.2 and 6.3).

iii. Statistical inference of aspect-aspect relation classes
Aspect-aspect co-occurrences are good clues for extracting aspect-of relations.

However,manyother types of relations can hold between two nounswhich appear
in "A no B (B ofA)" form. It is not clear whether the two nounshaveaspect-of
relation or not. For example, "watashi no kuruma(my car)" and "kuro no seifuku
(the black uniform)" appear in the fo- of "A no H' , however, the formerrelation
indicates possession and the latter represents a property (color) of the miform,
that is, not a part-of or attribute-of relation.

For this problem, wecreate the model to estimate the aspect-of relation using
the ma3dmumentropy model [Be;ger el al., 1996]. The maximumentropy method
has been successfu11y applied in many tasks in natural langdage processing such
as part-of-speech tagging. This method is the algorithm to estimate the condi-
tional probability p(ytx) from the traiming examples (xi, yi). In our problem, x
represents a pair of nouns,and y repre5entS a relation (aspect-of or other). In
ma3dmumentropy estimation, wedefine a set of feature function F - fi(X, y) tO
model an example (x, y), andmodel the conditional probability p(ylx) as fo11ows:

1p(ylx) - ifFxp(E ^ifi(X, y))
t

Z(x) - =exp(= ^ifi(X, y)
y t

where ^i is a weight parameter for the feature function fi(X, y). In our experiment,
weusedMajtEnt package which is available from http://maxent.sourceforge.net/.
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Wecreated labeled data, which consists of pair of nouns,annotated with 'aspect-
of' and'other' relation tags, and learned the model with the features: verbs or
adjectives c&occwred with A or B and the semantic classes of A or B derived
from the Japanese thesaurus "Nihongo Goi Taikei" [Ikehara et al., 1997]. The
size of the iabeled data is nearly 5,300, half of the data is "aspect-of" and the

remains is "other".
Weestimate the label of a pair of candidates and aspects using this model,

then encode the label andits probability as a features (see Table 6.2).

6AA Extraction of upect-evaluation relations
Syntactic pattern induction as described in Section 6A.2 can apply only when
an aspect-evaluation relation appears in a single sentence. Wetherefore build a
separate model for inter-sentential relation extraction, which is carried out after
intra-sentential relation extraction.

1) htrzhSentential relation identification: Given a target evaluation, select
the most likely candidate aspect c' within the evaluation sentence with the
intra-sentential model described in 3.2.1. If the score of c' is positive, return
c'; otherwise, go to the inter-sentential relation extraction phase.

2) hte,-sentential'relati.n identificati.n: Search the m.st likely candidate aB-

pect for the sentences preceding the one of the target evaluation. This taBk
can be regarded as a zero-anaphora resohtion problem. For this purpose,
weemploy the tournament model which is a supervised learning model for
zero-anaphora resolution proposed by [Iida et al., 2003].

The specific features we used in the experinents are sunmarizedin Tables 6.1
and6.2.

6A.5 0pinion-hood determination

Evaluation phrases do not always constitute opimionumitsin a given domain.
Consider an example fromthe digital cameradomain, "The weather was900d, so
l went to the park to take some pictures of roses". The evaluation phrase "900d7
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expresses the evaluation for "the weaiher") but "the weather" is not an aspect of
digital cameras.Therefore, "the weather-good" is not an opinion which weaimto
extract. we canconsider that the task of judging whether the obtained opinion
mitis a real opinion or not in a given domainis a binary classification task.
weintroduce the opimion-hood determination model learned by Support Vector
machines. The specific features we used in the experiments aresmarized in
Table6.3.

6A.6 Extraction of aspect-of relations

we also approach the aspect-of relation extraction by decomposing it into two
subtasks (explained in Section 6.4A), andbuild a separate component proposed
in aspect-evaluation relation extraction problem.

6.5 Experiments

we conducted experiments with our Japanese opimion-annotated corpus to em-
pirical1y evaluate the performance of our approach. In these experiments, we
separately evaluated the models of aBPeCt-eValuation relation extraction, opimion-
hood determination, andaspect-of relation extraction.

6.5.1 Common settings

we chose 395 weblog posts in the restaurant domain fromour opinion-tagged cor-
pus wedescribed in Chapter 2. As preprocessing' weanalyzed the opinion-tagged
corpus using the Japanese morphological analyzer ChaSen1 andthe Japanese de-
pendency structure analyzer CaboCha 2.

For the classifier, weused BACT3 for the the intra-sentential models, and Sup-
port vector Machines with 2nd order polynomialkernel for the inter-sentential,
and opimion-hooddetermination models.

1 http : //chasen. naist.jp/
2 http : //chaBen.Orgrtaku/software/cabocha/
3 http : //chasen.orgr taku/software/bact/
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Table 6.1. Features for aspect-evaluation: e denotes the evaluation and c denotes
the candidate
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,  P a l I - O IIS P e e C h  O I  e  an J  C  IO llO W e J  b y  I P A D I C  [As a h a l a  a l J  M a I u S l

m O I O ,  2 0 0 2 ]

,  W h e I h e r  C  a P P e a J S  =1  a  q u O I e d  S e n I e n C e

i  C h a r a C I e r  I y P e  O I  C  ( k a !a k a n a ,  E n 9 II S h  a IP h a b e !1  e I C ･)

.  S ･& . I  C  ( . S e i,  - S a  (- 1 y ) ,  e t C .)

P O S II =0 1 al ,  S e n I e n C e  d iS I an C e  b e IW e e l  C  a n J  e  ( 1 ,  2 ,  2 ･  4 ,  O I h e r )

+  P O S 21 20 n  O I  C  !  e  2n  I h e  S e l I e n C e  ( b e gi mi 1 g ,  e n J l  O I h e r )

S e m a n t 2C +  S e m a n II C  C la S S  O f  C  d e r iV e J  fr O m  N 2h O n g O  G O l  l a lk e l [Ik e h ar a  e !  a I･,

1 9 9 1 ]

Statistica1 + Which of two candidates have high co-occurrencescore
¥ mch of two candidates have high aSpect-hood score
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Table 6.2. Features for aspect-of: a denotes the aspect and c denotes the candi-
a e

11 Ir a. S e l I en Il a l

F e a Iu re ly P e D eSC rlP IlO n

G ra m m a IIC a l , P a rIIO I-SP ee Ch O I a a l J C IO llO W e d b y IP A D IC [As a h a r a a n J M a IIB .

m O IO , 2 0 0 2 ]

+ P a rtlC le W h lCh IO u O W S C , Su Ch aS ･ g a (Su b leC t) ･ , ･ 0 (O b le C I) .

L eX I C a l , W h e Ih 6 r C a P P e ar S ll a q u O Ie d Sel Ien C e

P O SiI20 n a l , W h eIh e r C P re C eJ e S a

, W h e Ih e r a P reC e l eS C

+ P O SiIlO l O I C I a ln th e Se n Iel Ce (b egi mi n g , e n l ･ O Ih e r)

S y n Ia C I2C a l . W h e th er C a n l a h aS a lrm e J laI e d e P e n J e n Cy r ela Il. n

S em a n IIC + S em a l I2C Cla SS O I C l er 2V eJ fr O m N lh O l g O G O 2 1 ai k el[Ik e h aJ a e ! a I･,

1 9 9 1 ]

Statistical ' co-occurrence score rank of c (1st, 2nd, 3rd, 4th, other)
' Aspect-hood score rank of c (1st, 2nd, 3rd, 4th, other)
' Relation label between c anda estimated by statistical inference model

l
ln I erI Se l I e l I l a l

F e a IW e Iy P e D eSCr 2P I 20 n

G ra m m a I I C a l , P a rI-O I-S P ee Ch O I a a n J C IO llO W e l b y I2 A D I C [A S a h ar a an d M a Il&

m O I O ･ 2 0 0 2 ]

L e X I C a l . Wh e Ih er C a P P e ar S ln a q u . te l Sen te n C e

+ C h aS a CIe r Iy P e O I C (k a !a k a n a , E n 9 IISh a IP h a b e!, e IC ･)

+ S u ffi X O I C (-Se ll -S a (-Iy ll eIC ･)

P O SIIiO n al + S el Ie n Ce J ISIa n C e b e IW e en C an 1 a (1 , 2 , 2 , 4 ･ O Ih er )

+ P O S2I20 1 0 I C I a ll Ih e Sen Ie n C e (b egi 1 =n g l el l l O I h e r )

S e m a n I IC
, S e m an IIC C la SS O I C l e rlV el fr O m N 2h O l g O G O I T ai k el[Ik e h ar a e! a I･.

19 9 1 ]

Statistical + Which of two candidates have high co-otcwrence score
+which of two candidates have high aspect-hood score
' Relation label between c anda estimated by statistical inference model
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Table 6.3. Features for opimion-hood detemination: e denotes the evaluation and
C d e n O Ie S Ih e C an J IJ a Ie

ln Ir ar Sel tel I 2al

F ea Iu le Iy P e D e SC r2P I20 n

G ra m m a t 2 C a l + P N I-O I.SP ee C l O I e a l l C IO llO W ed b y IP A D IC [4 Sa h a ra a n J M a Iu S-

m O IO , 2 0 0 2 ]

+ P ar t2C le W h lih IO llO W S C , Su Ch aB < g a (Su b leC I) ･ ･ ･ 0 (O b le C t) .

L e X IC a l + C h ar a CIe r Iy P e O I C (k a ia k a n a l E n 9 IISh a IP h a be!1 eIC ･)

, S J h O f C (.S el, ISa (-Iy l, e IC ･)

P O SIIlO n al + P O S IIlO l O I C I e in Ih e Se l Ie n C e (b egi n ll g ･ e n d , O Ih er )

+ S e l Ie n Ce d lSIa l C e b e IW e el C an d e (1 , 2 , 2 , 1 , O I h e r)

S y l Ia CI2C al . Wh eth e r C an J e h aB a lm e J la te J e P e n J e n Qy re la t=. n

S em a n I 2C + S e m a l IIC ClaB S O I C l er 2V ed fr O m N lh O l g O G O 2 T ai k el[Ik e h a r a et a I･,

1 9 9 1]

Sta.tistical . C&occtmencescore rank of c (1st, 2nd, 3rd, 4th, other)
. Aspect-hood score rank of c (1st, 2nd, 3rd, 4th, other)

6.5.2 Feature lists

Wesummarizethe features used for train and test the models in Tables 6.1 and
6.2. For opimion-hooddetermination, weused the somekind of features shown
in Table 6.3.

6.5.3 Models

The results aresmarized inTable 6.4, where five models are comparedforeach
of the two subtasks: aBPeCt-eValuation relation extraction andaspect-of relation
extraction. The following is a summaryof each model for the former subtask:

Bzweline A-E model simulates the algorithm proposed by [Tateishi ei al., 2004] :

1. If there are any candidate aspects which match the following extraction
patterns:

-(Aspect) 9a/Wa/mO/nO/ni/wo/de (Evaluation)

-(Evaluation) syntactically depends (Aspect)
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choose the nearest one as the aspect of the evaluation

2. Otherwise, choose the candidate aspect with the highest aspect-evaluation
ccLOCCurrenCe SCOre.

context-only A-E mode1: uses contextual pattern-based clues (6A.2) but not
statistical clues (6A.3) and works in the manner as described in 6.4A.

proposed A-E mode1: uses both contextual and statistical clues together by
encoding the aspect-evaluation co-occurrence score and the aspect-hood
score (6A.3.i) as a set of additional features to the tree-representation
(Figure 6.2) of a given input.

proposed-MI A-E model: uses the sameclues as the proposed A-Emodel ex-
cept that it uses point-wise mutual information as the aspect-evaluation co-
occurrence score instead of the conditional probabilities of aspect-evaluation
co-occurrence, which is used in the proposed model.

proposed-dic A-E mode1: incorporates an aspect expreSSion dictionary in the
proposed A-Emodel instead of automatically calculated aBPeCt-hood scores.
The aspect expression dictionary was manuallycreated for the restaurant
domain contaiming 6,129 expressions.

comparing the Basehe model with the Context-only model shows the effects
of the supervised leamingof contextual pattern features) while a comparison
of the Context-only andProposed models shows the joint effects of combimig
contextual andstatistical clues. The performanceof the Proposed-dic model
provides an estimation of the upper-boundof the improvements that could be
gained by accurate estimation of the aspect-hood of each candidate aspect.

The Baseline mode1 (the Baseline Aspect-of mode1) we implemented for aspect-
of relation extraction relies only on the aspect-aspect cc"ccurrence score, which
simulates the method for bridging reference resolution proposed by [Bunescu,
2003]:

1. Select the expression which has highest scores of pointwise mutual informa-
tion, if there are any candidate in the sentence which the aspect appear.

2. Otherwise, choose the nearest one which co-occur with the aspect.
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The other four models for aspect-of relation extraction were created analogous1y
to the above A-E models. The Proposed Aspect-of model uses the information of
the statistically estimated aspect-aspect relation class for each candidate aBPeCt in
addition to the aspect-evaluation co-occurrence score andthe aspect-hood score.

6.5A Evaluation

Weconducted 5 fold cross validation usinga11 the data, and evaluated the results
by reca11 R and precision P defined aBfo11ows

R=

P=

correctly extracted relations
total numberof relations '

correctly extracted relations
total numberof relations foundby the system

6.5.5 Results and discussions

Table 6.4 shows the result of aspect-evaluation and aspect-of relation extraction
tasks, andopinion-hood determination. Asfor the aspect-evaluation relation
extraction, concerning the intra-sentential cases, wecan see that the models using
the contextual clues show nearly 10% improvement in both precision andrecall.

This indicates that the machine learning-based method devised for predicate>
argument structure analysis improves the performance of aspect-evaluation re-
1ation extraction. Simi1ar results are obtained in aspect-of relation extraction.
The models using the contextual clues achieved more than 10% improvement in
precision and 2091o improvement in recal1 over the co-occurrence statistics-based
mode1. Wecansay that contextual clues are also usefu1in aspect-of relation
extraction.

Table 6.5 compares the difference in the cases where the candidate expressions
in aspect-evaluation or aspect-of relation are syntactically dependent. "A I
E(B)" indicates that A is dependent on E(valuation) or B (e.g. "( +- tt>-R) AS
(Av') ((the service) is (9004)" and "(jyfU 7) Q) (fVJI J) ((desi9n) Of
(inierior))"), and "A - E(B)" indicates that E or B is dependent on A (e.g. "(
&u' )(9--tt1'x ) ((9004(service)" and "((#&tf)( TJ9i>J{y ) e) (Jl yf U 7
)) ((exce11ent) (desi9n) Of (interior))" ). The co1umn"nodependency" meansthat
they are syntactica11y non-dependent. While it is quite natural that the precision
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Table 6.4. The results of aspect-evaluation (A-E) relation, aspect-of relation and
O P ln l O n I h O O J  d e I e r mi n a I lO n

il I  r  a .  S e n I e l I l  al in I e r IS e n I e l I la l t O I al

A - E

B  a B e lin e P r e C IS lO n 0 ･5 6  (4 2 2 I l 1 4 ) 0 ･0 8  ( 2 0 I 2 2 5 ) 0 1 5  (1 5 2 I l O O 9 )

r e C al 1 0 ･5 2  (1 2 2 I 8 0 9 ) 0 ･0 1  ( 2 0 I 2 1 1 ) 0 1 2  (4 5 2 I l O 8 2 )

C O n I  e l I .  O n ly P r e C 2S lO n 0 ･1 0  ( 5 0 4 I 1 2 2 ) 0 ･1 2  (4 6 I 2 6 0 ) 0 ･5 1  ( 5 5 0 I l O 8 2 )

r e C al l 0 ･6 2  ( 5 0 1 ! 8 0 9 ) 0 ･1 1  (4 6 I 2 1 4 ) 0 ･5 1  ( 5 5 0 I l O 8 2 )

P r O P O S e d P r e C IS lO n 0 ･1 2  ( 5 0 2 I 6 9 4 ) 0 ･1 4  (5 2 I 2 8 9 ) 0 ･5 1  ( 5 5 5 I l O 8 2 )

r e C al l 0 ･6 2  ( 5 0 2 I 8 0 9 ) 0 ･1 9  (5 2 I 2 1 4 ) 0 ･5 1  ( 5 5 5 I l O 8 2 )

P r O P  O S e d -M I P r e C IS 20 n 0 ･1 0  ( 5 0 5 I 6 8 2 ) 0 ･1 1  ( 5 5 I 4 0 1 ) 0 ･5 1  ( 5 6 0 ! 1 0 8 2 )

r e C al 1 0 ･6 2  (5 0 5 I 8 0 9 ) 0 ･2 0  ( 5 5 I 2 1 4 ) 0 ･5 1  (5 6 0 ! 1 0 8 2 )

P r O P O S e l . J iC P r e C IS  lO n 0 ･8 0  (4 8 2 I 6 0 0 ) 0 ･1 1  ( 8 2 ! 4 1 1 ) 0 ･5 2  (5 6 5 I l O 8 2 )

r e C al 1 0 ･6 0  (4 8 2 I 8 0 9 ) 0 ･2 0  ( 8 2 I 2 1 1 ) 0 ･5 2  (5 6 5 ! 1 0 8 2 )

a S P e C I I O f

B  a S e lin e P r e C 2S iO n 0 ･2 5  ( 1 9 I 2 1 2 ) 0 ･2 1  (1 9 I 2 1 0 ) 0 ･2 2  ( 1 5 8 I 6 8 2 )

r e C al 1 0 ･2 4  ( 1 9 I 2 2 4 ) 0 ･1 0  (1 9 I 8 1 4 ) 0 ･1 5  ( 1 5 8 ! 1 0 4 8 )

C O  I I  e X I.  〇nl y P l e C IS iO n 0 1 1  ( 1 2 2 I 2 9 1 ) 0 ･2 0  (2 2 2 I 1 4 8 ) 0 ･2 2  (2 4 4 I l O 4 5 )

r e C a ll 0 ･5 2  ( 1 2 2 I 2 2 4 ) 0 ･2 1  (2 2 2 I 8 1 1 ) 0 ･2 2  (2 4 4 I l O 4 8 )

P r O P O S e d P l e C IS 20 n 0 ･1 2  ( 1 2 9 I 2 2 1 ) 0 ･2 4  (2 4 1 I 8 1 4 ) 0 ･2 1  1  ( 2 8 6 I l O 1 5 )

r e C  a ll 0 ･5 9  ( 1 2 9 I 2 2 1 ) 0 ･2 0  (2 4 1 I 8 1 4 ) 0 ･2 1  ( 2 8 6 I l O 1 8 )

P r O P O S e d I M I P r e C IS iO n 0 ･2 8  ( 1 1 1 I 2 8 1 ) 0 ･2 2  ( 2 2 2 I 6 6 0 ) 0 ･2 5  ( 2 6 9 I l O l l )

r e C al l 0 ･6 2  ( 1 4 1 I 2 2 4 ) 0 ･2 1  ( 2 2 2 I 8 1 4 ) 0 ･2 5  ( 2 6 9 I l O 4 8 )

P r O P O S e J . 1 1 C P r ･e C 2S 20 n 0 ･5 2  ( 1 4 5 I 2 8 1 ) 0 ･4 2  ( 2 1 9 I 1 6 1 ) 0 1 5  (1 6 4 I l O 1 2 )

r e C al l 0 ･6 2  ( 1 4 5 I 2 2 1 ) 0 ･2 9  ( 2 1 9 I 8 1 1 ) 0 1 1  (4 6 4 I l O 4 8 )

opinion-hood precision
rec all

0.51 (488/949)

OA5 (488/1083)
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Table 6.5. Results of lntra-sentential cases
A I E (B ) A ( E (2 ) n O J e P e n J e l C y

C O I I el II･0 nl y A .E 0 ･8 1 ･ (2 8 2 I 2 2 1 ) 0 ･6 6 (10 9 I 1 6 4 ) 0 ･2 1 (1 1 2 ! 2 0 8 )

P rO P O Se d A .E 0 ･8 1 (2 7 2 ! 2 2 1 ) 0 ･6 8 (1 1 2 ! 1 61 ) 0 ･2 8 (1 1 1 I 2 0 8 )

C O I Ie X I-O h ly a SP e C I.O f 0 ･1 2 (6 1 ! 9 2 ) 0 ･2 (1 I 5 ) 0 1 (5 4 ! 1 2 6 )

P rO P O Sed aS P e CI-O f 0 ･1 2 (6 8 I 9 2 ) O J (2 I 5 ) 0 ･5 1 (6 9 ! 1 2 6 )

is much higher whenA is dependent on E (or B), our models achieves about 40%
precision in the cases where the candidates have no syntactic relation with the.
other.

Amongfour non-baseline models in the aspect-evaluation relation extraction
of Table 6.4, no significant improvement wwobserved. However,concemingthe
inter-sentential cases, we can see constant improvement according to the quan-
tity of information used in the models, showingthat the context-independent
info-ation of the candidate and co-occurrence statistics are important clues for
finding the aspect expressions appearing beyond sentence boundaries.

For the aBPeCt-Of relation extraction, on the other hand,there is significant
improvement in the Proposed model compared with the Context-only model. As
far as the experiments show, the point-wise mutual informationscore does not give
better performancethanthat the conditional probability score for co-occurrence
measurement.Although there is sti11 much roomfor improvement, the notable
difference between the Proposed andProposed-dic nodeh shows that acctuate
estimation of the aspect-hood of candidate aBPeCt eXPreSSions has a potential
effect.

One of the reasons of low performanceof aspect-of relation extraction is that
the evaluation criteria is a bit too strict. The extracted aspect-aspect and subject-
aspect relations are evaluated against the humanannotatedgold-standard in a
strict manner. For example, whenthe gold-standard data includes the chain of
aspect-of relations A-B and B-C, and the system extracts aspect-of relation A-C,
it is evaluated as incorrect. In some application domains this kind of skipping
aspect-of relation may not raise a severe issue. If we assume that A-C is also
correct, the Proposed models achieve nearly 109To improvement in both recall and
precision aB Shown in Table 6.6.
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Table 6.6. Result of spect-of relation extraction (allow for skipping case)
P r e C iS 20 n r e C al l

B  a S e 12n e 0 ･2 1  ( 1 1 5 I 6 8 2 ) 0 ･1 1  ( 1 1 5 I l O 4 8 )

C  O I I e k I .  〇nl y 0 1 1  (4 5 8 ! 1 0 4 1 ) 0 ･4 4  (1 5 8 I l O 1 8 )

P l O P O S e d 0 1 5  ( 4 1 4 I l O 4 1 ) 0 ･4 5  (1 1 4 I l O 1 8 )

P r O P O S e d -M I 0 1 9  ( 5 1 0 ! 1 0 4 1 ) 0 1 9  (5 1 0 I l O 1 8 )

P l O P O S e J .1 2C 0 ･5 5  ( 5 1 2 I l O l l ) 0 ･5 5  (5 1 2 I l O 4 8 )

It is also crucial to address the problem of inter-sentential cases of relation
extraction. For this problem, we have so far simply applied anexisting machine
leaming-basedmodel for zero-anaphoraresolution [Iida el al., 2003]. Given the
results shownin Table 6A, however, it is clear that this model needs considerable
rehements to adapt to our taBk, which include reconsideration of the way of
incorporating statistical clues into supervised learming.

Opinion-hood determination also posts a chal1enging problem. For example,
sentence (1) includes the writer's evaluation on the shrimps servedat a particular
restaurant. In contrast, very similar sentence (2) does not constitute evaluation
since it is a generic description of the writer's taste. The wording is, however, so
similar that our models have dinculty in learming the difference.

(1) watashi-wa konomise-no ebi-9a Suki-desu
I-TOP the restaurlant Shrimp-NOMlike
(I like the shrimps of the restaurlant.)

(2) watashi-wa ebi-9a Suki-desu

I-TOP Shrimp-TOP like

(I like shrimp.)

Tlmsweneed to conduct further investigation in order to resolve this kind of
problems.

6.5.6 Portability of intra-sentential model

Wenext evaluate efFectiveness of the contextual clues leaned in a domainto other
domains by testing a model trained on a certain domain to other domains.We
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Table 6.7. Comparing intra-sentential models among three domains
te St re SI  a ur  a l t Ce llul ar  P h O n e a u I  O m O b 2  1e

A IE

S  a m e P 0 ･1 2  (5 0 2 I 6 9 4 ) 0 ･1 5  (5 2 2 I 6 9 2 ) 0 ･1 6  (5 6 2 I 1 2 8 )

d O m ai n R 0 ･6 2  (5 0 2 I 8 0 9 ) 0 ･6 2  (5 2 2 I 8 2 2 ) 0 ･6 5  (5 6 2 I 8 1 0 )

O I h e r P 0 ･1 5  (4 8 5 I 6 4 6 ) 0 ･1 6  (5 2 1 I 6 9 8 ) 0 ･1 2  (5 4 1 I 1 4 2 )

d O m a in S R 0 ･6 0  (1 8 5 ! 8 0 9 ) 0 ･6 2  (5 2 1 ! 8 2 2 ) 0 ･6 2  (5 4 1 I 8 7 0 )

aS P eC t- O f

S a m e P 0 1 2 (1 2 9 ! 2 2 1 ) 0 ･6 2 (12 9 ! 2 2 4 ) 0 ･6 6 (1 8 5 I 2 8 0 )

d O m a 2n R 0 ･5 9 (1 2 9 ! 2 2 4 ) 0 ･6 0 (12 9 ! 2 2 0 ) 0 ･6 6 (1 8 5 ! 2 1 9 )

O I h e r P 0 ･5 5 (1 2 4 I 2 1 5 ) 0 ･6 0 (12 8 I 2 2 0 ) 0 ･6 2 (2 0 1 ! 2 2 2 )

d O m a =n S R 0 ･5 1 (1 2 1 ! 2 2 1 ) 0 ･6 0 (12 8 I 2 2 0 ) 0 ･1 2 (2 0 1 I 2 1 9 )

selected two newdomains, cel1ular phone and automobile, and added 290 weblog
posts for each of them. The results are evaluated by precision P and recall R
which wedefined above.

Wenowhave three models in different domainsandapphed the models to
analyze weblog posts in other domaim. Wetrained a model on two domains,then
tested it on remaining domain. Table 6.7 shows the results of the experiment.
Compared with the model trained on the samedomain,wecansee that the model
tminedon different donains shows compwable results. This indicat6 that the
contextual clues learned in a domainare effective in another donain, showingthe
portability of our intra-sentential mode1.

6.6 Summary

h this chapter, we identified the task of opinion extraction as relation extraction
tasks andapplied machine learming-based methods which use contextual clues and
statistical clues. Our experimental results showed that the model using contextual
clues improves the performance of both aspect-evaluation and aspect-of relation
extraction. Wealso showed domain portability of the contextual clues.
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Chapter 7

Conclusion

7.1 Summary

This dissertation focuses on extraction of opinions from web documents. We
present four pieces of work on this topic.

Asthe first piece of work, wediscussed the task of structuring opinions, and
introduced opimionunits consisting of four constituents: (Opinion holder, Sub-
ject, Aspect, Evaluation). Wethen set up an opinion extraction taBk based on
our corpus study.

The second piece of work used particular co-occurrence patterns of evalu-
ated subjects, focusedaspects, and their evaluations to collect aspect/evaluation
expressions. We reported experimental results which showed that our semi-
automatic method was able to collect aspect and evaluation expressions much
nore eBiciently than manualco11ection and that the co-occtmencepatterns we
used in the experiments worked well across two different domains.

In the third piece of work, we proposed a machine leaming-basedmethod
for the extraction of opinions of consumerproducts by reducing the problem to
that of extracting aspect-evaluation pairs from texts. The experimental results
showed that identifying the corresponding aBPeCt for a given evaluation expression
is effective in both pairedness determinationandopinion-hood determination.

h the final piece of work, we identified the taBk of opinion extraction aB a
relation extraction task and proposed a machine learning-based method which
does not use any domain-specific aBPeCt dictionary. Though our experimental

72



results reflected the dinculty of the opimionextraction task, our nodels outper-
formed the baseline models in both recau andprecision. Wealso showed that the
contextual clues leamed froma given domainare effective in anotherdomain.

7.2 Fbture work

Weconclude this dissertation with a discussion of future work.

Morphological analysis for web documents
Unknownwordidentification is animportant taBk for processing web documents.
Until now, the mainmorphological analysers and dependency parsers for Japanese
have been trained on "wel1-written" news articles, and achieve practical perfor-
mancelevels on newsarticles or other clean texts. However, web documents can
be considered aB "unClean" texts in comparison to news articles, since the writers,
who areoften non-professional writers, tend to use the spoken language rather
thanthe written language. Therefore, these systems sometimes do not work like
as well as they do on news articles. For example, in weblogs (or other consuner
generated media), we can observe dialect (e.g. Kansairegion, Japanese), variants
(e.g. "h.J;% U," and "fd#'L ,)" , where b.th expressi.ns are used to express that
something is "jc%hiu, (bi9)".), aS Well as onomatopeic words (e.g. "&h&atg?b").

Successful recognition of these expressions would improve not only our system
but also manyother webapplications.

Detecting subject expressions
So far wehave set aside the task of detecting subject expressions aBSumingthat it
is a specialized form of named entity recognition, which has been actively studied
for a decade.

In some domains such as the restaurant domain,commonnounsare used as a
subject. For example, "kokoro (heari)" and "mangetsu (full moon)" are common
nouns but are used aB aCtual restaurant names in Japan. Therefore) it is not
clear how subjects cansuccessfu11y be identified. This evaluation i8 inportant to
developing an overal1 opinion extraction system.
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Determining the semantic orientation of extracted opinions
For classibring or visualizing extracted opimions, the task of determining semantic
orientations is also important.

Wecan assign a semantic orientation to an opinion based on the semantic ori-
entation of its evaluation. For example, weconsider that opinions which include
positive-oriented evaluation expressions such as "delicious, like, 900d' also have a
positive orientation. The sameis true of negative-oriented evaluation expressiou.
For acquiring semantic orientations of words, manyresearchers have developed
several methods andobtained good results [llatzivassiloglou andMcKeown,1997;
Kampset al., 2004; Takamura et al., 2005].

h addition to the above case, weconsider the caSe where wecannot determine
the semantic orientation based only on evaluation expressions. For example, the
evaluation expression "hi9h" does not have anyorientation, that is, this expression
has a neutral orientation. However, the wpect-evaluation pair "risk-hi9h" has a
negative orientation, and"performance-hi9h" haB a POSitive orientation. Asthese
examplesshow, we need to assign the semantic orientation to opimions bzwed
not on evaluations alone but rather on aspect-evaluation pairs. On acquiring
phrase-level semantic orientations, some research has been reported in recent
years [suzuki el al., 2006; Takamuraet al., 2006]. We wouldlike to incorporate
these techmiques into our overall system.
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