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QoS Adaptation Methods for Video Delivery in

Pervasive Environments ∗

Morihiko Tamai

Abstract

In pervasive environments, mobile devices such as cell phones, PDAs and lap-

top PCs are connected through wired/wireless networks, and those devices are

controlled based on user’s context and preferences. In order to provide video

streaming service in such pervasive environments, we need huge network and

computational resources for encoding, delivering, decoding and drawing video

contents. Thus, it is important how to achieve QoS which meets individual

user requirements within various resource constraints such as network bandwidth,

computational power on servers/clients, and battery amount. In this thesis, we

propose application-level QoS adaptation mechanisms to provide satisfactory mul-

timedia services to users in pervasive environments.

Contributions of this study are two folds. First, we propose an energy-aware

video streaming system in which the video can be played back for the specified

duration within the remaining battery amount. In the system, we execute a

proxy server on an intermediate node in the network. The proxy server receives

the video stream from the content server, transcodes it to the video with lower

quality, and forwards it to user terminals. To predict required battery amount

which enables playback for the specified duration and to control battery life,

we have developed a power consumption model using parameters on playback

quality, playback duration, battery amount and so on. The system also allows

users to play back video segments with different qualities based on the importance

∗ Doctoral Dissertation, Department of Information Processing, Graduate School of Infor-
mation Science, Nara Institute of Science and Technology, NAIST-IS-DD0461018, February 1,
2007.
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among video segments. Through experiments, we confirmed that our system is

capable of controlling the playback duration within 6% of error, under dynamic

QoS control.

Secondly, we propose a method to broadcast multimedia content for multiple

mobile users with different quality requirements. In the method, we assume

several proxies and wireless access points in the network. There are overlay

links between these nodes, and certain amounts of bandwidths are reserved in

advance. Each proxy is capable of executing multiple transcoding services and

forwarding services. The original video sent from the server is transcoded into

videos with various quality by these services, and delivered to user nodes with

the required quality along appropriately determined service delivery paths. For

this purpose, we propose an algorithm to construct the service delivery paths

which minimize the weighted sum of computation power for transcoding and

the bandwidth consumed on physical links on the overlay network. Through

experiments with simulations, we confirmed that our algorithm can save up to

20% of resource amount consumed in a content delivery network compared with

general algorithms.

Keywords:

QoS adaptation, energy-awareness, Content Delivery Network, transcoding
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1. Introduction

1.1 Background

Recent innovation and widespread of wireless network infrastructures has enabled

pervasive environments where various types of portable computing devices (which

we call mobile terminals or mobile nodes, hereafter) such as laptop PCs, PDAs,

and cell phones are connected through wired/wireless networks, and those devices

are controlled based on user’s context and preferences. A lot of applications such

as Web browsing, e-mail, on-line games, and navigation system are available for

these mobile terminals in pervasive environments. Among them, video streaming

is one of the most promising applications.

Streaming playback of video contents consume much more computational

resources than other applications, due mainly to video decoding and wireless

communication. Thus, in order to provide video streaming service in pervasive

environments, it is important how to achieve QoS which meets individual user

requirements within various resource constraints. Especially, because of the limi-

tation of battery amount, there are demands for controlling battery life depending

on user requirements, so that the battery is not exhausted during the video play-

back, or no more than the specific amount of battery is used by playing back the

video. Therefore, we need a power consumption control mechanism in playing

back a video for the specified duration within the specified battery amount.

From service provider’s perspective, there is also a demand to reduce resource

consumption in content delivery networks (CDNs) [1, 2, 3]. In order to achieve

video delivery to multiple heterogeneous mobile terminals, we need, in addition to

huge network resources, huge computational resources for transcoding video data

to change video quality depending on resource constraints such as network band-

width, computational power on servers/clients, screen size, and battery amount.

Since available resources in CDN are limited, in order to support a large number

of mobile terminals, we need a method to select delivery paths so that the total

resources consumed will be as small as possible.
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1.2 Our Approach

In this thesis, we report our research work to the aforementioned problems. This

thesis consists of two parts.

First, in Chapter 2, we study a method for controlling battery life in video

streaming on mobile terminals. In general, we can extend video playback duration

by reducing video quality. However, it is difficult to estimate how long the battery

lasts for each playback quality, since the battery consumption depends on not only

video playback but also other factors such as OS, LCD, and so on [4]. Besides

it, these factors are device dependent. Moreover, when the remaining battery

amount is small and the playback quality is reduced over the whole playback

duration, users may get frustrated. In order to mitigate such a situation, some

fragments of a video important for a user should be played back with higher

quality than others. Also, to each fragment, a user should be able to specify

playback preferences such as balance of motion speed and vividness.

Power consumption when playing back streaming video on mobile terminals

via wireless LAN consists mainly of (i) decoding and drawing video frames and (ii)

packet transmission on wireless LAN. For (i), we can use a transcoding technique.

For example, [5] proposes a power saving technique which reduces the total data

size of the video by selectively dropping I, P and B frames when streaming MPEG

videos. For (ii), there are several approaches. [6] proposes a power saving tech-

nique by regulating power for radio wave output in IEEE 802.11b wireless LAN.

[7] proposes another power saving technique which reduces power consumption

by shortening time for communication using data compression. These existing

researches focus mainly on power saving techniques, but do not provide battery

control depending on user requirements such as the playback duration within the

battery amount.

In this thesis, we propose a method for energy-aware video streaming and

playback which consists of (1) power-saving techniques for streaming video play-

back in mobile terminals on the wireless LAN, (2) a technique to estimate the

suitable parameter values (such as picture size, frame rate and bitrate) which

enable playback for the specified duration within the remaining battery amount,

and (3) a QoS control mechanism which enables playback of multiple video seg-

ments with different playback quality based on the user’s preference.
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For (1), we introduce two techniques: (i) reduction of video quality with a

transcoder; and (ii) periodic bulk transfer of the video data on the wireless LAN.

For (i), we execute a proxy on an intermediate node (or on the content server) in

the network so that the proxy receives the stream and forwards the transcoded

stream to the user terminal. For (ii), the user terminal receives each fragment of

the stream data at transmission rate as high as possible, stores the data in the

local buffer, and stops supplying power to its WNIC (wireless LAN I/F card) until

the buffer becomes empty. For (2), we have developed a power consumption model

for the user terminal, in which the parameter values can automatically be decided

from the desired playback duration, the remaining battery amount, and device

specific information. For (3), we have developed an algorithm to distribute the

battery amount among multiple video segments based on each user’s preference.

When a user specifies relative importance among video segments and preferred

video property (proportion among picture size, frame rate and bitrate) for each

segment, our algorithm determines the playback quality of each video segment so

that the video playback can last for the specified duration within the remaining

battery amount. Through experiments, we confirmed that our system is capable

of controlling the playback duration within 6% of error under dynamic control

of QoS parameters, and that the proposed algorithm can be applied to various

mobile terminals by obtaining several device specific constants.

Next, in Chapter 3, we propose a method to broadcast multimedia content for

multiple mobile users with different quality requirements. There are wide variety

of screen size, computation power, battery amount, maximum network bandwidth

in mobile terminals. Therefore, in order to broadcast video to multiple mobile

terminals simultaneously, the following criteria should be considered and realized:

(i) depending on constraints such as screen size, processing power, remaining

battery amount, and possible transmission rate, each mobile terminal should be

able to decide an appropriate quality of video to receive; (ii) contents provider

should deliver video data of the requested quality. Letting a server deliver video

to multiple mobile terminals by simultaneous unicast streams consumes a lot of

computation and network resources. So, (iii) it would also be very important to

save the resource amount consumed in a CDN so that the amounts of them are

minimized.
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There are many research efforts aiming at efficient broadcast of a video to mul-

tiple mobile terminals with different quality requirements. In the most promising

technique (e.g., [8]), video data is encoded as a base layer and several extended

layers using a hierarchical encoding technique such as MPEG-4 FGS [9] and those

layers are broadcasted as separate multicast streams so that each mobile termi-

nal can receive the base layer and a part of extended layers within its available

bandwidth to playback video with the quality corresponding to the bandwidth.

In this technique, however, extra memory is required for buffering all of receiv-

ing layers, and more computation power than decoding a single layered video is

needed. Also, this technique has some drawbacks: the difference between the

required quality and the received quality is large when there are only a small

number of layers. Furthermore, it can only convert bitrate of video. Picture size

and frame rate are fixed to the original value.

In this thesis, we propose a new service composition based method for effi-

cient delivery of a video to multiple mobile terminals satisfying the above criteria

from (i) to (iii). To achieve the criterion (i), each mobile terminal decides an

appropriate quality of video depending on constraints such as screen size, avail-

able network bandwidth, and remaining battery amount using the aforementioned

energy-aware video streaming technique. To achieve the criterion (ii), the pro-

posed method utilizes transcoding service running on proxies for transcoding

video to lower quality video. It also utilizes forwarding services on proxies to

forward video to mobile terminals or to other proxies for transcoding the video

to further low quality. To achieve the criterion (iii), we propose an algorithm

to calculate service delivery paths among a server, proxies and mobile terminals

(i.e., a set of delivery paths) on the overlay network as well as input/output video

parameters (picture size, frame rate and bitrate) of each proxy so that the total

resources consumed (both computation and network resources) will be as small

as possible. Through experiments with simulations, we confirmed that our al-

gorithm can save up to 20% of resource amount consumed in a CDN compared

with simpler algorithms.
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1.3 Thesis Outline

The rest of this thesis is organized as follows. In Chapter 2, we present an

energy-aware video streaming system in which the video can be played back for

the specified duration within the remaining battery amount. In Chapter 3, we

propose a resource-efficient video multicast method to multiple mobile users with

different quality requirements. Finally, in Chapter 4, we conclude this thesis.
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2. Energy-Aware QoS adaptation for Video Stream-

ing to Portable Computing Devices

2.1 Introduction

In this chapter, we propose a QoS adaptation method for streaming video play-

back to portable computing devices where playback quality of each video fragment

is automatically adjusted from the remaining battery amount, desirable playback

duration and the user’s preference to each fragment.

In order to save power for streaming video playback, we introduce two tech-

niques: (i) reduction of video quality with a transcoder; and (ii) periodic bulk

transfer of the video data on the wireless LAN. For (i), we execute a proxy on

an intermediate node in the network so that the proxy receives the stream and

forwards the transcoded stream to the mobile terminal. For (ii), the mobile ter-

minal receives each fragment of the stream data at transmission rate as high as

possible, stores the data in the local buffer, and stops supplying power to its

WNIC until the buffer becomes empty.

In order to estimate the suitable parameter values which enable playback for

the specified duration within the remaining battery amount, we have developed a

power consumption model for the mobile terminal, in which the parameter values

can automatically be decided from the desired playback duration, the remaining

battery amount, and device specific information. We have also developed an

algorithm to distribute the battery amount among multiple video segments based

on each user’s preference. When a user specifies relative importance among video

segments and preferred video property (proportion among picture size, frame rate

and bitrate) for each segment, our algorithm determines the playback quality of

each video segment so that the video playback can last for the specified duration

within the remaining battery amount.

The rest of the chapter is organized as follows: in Sect. 2.2, we present the

power saving techniques in playback of streaming video and the power consump-

tion model to derive parameter values to satisfy the playback duration and the

battery amount. In Sect. 2.3, we introduce our energy-aware QoS control tech-

nique based on relative importance among video segments. In Sect. 2.4, we
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present our implementation of proposed system. In Sect. 2.5, we show evaluation

of the proposed system through experiments and analysis. In Sect. 2.6, we briefly

survey related work. In Sect. 2.7, we discuss applicability of our system to real

environments. Finally, we conclude the chapter in Sect. 2.8.

2.2 Method for Energy-aware Video Streaming and Play-

back

In this section, we present two power saving techniques for playback of streaming

videos on portable computing devices, and then introduce the power consumption

model to determine the parameter values which enable playback for the specified

duration within the battery amount.

2.2.1 Power Saving Techniques

When playing back a streaming video on a portable computing device, the con-

sumed power consists of (i) power consumed by wireless transmission of packets,

(ii) power consumed by decoding and drawing video frames, and (iii) power con-

sumed by other factors such as operating systems, LCD back-light and so on.

When playing back an MPEG-1 stream (288×216 pixels, 24 frames per second,

327 Kbps bitrate) on a PDA via IEEE 802.11b WLAN (the device names are

shown in Table 3), the power consumed by (i) and (ii) was more than 78 % of

the whole power. So, it will be effective to save the power for (i) and (ii).

Power saving for decoding/drawing video frames

Since power consumed by video playback depends on the picture size, the frame

rate and the bitrate, it is possible to save power by reducing the values of those

parameters. In the proposed system, we adopt to use a transcoder called the

transcoding proxy which receives the video stream from the content server, con-

verts the stream to the stream with the lower parameter values in real time and

forwards the new stream to the mobile terminal. The transcoding proxy can be

executed on any node (including the content server) reachable from the mobile

terminal in the network.
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Figure 1. Battery life vs. transmission rate on WLAN

Power saving for wireless communication

We have investigated how the battery life changes depending on the transmission

rate on the IEEE 802.11b WLAN. In the experiment, we used the PDA and

the WNIC in Table 3. The result is shown in Fig. 1. Fig. 1 suggests us

that power consumed by wireless communication increases in proportional to the

transmission rate, but the minimum power consumed by the WNIC is much larger

than the difference by transmission rate. So, if we can shorten the time to supply

power to the WNIC, we can save the power.

In general, when playing back a video stream whose bitrate is b, the mobile

terminal should receive the stream at transmission rate b and its WNIC should

be always turned on during the playback. From the result in Fig. 1, we adopt

the following periodic bulk transfer to save the power: the mobile terminal (1)

receives each fragment of the stream data at the maximum available bandwidth

more than b, (2) stores it in the local buffer and (3) turns off the WNIC while

playing back the data in the buffer until the buffer becomes empty. We call this
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scheme the buffered playback.

For push type video sources which transmit video streams at their bitrates,

say, b, the buffered playback cannot be applied as is even when the available

bandwidth is much larger than b. So, we let the transcoding proxy to store the

transcoded data in its buffer until the buffer is filled, and transmit the data at the

available transmission rate (denoted by bmax) to the mobile terminal. In this case,

playback of the video is delayed for (M/b1) − (M/bmax) which means the time

until the buffer with M bit is filled. If the user specifies the maximum tolerable

delay, buffer size M can be determined.

Power Consumption Model

We should be able to estimate the parameter values satisfying the specified play-

back duration and the remaining battery amount, for any combination of portable

computing devices and WNICs. So, we construct an equation which represents

the relation among the above parameters and device specific constants for mobile

terminals.

Let us denote the powers consumed by playing back video and receiving video

data by Pv and PN , respectively. Let S denote the power consumed by other

factors (operating system, back-light, memory and so on). Here, S is the device

specific constant. Thus, power P consumed by the mobile terminal is represented

by the following equation.

P = S + Pv + PN (1)

Power consumed by video processing

Playback of MPEG-1 videos needs two operations: decoding and drawing pic-

ture frames. The power consumed by drawing each frame is proportional to the

number of pixels. The decoding operation consists of Huffman decoding, de-

quantization and inverse discrete cosine transformation. The power consumed by

Huffman decoding is proportional to the bitrate of the video, and the power con-

sumed by other processes is proportional to the number of pixels. Accordingly,

the total power Pv to play back a video is represented by the following equation.

Pv(r, f, b) = αrf + βb (2)

9



where r, f and b denote the picture size (number of pixels), the frame rate and

the bitrate, respectively, and α and β are device specific constants. Finally, we

obtain a power consumption model for playback of a video

E0 = (S + αrf + βb)T (3)

where T and E0 are the expected battery life and the remaining battery amount.

Here, the actual values of S, α and β can be calculated by measuring the

battery lives when playing back n videos with different parameters {(r1, f1, b1),

. . . , (rn, fn, bn)}, and using multiple regression. Since we have 3 variables, we

should use n ≥ 3.

Power consumed by communication

From the result in Fig. 1, we assume that power PN consumed by communication

is represented by

PN(b) = N + γb (4)

where γ and N are device specific constants. From equation (1), we can derive

E0 = (S + N + γb)T (5)

representing a relation among battery life T , battery amount E0 and transmission

rate b when the mobile terminal receives the video stream at b (without decoding

and drawing video frames). The values of N and γ can be calculated by measuring

battery lives when data are received at different transmission rates b1, ..., bm, and

using multiple regression.

Power consumed by buffered playback

Let bmax denote the maximum available bandwidth at the mobile terminal. Let

Ton denote the time interval to fill up the buffer since the buffer is empty. During

this time interval, the WNIC is turned on. Let Toff denote the time interval to

consume all of the data in the buffer since the buffer is full. During this interval,

the WNIC is turned off. Let τon and τoff denote the time intervals to resume the

WNIC and to suspend it respectively. Let τ denote τon+τoff . τ is a device specific

10
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constant and can be easily obtained (the actual value of τ in our environment

was about 3sec).

Fig. 2 depicts the time chart of how the stream data is filled and consumed

in the buffer when using the buffered playback, where M and b denote the buffer

size and the bitrate of the video, respectively.

From Fig. 2, we obtain Ton = M
bmax−b

, Toff = M
b
− τ .

The power consumed by receiving the stream data is equal to PN(bmax) while

the WNIC is turned on, and 0 while turned off. So, the average power Pbuf

consumed by receiving the stream data (whose bitrate is b) is represented by

Pbuf (b) =
Ton

Ton + Toff + τ
PN(bmax) =

b

bmax

(N + γbmax)

During time interval τ , the WNIC does not receive any data but consumes

power to negotiate with the WLAN access point for authentication and address

assignment by DHCP if necessary.
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The average power Poh consumed during time interval τ is represented by

Poh(b) =
τ

Ton + Toff + τ
PN(0) =

b(bmax − b)τ

Mbmax

N

Finally, we can derive a power consumption model when using the buffered

playback.

E0 = (S + αrf + βb + Pbuf (b) + Poh(b))T (6)

2.2.2 Algorithm for Deciding Parameter Values

Let (r0, f0, b0) denote parameter values of the original video transmitted from the

content server.

We assume that the desirable proportion among picture size r, frame rate f

and bitrate b is given as follows.

r/r0 : f/f0 : b/b0 = x : y : z (7)

Equation (7) means that for example, if (x, y, z) are set to be (1, 2, 1) and the

picture size is reduced to 1/3 by the transcoding proxy, frame rate and bitrate

are reduced to 2/3 and 1/3, respectively.

From equation (7), b and f can be represented by expression consisting of r

and constants.

Consequently, when desirable playback duration T , remaining battery amount

E0 and the above proportion among r, f and b are given, we can calculate the

values of r, f and b by solving equation (6). In our implementation, we have used

Newton’s Method to solve the equation.

Calculation of appropriate bitrate

When we specify the ratio among r, f and b by hand, the value of b may not be

adequate due to quantization noise. We assume that the bitrate is linear to the

picture size when the frame rate is fixed, and that the bitrate is linear to the

frame rate when the picture size is fixed. From these assumptions, we can derive

the following equation to obtain the appropriate bitrate from r and f .

b = c0rf + c1r + c2f + c3, (8)

12



where c0, c1, c2 and c3 are constants, and can be calculated using multiple regres-

sion.

We have prepared 64 videos with different parameter values which have similar

balances of playback quality, and obtained the above constants using multiple

regression. As a result, we got c0 = 7.9e-5, c1 = 4.2e-4, c2 = 13, c3 = −16.

2.3 Energy-aware QoS Control

In this section, we propose an algorithm to assign different playback quality

among multiple video segments based on the user’s preference, satisfying the

specified playback duration within the remaining battery amount. Here, we as-

sume that a video consists of multiple segments and those segments are classified

into some predefined categories C = {c1, ..., cn}. Classification can be done man-

ually using annotation tools like [10], or done automatically using tools like [11].

2.3.1 Specifying Importance among Categories

It is desirable for users to be able to specify what part of a video will be played

back with higher quality. So, we allow users to specify relative importance among

categories as importance degrees. Let pi denote the importance degree specified

to category ci where pi is an integer number such that pi ≥ 1.

The playback property of a video is decided by the balance of its picture size,

frame rate and bitrate. In general, users may have different preferences for the

playback property among categories. So, we allow users to specify a preference

to the playback property of each category by the proportion among the picture

size, the frame rate and the bitrate r/r0 : f/f0 : b/b0 = x : y : z as explained in

Sect. 2.2.2. An integer number 1 or more than 1 can be specified to x, y and z.

When we use equation (8), we need not specify b/b0.

For example, suppose that a video of a soccer game consists of video segments

classified into three categories {shoot, play, other}. A user may want to play

back the video segments of category shoot at as high quality as possible, and the

segments of category play at the medium quality, while reducing the playback

quality of the segments of category other. The user may have the preference

for playback property such that both the motion speed and the vividness are
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Table 1. A sample user preference

category importance degree r/r0 f/f0 b/b0

shoot 4 1 1 –

play 2 1 2 –

other 1 2 1 –

similarly important in category shoot, that the motion speed is more important

in category play, and that the vividness is more important in category other. In

such a case, the user gives the preference which is shown in Table 1.

2.3.2 Algorithm for Determining Playback Quality among Categories

For each category ci ∈ C, the product of its importance degree pi and playback du-

ration Ti is called the virtual playback time of ci. We denote it by T ′
i (= piTi). Also,

the total sum of the virtual time of all categories is denoted by T ′(=
∑

ci∈C T ′
i ).

In our algorithm, we distribute the battery amount E = E0−S
∑|C|

i=1 Ti among

categories according to the proportion of each category’s virtual time T ′
i/T

′. That

is, Ei(= ET ′
i/T

′) is allocated for playback of each category ci.

However, the above algorithm may result in over/under assignment of battery

amount to some categories. We denote the properties of videos with the maximum

quality and with the minimum quality by (rmax, fmax, bmax) and (rmin, fmin, bmin),

respectively. Here, the maximum quality’s video might be the video with satisfac-

tory quality or the maximum video which the device can play back. The minimum

quality’s video can similarly be defined. So, we let our algorithm to adjust bat-

tery amounts in some categories so that restrictions of the maximum/minimum

battery amount can be kept.

As explained in Sect. 2.2.2, battery amount E consumed by video playback is

represented by equation (6) including parameters r, f , b and T . Consequently, if

Ei > (αrmaxfmax+βbmax+Pbuf (bmax)+Poh(bmax))Ti(
def
= Emax), Ei is too much for

playback of ci. Similarly, if Ei < (αrminfmin+βbmin+Pbuf (bmin)+Poh(bmin))Ti(
def
=

Emin), Ei is too small for playing back ci. In those cases, we fix Ei = Emax or

Ei = Emin and distribute remaining battery E ′(= E − Ei) among remaining

14



Table 2. Quality improvement when using bitrate extension algorithm

video With bitrate extension Without bitrate extension

(delay time=59sec)

segment duration priority picture size frame rate bit rate picture size frame rate bit rate

(No.) (sec) (pixel) (fps) (Kbps) (pixel) (fps) (Kbps)

1 217 1 354×265 9.2 210 419×314 12.8 338.4

2 136 2 432×324 13.6 369.8 437×328 14 384

3 231 4 524×393 20.1 655.3 437×328 14 384

4 132 2 432×324 13.6 369.8 437×328 14 384

5 530 1 354×265 9.2 210 419×314 12.8 338.4

6 276 1 354×265 9.2 210 419×314 12.8 338.4

7 232 2 432×324 13.6 369.8 437×328 14 384

8 138 4 524×393 20.1 655.3 437×328 14 384

9 408 2 432×324 13.6 369.8 437×328 14 384

categories C−{ci}. Consequently, we can obtain battery amount Ei for playback

of category ci as a constant value.

Using battery amount Ei, playback duration Ti, and the proportion (ri/r0 :

fi/f0 : bi/b0) and algorithm in Sect. 2.2.2, we can calculate parameter values

ri, fi and bi for each category ci.

2.3.3 Bitrate Extension Algorithm for Low Bandwidth Environment

When available network bandwidth bmax at the mobile terminal is low (e.g.,

128Kbps), playback quality cannot be improved better than this value even if

its remaining battery amount is sufficient. To cope with this problem, we pro-

pose an algorithm to enable playback of some video segments with higher bitrates

than bmax.

The proposed algorithm delays the start time of the video playback where the

mobile terminal buffers enough amount of data before starting video playback.

We assume that we play back video segments v1, ..., and vm in this order. Let

pi and Ti denote the importance degree and the playback duration of segment vi.

Let Pmin denote the power consumed by the playback of video segments with the

minimum importance degree. Let D denote the delay time to start the playback.
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Then the following equation holds.

E0 − S · (D +
m∑

i=1

Ti) − D · PN(bmax) =
m∑

i=1

Pmin · pi · Ti (9)

When battery amount assigned to segment vi (represented by Pmin · pi · Ti) is

determined, then we can obtain the corresponding ri, fi and bi using the algorithm

in Sect. 2.2.2. On the other hand, D can be calculated by

D = Max(
i−1∑
j=1

bj · Tj/bmax −
i−1∑
j=1

Tj), i = 2, ..., n + 1 (10)

Consequently, we can represent D as the function of Pmin. From equation (9),

we can calculate the value of Pmin by using the Newton’s Method.

We have applied the proposed algorithm to a video (640×480, 1150Kbps,

30fps, 2300sec) using E0 as 50% of fully charged battery amount in the laptop

PC environment (Toshiba SS S4/275PNHW) in Table 3, where we set bmax to

be 384Kbps. The result is shown in Table 2. We see that bitrates much higher

than bmax are assigned to video segments 3 and 8 whose importance degrees are

4, while the delay time is reasonable (59sec).

2.4 Implementation

We have implemented an energy aware video streaming system as shown in Fig. 3.

In the system, the user specifies the location of the video, the playback duration

and the preference including importance degrees to categories and the proportion

r/r0 : f/f0 : b/b0 to each category. The information is sent to the transcoding

proxy with the terminal information including the remaining battery amount

and so on. The transcoding proxy calculates the appropriate playback quality

from the received information, receives the video stream from the content server,

transcodes it to the stream with the playback quality obtained with algorithms

in Sect. 2.2.2 and Sect. 2.3 and forwards the new stream to the mobile terminal.

We have implemented a movie player using Berkeley MPEG Player [12]. In

the transcoding proxy, we have implemented the decision mechanism of playback

quality in C, and have implemented the real-time transcoder for MPEG-1 streams

using MJPEG Tools [13]. The transcoder first decodes an incoming MPEG-1
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Figure 3. Energy aware video streaming system

stream to sequence of pictures in YUV format, and then resizes and drops YUV

frames. Finally, YUV frames are re-encoded as an MPEG-1 stream. With this

transcoder, each video can be transcoded to the one with any picture size, frame

rate and bitrate.

It is desirable that transcoding can be done in real-time, and necessary com-

putational resources are within realistic range. To confirm this, we measured

processing time to transcode MPEG-1 streams using ordinary PC/AT compati-

ble computer (Intel Pentium 4 2.40GHz, 1.0 GB RAM, Linux 2.4.18). Through

the experiment, we have confirmed that our transcoder can convert videos with

more than VGA size to any size, frame rate and bitrate in real-time.

2.5 Experimental Results

In order to evaluate the effectiveness of the proposed method, we have carried

out several experiments using the environments in Table 3. In the experiments,

we have used IEEE 802.11b WLAN. To restrain the power consumption due to

rotation of HDD, we used noflushd[14] for the laptop PC environments.
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Table 3. Experimental environments

device type; name; setting WNIC type; name; setting CPU; OS
PDA;
Sharp Zaurus SL-C700;
brightness small

CF;
WN-B11/CF (I/O Data);
low power mode off

XScale PXA250;
Linux (Embedix)

laptop PC;
IBM Thinkpad s30;
brightness small

CF;
GW-CF11H (Planex)
low power mode off

PentiumIII 600MHz;
Linux 2.4.27

laptop PC;
Toshiba SS S4/275PNHW;
brightness small

PCMCIA;
GW-NS11S (Planex);
low power mode off

PentiumIII 750MHz;
Linux 2.4.24

2.5.1 Effectiveness of Power Saving Techniques and Power Consump-

tion Model

In order to show effectiveness of our power saving techniques and validity of our

power consumption model, we have measured the actual playback durations when

using the buffered playback, and calculated errors from predicted durations.

In this experiment, we used the PDA and the laptop PC (IBM Thinkpad

s30) environments. In order to obtain device specific constants S, α, β, we have

measured actual battery lives using four videos with different quality for each

environment as shown in Table 4. Also, for each environment, we have obtained

constants γ and N by measuring actual battery lives when playing back a video

with two different transmission rates as shown in Table 5. In the both environ-

ment, we have used the fully charged battery amount as E0. The values of device

specific constants are shown in table 6.

We used 2.3 Mbps and 1.8 Mbps as the average transmission rates for the

PDA and the laptop PC, respectively, and used a buffer with 5 Mbyte. The

experimental results are shown in Table 7. In Table 7, prediction error defined

as |te − t|/t is a difference between the predicted battery life te and the actual

battery life t. Also, the actual battery lives in Table 7 are shown in Fig. 4 and 5

as graph.

Fig. 4 shows that the buffered playback could extend the battery life up to
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Table 4. Videos used for measuring a value of S, α, β

Video parameter values Battery life

(pixel, fps, kbps) (min)

PDA

(166 × 124, 24, 112) 309

(166 × 124, 24, 321) 293

(288 × 216, 24, 327) 216

(288 × 216, 8, 317) 294

laptop PC

(320 × 240, 24, 299) 374

(320 × 240, 24, 813) 366

(560 × 420, 24, 818) 281

(560 × 420, 8, 788) 363

Table 5. Transmission rates used for measuring a value of N, γ

Transmission rate Battery life

(Mbps) (min)

PDA

0.5 160

2.3 133

laptop PC

0.5 395

2.0 362
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Table 6. Device specific constant values for energy consumption model

Constant PDA laptop PC

S 0.00254238E0 0.00223922E0

α 1.21931e-09E0 2.15017e-10E0

β 8.15911e-07E0 1.29409e-07E0

γ 0.000704887E0 0.000153857E0

N 0.00335518E0 0.000215492E0

τ 3 3

about 2 times in the PDA environment. On the other hand, in the laptop PC

environment, the effect of the buffered playback is not so much (Fig. 5). This is

because the ratio of the power consumed by the WNIC to the whole consumed

power is small in the laptop PC environment. When using the transcoding with

the buffered playback, the battery lives could be extended up to about 2.8 times

(PDA) and 1.6 times (laptop PC), respectively. The prediction errors were within

6% in both environments (Table 7).

2.5.2 Effectiveness of QoS Control

In this section, we assume that the laptop PC environment (Toshiba SS S4/275PNHW)

is used and that 30% of the fully charged battery amount is used as E0. An

MPEG-1 video with 320×240, 29.97fps, 500Kbps and 1800 sec is used as the

original video denoted by v0 = (r0, f0, b0, T0).

Playback quality in important categories

Using the algorithm in Sect. 2.3.2, we have investigated to what extent the

playback quality of important categories is improved and the quality of the other

categories is degraded.

We assume that video segments in v0 are classified into two categories: impor-

tant category c1 and less-important category c2. We assume that the preference to

each category is r/r0 : f/f0 = 1 : 1 (b is automatically calculated using equation
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Table 7. Actual and predicted battery life

Video parameter values Battery life (min)

(pixel, fps, kbps) actual/predicted (error %)

streaming playback buffered playback

PDA

(288 × 216, 24, 327) 120/122 (1.6 %) 189/185 (2.2 %)

(166 × 124, 24, 321) 142/143 (0.7 %) 242/240 (0.8 %)

(288 × 216, 8, 110) 149/150 (0.7 %) 289/285 (1.4 %)

(166 × 124, 8, 109) 163/160 (1.9 %) 340/323 (5.3 %)

laptop PC

(560 × 420, 24, 818) 256/256 (0.0 %) 270/264 (2.3 %)

(320 × 240, 24, 813) 324/325 (0.3 %) 340/337 (0.9 %)

(560 × 420, 8, 286) 339/340 (0.3 %) 361/362 (0.2 %)

(320 × 240, 8, 294) 374/375 (0.3 %) 398/401 (0.7 %)

(8)).

Let R denote the ratio of playback duration T1 of c1 to total playback duration

T1 + T2 (i.e., R
def
= T1/(T1 + T2)). Let p1 and p2 denote the importance degrees

for c1 and c2, respectively. Let M denote the ratio of p1 to p2 (i.e., M
def
= p1/p2).

Using our algorithm in Sect. 2.3.2, we have calculated the playback quality in c1

and c2 by changing R from 0.1 to 0.3 by step 0.1 and M from 1 to 4 by step 0.5.

The resulting graphs are depicted in Fig. 6, where the horizontal axis and

the vertical axis represent M and playback quality r/r0, respectively. Here, r/r0

becomes 0.58, if all categories have the same priorities, that is, p1 = p2 (baseline

quality).

Fig. 6 shows that when R is small (e.g., 0.1) and we specify M ≥ 3, the

playback quality in important categories can be improved significantly by slightly

reducing the playback quality of less-important categories.
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Figure 4. Actual battery life when using proposed method on the PDA

Prediction Errors When using QoS Control

To investigate the prediction errors of the actual playback duration within battery

amount E0 from its original playback duration 1800sec, we played back video v0

at different playback quality calculated from four different preferences as shown

in Table 8.

For pref1, pref2, pref3 and pref4, actual playback durations until E0 was ex-

hausted were 1710sec, 1696sec, 1692sec, and 1727sec, respectively. The prediction

errors are less than 6%.

2.6 Related Work

Our work is related to mainly on semantic transcoding and energy-aware video

playback techniques.
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Figure 5. Actual battery life when using proposed method on the laptop PC

Semantic transcoding

In recent years, semantic transcoding techniques are paid much attention. Here,

the user’s satisfaction is improved by transcoding a video according to the con-

tents and semantics of each fragment of a video [15, 16]. In previous transcoding

techniques which simply reduce the picture size, objects in each picture frames

becomes too small and difficult to identify. [15] copes with this problem by speci-

fying the user’s interesting area in the picture with the MPEG-21 DIA framework

so that only the area is trimmed off and transcoded. In [16], a video in MPEG-4

format is divided into objects of several categories such as foreground objects and

background objects. Here, playback qualities of important objects are maintained

while qualities of other objects are degraded.

The objectives of these existing researches are to satisfy restrictions of portable

devices with respect to picture size and available bandwidth. However, they do

not treat restrictions on the battery amount.
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Figure 6. Quality improvement

Energy-aware video playback

There are many researches on dynamic voltage/frequency scaling (DVFS) based

power saving techniques for video playback on mobile terminals [17, 18, 19, 20, 21].

DVFS reduces energy consumption by lowering the processor speed (voltage and

frequency) dynamically at run time based on the system load. To determine

the appropriate processor speed during video playback, these techniques predict

exact amount of computation power needed to decode each frame by analyzing

MPEG stream. In DVFS techniques, however, to achieve the expected perfor-

mance, we need a processor which can scale to very precisely with respect to the

voltage/frequency settings.

Recently, application-level adaptation techniques received increasing research

attention [22, 23, 24]. In the technique proposed in [22], each application (such as

a video player, a word processor, and a web browser) makes local power manage-

ment decisions based on its processor demand and processor availability. They
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Table 8. Preferences and playback qualities

cat. (Ti, pi, fi, ri) (r, f, b)

pref1 c1 (678, 1, 1, 1) (245 × 184, 17.60, 250K)
c2 (662, 1, 1, 1) (245 × 184, 17.60, 250K)
c3 (460, 1, 1, 1) (245 × 184, 17.60, 250K)

c1 (678, 1, 1, 1) (196 × 147, 11.26, 143K)
pref2 c2 (662, 2, 1, 1) (240 × 180, 16.91, 238K)

c3 (460, 4, 1, 1) (293 × 219, 25.06, 395K)

c1 (678, 1, 1, 1) (196 × 147, 11.26, 143K)
pref3 c2 (662, 2, 1, 2) (292 × 219, 12.47, 201K)

c3 (460, 4, 2, 3) (320 × 240, 21.61, 365K)

c1 (678, 1, 1, 1) (196 × 147, 11.26, 143K)
pref4 c2 (662, 2, 2, 1) (196 × 147, 22.48, 288K)

c3 (460, 4, 3, 2) (261 × 196, 29.97, 439K)

experimentally show that local decisions by individual applications can globally

optimize system-wide energy usage and are better than choosing a single system-

wide power setting for all applications.

In [23, 24], to reduce power consumed by WNIC, streaming data packets

are transmitted as bursts, which allows WNIC to switch to energy-saving sleep

mode between bursts. [24] explores theoretically and experimentally the im-

pact of packet transmission interval and burst length, and proposes a mechanism

that adjusts the burst length dynamically based on the network condition. [23]

also proposes proxy-based power saving techniques which performs power-friendly

video transcoding (i.e., reduction of picture size and frame rate) on the proxy to

reduce the energy consumed by video decoding and drawing at mobile termi-

nal. Although their power saving techniques are similar to our approach, they

do not treat restrictions on remaining battery amount and desirable playback

duration, and do not treat user’s preferences such as relative importance among

video segments and balance of picture size and frame rate.
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2.7 Discussion

In this chapter, we have not assumed any particular hardware-level battery saving

mechanisms for mobile terminals. Thus, our proposed method can be applica-

ble to wide range of mobile terminals, which has no specific hardware, and be

implemented entirely as application-level software without cost for additional

hardware- and OS-level support.

Recently, processors such as Intel XScale [25] and Pentium M [26] have dy-

namic voltage and frequency scaling (DVFS) function. Using DVFS, we can

reduce energy consumption by lowering the supply voltage when the CPU uti-

lization is low. In such a case, energy consumption may further be reduced by

using DVFS-based power saving methods with our proposed method. For this

purpose, we need to modify our power consumption model to predict required

power for decoding video data more accurately using existing power-aware video

data processing algorithms proposed in [17, 18, 19] which determine the best pro-

cessor speed by analyzing video data. However, since DVFS requires OS-level

support, in order to use it, we may have to prepare and install special OS kernel

to portable devices (e.g., Sharp Zaurus SL-C700 used in our experiments needs

such a special kernel).

In Sect. 2.2.1, in order to reduce the power consumed by wireless communica-

tion, we proposed the buffered playback method which turns off the WNIC while

playing back the video data in the buffer. However, this may incur an undesir-

able delay for reconnecting to the network (e.g., acquiring an address from DHCP

server). In addition, the other applications (e.g., VoIP application which is wait-

ing for the phone calls in the background process) may require sending/receiving

control packets while turning off the WNIC. To address the problems, we can

use low-power passive mode of WNIC which can save energy consumption sig-

nificantly compared with the active mode while keeping the network connection

[23, 24].

In Sect. 2.2.1, we assumed that the power consumed by the back-light of a

mobile terminal is a constant value. However, in general, brightness of the back-

light can be changed to several values (e.g., high, middle, and low). In order

to take this into account, we can easily modify equation (1) so that different

constant values Si is used for i-th brightness of the back-light.
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In this chapter, we have not considered the fluctuation of the available band-

width at a mobile terminal. However, when applying the proposed method to

real environments, fluctuation of the available bandwidth may occur and it causes

mis-prediction of battery life. One approach to solve this problem is to rerun our

algorithm periodically and adjust video quality to reflect changes in the available

bandwidth.

2.8 Conclusions

In this chapter, we proposed an energy-aware video streaming system for stream-

ing video playback on portable computing devices, based on the user requirement

including the battery amount, the desirable playback duration and the relative

importance among video segments. We have implemented the system and carried

out some experiments using a PDA and laptop PCs on IEEE 802.11b WLAN.

Through experiments, we confirmed that (1) our system can control the play-

back duration within 6% error even when controlling QoS dynamically, and that

(2) the proposed algorithm can be applied to various portable computing devices

by obtaining several device specific constants. We believe that our model is ac-

curate enough since some part of prediction errors is caused by the inaccuracy of

the APM mechanism.
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3. Resource-Aware Service Composition for Video

Multicast to Heterogeneous Mobile Users

3.1 Introduction

In this chapter, we propose a new service composition based method for efficient

delivery of a video to multiple mobile nodes. In the proposed method, we assume

the following environments: (i) an overlay network connecting multiple proxies

and a video server as shown in Fig. 7, is given as CDN. A fixed amount of

bandwidth is assigned to each overlay link between proxies (or connecting to a

server node) using existing network level QoS techniques such as DiffServ [27];

(ii) each proxy can execute multiple transcoder services and forwarding services

within its available resources; (iii) To each proxy, at most one wireless access

point (AP) can be attached; and (iv) each mobile node communicates with a

proxy via the corresponding AP which is automatically and uniquely determined

based on the current position of the mobile node.

In the proposed method, each mobile node decides an appropriate quality

of video depending on constraints such as screen size, available network band-

width, and remaining battery amount using our energy-aware video streaming

technique proposed in Chapter 2. Here, appropriate quality (i.e., vector of pic-

ture size, frame rate, and bitrate) of each video segment is automatically deter-

mined from constraints of the mobile node and the user’s requirement consisting

of playback duration (e.g., time length of the video), relative importance among

video segments and preferable ratio between picture size and frame rate for each

segment. To deliver video data of the requested quality, the proposed method uti-

lizes transcoding service running on proxies for transcoding video to lower quality

video. It also utilizes forwarding services on proxies to forward video to mobile

nodes or to other proxies for transcoding the video to further low quality. To save

the resource amount consumed in a CDN, we propose an algorithm to calculate

service delivery paths among a server, proxies and mobile nodes (i.e., a set of

delivery paths) on the overlay network as well as input/output video parameters

(picture size, frame rate and bitrate) of each proxy so that the total resources

consumed (both computation and network resources) will be as small as possible.
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The rest of the chapter is organized as follows: in Sect. 3.2, we describe the

target environments and formally define the problem. In Sect. 3.3, we explain

how the proposed system works on the target environments. In Sect. 3.4, we

propose algorithms to calculate efficient service delivery paths for video multicast

to multiple mobile nodes. Sect. 3.5 shows the experimental results. In Sect. 3.6,

we present related work. In Sect. 3.7, we discuss some open problems. Finally,

we conclude the chapter in Sect. 3.8.

3.2 Problem Definition

In this section, we describe the target environments and assumptions, and then

formally define the problem to deliver video to multiple heterogeneous mobile

nodes using the service composition technique.

3.2.1 Target Environments and Assumptions

We assume the existence of a content server, an overlay network, mobile nodes,

service components, and proxies as follows:
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1. Content server: A server transmits a recorded or live video (original video)

to other nodes. Mobile user’s quality requests are lower than the quality of

original video. Starting time of the broadcast is predetermined similarly to

TV broadcast.

2. Overlay network: An overlay network consisting of a video server, multiple

proxies, multiple wireless access points (called AP, hereafter) and multiple

mobile nodes is given in advance (Fig. 7). Here, a certain amount of

bandwidth is reserved for video delivery on each overlay link using network

level QoS techniques such as DiffServ [27]. At most one AP is attached to

each proxy (multiple APs attached to a proxy can be regarded as one AP

whose transmission bandwidth is the sum of their bandwidths). Available

bandwidth between each proxy and the corresponding AP is larger than the

upstream bandwidth of the proxy. Available bandwidth between an AP and

the corresponding mobile nodes is larger than the sum of the transmission

bandwidths of mobile nodes. Therefore, these links will not be bottlenecks

during video delivery.

3. Mobile node: There are multiple mobile nodes (e.g., laptops, PDAs, cell

phones, etc) which have different screen sizes, computation powers, available

transmission speeds, and so on. They can communicate with a proxy via

corresponding AP only when its radio range covers location of the mobile

node. The corresponding AP can be uniquely determined from the location

of each mobile node, and each mobile node immediately notices that it

moves into a radio range of another AP. Mobile nodes do not exchange

messages directly.

4. Service: There are two kinds of service components: (i) transcoding service

and (ii) forwarding service. The computation powers required to execute

these services can be calculated depending on input/output quality of the

video and the input/output bitrates of the video, respectively.

5. Proxy: Each proxy has the maximum computation resources (CPU power,

memory amount, and so on). Within these capacities, each proxy can in-

stantiate arbitrary number of service components. For the sake of simplic-
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ity, we treat only the computation power (i.e., CPU usage) required for

execution of transcoding services.

3.2.2 Formal Definition of Problem

In this section, first, we present the notation of parameters used in the rest of

this chapter. Then, we formally define the problem.

Notation and definition

Overlay network

Let s, P = {p1, p2, ..., pnp}, and U = {u1, ..., unu} denote a server, the set of

proxies, and the set of mobile nodes, respectively. If a mobile node u ∈ U is in

the radio range of an AP and can communicate with a proxy p ∈ P through the

AP, we regard that there is an overlay link between u and p and it is denoted by

(u, p). Let W denote the set of overlay links connecting to mobile nodes. Note

that W changes as mobile nodes move. Let F denote the set of overlay links

between nodes of {s} ∪ P . Let V = P ∪ U ∪ {s} and E = W ∪ F denote the

set of all nodes and the set of all overlay links, respectively. Then, an overlay

network is represented as a graph G = (V,E). We denote the maximum available

computation resource of each proxy p ∈ P by c avail(pi), and the maximum

available bandwidth of each overlay link (pi, pj) by b avail(pi, pj) where pi ∈ P

and pj ∈ {s}∪P . We denote the physical hop count of (pi, pj) by hop(pi, pj). As

we stated before, we assume that the maximum available bandwidth of each link

w ∈ W is not limited. An example overlay network is shown in Fig. 8 (a).

Required resource to execute transcoding service

We assume that the quality of video depends only on picture size (number

of pixels), frame rate and bitrate. We denote these parameters by q.s, q.f and

q.b, respectively, and hereafter we call the quality of video the quality vector

denoted by q = (q.s, q.f, q.b). We assume that the required computation power to

transcode the video with quality vector q to the video with q′ can be represented as

the sum of the powers decoding the video (including the power for processing the

decoded pictures) with quality vector q and encoding the video with q′. We also

assume that the required powers for decoding and encoding video are proportional

to the number of pixels processed per unit of time based on the result in [28].
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Figure 8. Example of overlay network topology

According to the above discussion, with some device specific constants τd and τe,

the computation powers required for decoding and encoding video are represented

by the following expressions.

rdecode(q) = τd × (q.s × q.f) (11)

rencode(q
′) = τe × (q′.s × q′.f) (12)

Constraints on service paths

We want to calculate sequences of proxies with input/output quality vectors

of video at each proxy to form so-called service paths from server s to all of mobile

nodes U . On each service path, constraints on maximum available computation

power at each proxy and the maximum available bandwidth on each overlay link

must be satisfied. In Fig. 8 (b), we show an example of service paths for the

overlay network of Fig. 8 (a), where mobile nodes u1, u2, u3, u4, u5, u6 and u7

require video delivery with quality vectors q1, q2, q2, q3, q3, q4 and q5, respectively.

Here, qi.s ≤ qj.s ∧ qi.f ≤ qj.f ∧ qi.b ≤ qj.b if i > j.

For each node v ∈ V , we denote the set of quality vectors of videos which v

receives, by R(v). As special cases, we consider that R(s) = {qorig} and R(u) =

{qu}, where qu is the required quality of mobile node u ∈ U . For example, in Fig.

8 (b), R(p5) = {q1, q4}, R(u1) = {q1} and R(s) = {q0}.
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Figure 9. Example of service delivery paths

When R(v) 6= ∅ for a node v ∈ P ∪U , there should be v’s parent node v′ which

transmits a video with quality vector q ∈ R(v) to v, and v′ should be receiving a

video with q′ such that q.s ≤ q′.s∧q.f ≤ q′.f ∧q.b ≤ q′.b. We call the relationship

between v and v′ as forwarding relationship and denote it by (v′, q′) → (v, q).

If q′ 6= q, proxy v′ must execute the transcoding service from video with q′ to

that with q. Otherwise, v′ just executes the forwarding service to forward video

to v without transcoding it. We denote the set of quality vectors input to the

transcoding services executed at proxy pi by D(pi) = {q | (pi, q) → (v, q′), v ∈
P ∪ U, q 6= q′}, and those output from the transcoding services at pi by E(pi) =

{q′ | (pi, q) → (v, q′), v ∈ P ∪ U, q′ 6= q}.
Required computation and bandwidth resources

We denote the required amount of computation power at proxy pi and the re-

quired amount of bandwidth on overlay link (pi, pj) by c cons(pi) and b cons(pi, pj),

respectively. c cons(pi) and b cons(pi, pj) are defined as follows.

c cons(pi) =
∑

q∈D(pi)

rdecode(q) +
∑

q∈E(pi)

rencode(q)
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b cons(pi, pj) =
∑

brate∈{q′.b | (pi,q)→(pj ,q′)}
brate

+
∑

brate∈{q′.b | (pj ,q)→(pi,q′)}
brate

Problem Definition

The problem is to calculate the set of quality vectors R(pi) of the videos which

each proxy pi receives, and the set of all forwarding relationships (v′, q′) →
(v, q) (v′ ∈ {s} ∪ P, v ∈ P ∪ U), satisfying the following constraints (13)–(16),

when an overlay network G = (V,E), the quality vector of the original video

qorig, and quality requirement qu of each mobile node u ∈ U are given.

for each (v′, q′) → (v, q), q.s ≤ q′.s ∧ q.f ≤ q′.f ∧ q.b ≤ q′.b (13)

for each ui ∈ U, ∃(s, pj1)∃(pj1, pj2)...∃(pjk, ui) s.t.

(s, qorig) → (pj1, q1) ∧ (pj1, q1) → (pj2, q2) ∧ . . . ∧ (pjk, qjk) → (ui, qui
) (14)

for each pi ∈ P, c cons(pi) ≤ c avail(pi) (15)

for each (pi, pj) ∈ F, b cons(pi, pj) ≤ b avail(pi, pj) (16)

Constraint (13) represents that the parent node v′ must receive the video

with the higher quality vector in all quality parameters than v for transcoding

and forwarding. Constraint (14) represents that there must be the sequence of

overlay links connecting the server s and each mobile node u ∈ U via a set of

proxies. Constraints (15) and (16) represent that the consumed computation

power at each proxy pi and the consumed bandwidth on each overlay link (pi, pj)

(or (s, pi)) must not exceed the predetermined capacities.

In general, there may be multiple solutions which satisfy the above constraints.

So, we use the following objective function to minimize the amount of consumed

resources.
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Min (α
∑
p∈P

c cons(p) + (1 − α)
∑

{pi,pj}∈F

b cons(pi, pj) × hops(pi, pj)) (17)

The first term of the objective function (17) represents the total sum of com-

putation power consumed at proxies, and the second term does that of bandwidth

consumed on overlay links between proxies considering their physical hop counts.

Here, α is used to make which kinds of resources more expensive.

3.3 System Behavior

In this section, we describe how the whole proposed system works in detail. In

Sect. 3.3.1, we will explain how each mobile node makes a request of its video

quality taking into account of the amount of remaining battery. In Sect. 3.3.2,

we explain a grouping method of quality requirements to reduce the number of

different quality videos for pre-processing. And in Sect. 3.3.3, we will explain the

communication protocol between nodes for video transfer.

3.3.1 Determining Required Quality Based on Battery Amount

Let bwu, cpu, dsu and enu denote available receiving bandwidth, available pro-

cessing power, screen size and the amount of remaining battery for a mobile

node u ∈ U , respectively. The request from a node u has to satisfy following

restrictions.

qu.b ≤ bwu

qu.s ≤ dsu

τd × (qu.s × qu.f) ≤ cpu

If the user of node u specifies time of duration Tu for watching a video, the

amount of remaining battery has to be considered to decide video quality. We

have already proposed a method to find a suitable video quality (a combination

of screen size, frame rate and bitrate) for mobile node from time of duration

Tu, the amount of remaining battery enu and constants inherent to the model
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of mobile node (e.g. power consumption of running OS, and so on) in [28]. If

the video is not a live video and recorded beforehand, video segments in the

video is known, and we assume that the contents provider assigns keywords to

each segment by automatic labeling tools such as [10]. In this case, quality of

each video segment can be changed according to relative importance of each

video segment and preferred playback characteristics (faster framerate or higher

resolution) specified by the user.

Hereafter, we describe how a user node decides video quality.

C = {c1, ..., cm} denotes a set of categories (e.g., keywords) assigned to video

segments. Each user specifies a relative importance pi for each category in C.

Here, pi is an integer value larger than 0. The amount enu of remaining battery

is distributed among categories proportional to the product of total length Ti and

specified importance pi of category ci.

That is, enu·pi·Ti∑m

j=1
pj ·Tj

is the amount of battery used for playing back video seg-

ments which belong to a category ci. As we described before, playback quality

can be differentiated by specifying different playback characteristics, even if the

amount of battery used for playback is same. In order to achieve this, the user

specifies a ratio between screen size and framerate qu.s/qorig.s : qu.f/qorig.f =

x : y for each category. Here, x and y are integer numbers larger than 0.

The quality of each video segment can be calculated using the method in [28].

We explain this method by an example soccer video consists of three categories

{shoot, play, other}. Suppose a user specifies that he wants to see shoot scenes in

higher quality, play scenes in medium quality, and other scenes in lower quality.

Both screen size and framerate are important for shoot scenes, framerate is more

important in play scenes, and screen resolution is more important in other scenes.

In this case, he specifies as follows.

category importance qu.s
qorig .s

qu.f
qorig .f

Length

shoot 4 1 1 10min

play 2 1 2 35min

other 1 2 1 15min

Scenes in the category shoot are played back using
enu·4·10

4·10+2·35+1·15 = 8
25

enu of the remaining battery amount, and thus these scenes

are played back in higher quality than others.
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In the proposed method, video quality can be decided by the method explained

above, for recorded video. On the other hand, when a live video is broadcasted,

the method above cannot be used since categories of the video segments and

their total lengths cannot be known beforehand. In this case, each user spec-

ifies a quality from a few levels (e.g. the user selects from High, Medium and

Low). If medium quality is specified, the system decides video quality so that

the video can be played back using all of the amount of remaining battery for

remaining time of the video. If high or low quality is specified, the quality is

decided by increasing or decreasing the standard playback power calculated for

medium quality by predefined rate (e.g. 20%). When the user changes quality

specification, or predefined time passes since last change, the system updates the

standard playback power.

3.3.2 Grouping quality requests

Video quality in which each user node receives can be calculated by the above

method , but transcoding video too many different quality is not desirable in

terms of processing power. Thus, in the proposed method, similar video quali-

ties are grouped into a single video quality. This can be achieved by following

steps. (1) Permissible difference range r of quality is specified to requested qual-

ity qu.s, qu.f, qu.b of each mobile node u, where r is calculated from restrictions

to user’s satisfaction rate. For example, if satisfaction rate of a user is 0.95, per-

missible difference range r is 1 − 0.95 = 0.05. (2) Let S be a set of all quality

requests. (3) For each mobile node u, a set of quality requests Su is calculated so

that a quality request qu′ = (qu′ .s, qu′ .f, qu′ .b) ∈ S is an element of Su if and only if

(1−r)·qu.s ≤ qu′ .s ≤ qu.s∧(1−r)·qu.f ≤ qu′ .f ≤ qu.f∧(1−r)·qu.b ≤ qu′ .b ≤ qu.b.

(4) Find the set with maximum number of elements, and exclude elements from

S. (5) The steps (3) and (4) are repeated until S becomes empty.

3.3.3 Video delivery protocol

The protocol consists of the part before starting video transfer, the part to re-

construct service paths, the part used when a node joins or leaving the group,

and the part used in handoff of a node between APs. First of all, we describe the

protocol used before starting video delivery.
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Starting video delivery

1. Let t be the starting time of video delivery. Before t, each mobile node u

whose user wants to watch the video sends quality request qu calculated by

the method described in Sect. 3.3.1 to the connected proxy p.

2. each proxy p sends received requests to the content server s.

3. s does a grouping of all received requests by the method described in Sect.

3.3.2, and it decides the set of qualities E(p) to which p performs transcod-

ings. Let qp.s and qp.f be the largest screen size and the largest frame rate

in E(p), respectively. p receives a video stream with quality equal to or

better than qp.s, qp.f, qp.b from the upstream proxy. Bitrate of qp can be

calculated from screen size and frame rate by the method in [28]. p can

now transcode this video stream to ones with any element in E(p).

4. s finds a set of service paths from received video qualities by the algorithm

described in Sect. 3.4. s sends a message with the set of service paths to all

proxies along the service paths. Each proxy starts all transcoding services

and forwarding services after receiving the message.

5. At the time t, server s starts transferring video stream along the service

paths. Transcoding services transcode received video to the specified qual-

ity, and forwarding services relays video stream to their downstream proxies.

Reconstruction of service paths

Let tr be the time to reconstruct the service paths. tr is a boundary between

video segments if pre-recorded video is transferred. In the case of live video,

service paths are reconstructed periodically. We assume that tr is informed to all

mobile nodes beforehand.

When the time tr − δ approaches, each proxy sends received requests to the

content server s, where δ is the time required to gather all quality requests,

calculate new service paths, distribute them to the all proxies and receive video

stream with transcoding delay. s calculates new service paths from received

requests by the algorithm described in Sect. 3.4, and sends them to proxies
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along the old service paths. All proxies start to transfer video stream along new

service paths. Each proxy receives video streams along the old service paths

while simultaneously receiving other video streams along the new paths, and

stops receiving from the old paths when finishes reconstruction.

If a proxy near the end of a service path moves to near the content server in a

new service path, video playback can be interrupted for a while due to transcoding

delay. This can be avoided by simultaneously receiving video streams along the

old path and the new path for a while. Since the amount of buffer differs in

proportion to the number of hops from the content server, this should be adjusted

according to new service paths.

Joining and leaving of a node

A joining node unew decides video quality qunew by the method described in Sect.

3.3.1. unew sends join message including qunew to the connected proxy p. p

chooses a video quality close to qunew from qualities to which p is transcoding,

and transfers the video to unew. The video quality is optimized at the next time

of service path reconstruction.

If a mobile node uleave wants to stop receiving video, it can leave anytime. If

the corresponding proxy has no other mobile nodes receiving video of the quality

at which uleave were receiving, its transcoding service is stopped. Accordingly,

the quality of video at which p receives from upper proxy can be changed. We

will describe how to cope with this situation in Sect. 3.4.

Handoff of mobile node between APs

Each mobile node can move from the range of an AP to the range of another

AP. In this case, proxy p compares requested quality qunew of the new node unew,

and the quality qp at which p is receiving from its upstream proxy. If qunew .s ≥
qp.s ∧ qunew .f ≥ qp.f ∧ qunew .b ≥ qp.b, it is impossible to instantaneously starting

sending video streams at the quality qunew , and thus p temporarily sends video

of qp to unew. Video quality will be optimized at the next time of service path

reconstruction.

If qunew .s ≤ qp.s ∧ qunew .f ≤ qp.f ∧ qunew .b ≤ qp.b, either of the followings are

performed.
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• if qunew ∈ E(p), p simply sends an existing stream to unew, where E(p) is

the set of qualities to which p performs transcodings. Otherwise, if there

is remaining processing power, a new transcoding service is started, and a

video stream of qunew is sent to unew. If there is no remaining processing

power, the quality nearest to unew is chosen from E(p), and sent to unew.

• The proxy chooses the element closest to qunew , and transfers it.

Let Dp be the delay (or latency) of the service path from server to u, where u

is receiving video from proxy p. Video can be played back seamlessly if Dp ≤ Dp′ ,

where p′ is the proxy for u after handoff. However, if Dp > Dp′ , there can be

skip of video playback due to transcoding delay of Dp −Dp′ . This can be avoided

by buffering video data at each proxy similarly to the process of service path

reconstruction.

As a mobile node u moves, its AP and the corresponding proxy changes. If

any mobile nodes are not connected to the new proxy, u does not receive any

video from the proxy.

In order to cope with this problem, we slightly extend the algorithm as follows.

Let NB(p) denote the set of proxies whose APs are neighboring to p’s cor-

responding AP. If R(p) 6= ∅, for each p′ ∈ NB(p) such that R(p′) = ∅, we set

R(p′) = {max(R(p))}. For proxies in NB(p′), we do not apply this modification

recursively. By this extension, whenever u’s AP changes, it can receive the re-

quired quality video. In this case, video data stream has to be sent faster than

playback speed in order to absorb the difference.

3.4 Service Path Construction Algorithms

In this section, we describe algorithms to calculate efficient service paths whose

objective function defined in Sect. 3.2 is as small as possible. The inputs of

algorithms are topology information of a given overlay network and the quality

of video qp = (qp.s, qp.f, qp.b) which each proxy p must receive from its upstream

proxy (see Sect. 3.3.3). Note that qp is decided as the maximum quality require-

ment of user nodes connecting to p. These algorithms are executed on the server

s, and its output is distributed to proxies in a way similar to that described in
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Sect. 3.3.3. The objective function is the weighted sum of the consumed compu-

tation power and the consumed network bandwidth. However this minimization

has a tradeoff. In order to minimize the total computational power, the number

of transcoding services has to be minimized. In this case, however, if many users

requesting the same quality video are distributed among different proxies, it may

consume a lot of network bandwidth to deliver the video to those users. On the

other hand, if we try to minimize the sum of the consumed network bandwidth,

many transcoding services may have to be executed to provide various quality

videos to user nodes. Finding the optimal solution to this problem is a combi-

natory optimization problem (i.e., NP-hard). So, we have to design a heuristic

algorithm to solve this problem. Consequently, we adopt a policy to extend the

existing heuristic algorithm to construct minimal spanning tree (Steiner tree)

proposed in [29]. In Sect. 3.4.1, we will describe a basic algorithm which gener-

ates a set of service paths from a Steiner tree calculated by the method in [29].

Then, we describe two algorithms which minimize the sum of consumed network

bandwidth and the sum of computation power respectively. Finally, we describe

a hybrid algorithm based on these algorithms in Sect. 3.4.2.

3.4.1 Calculating service paths from Steiner tree

We call a proxy p a parent proxy of p′, if p′ is directly receiving video streams

from p. p′ is called a child proxy of p, if p is a parent proxy of p′. We call a proxy

directly receiving streams from the server s a root proxy. We call a proxy which

does not have a child proxy a leaf proxy.

The algorithm described in this section calculates a Steiner tree which mini-

mizes the sum of hop counts of overlay links based on the algorithm in [29]. Since

all overlay links on the calculated tree have to satisfy constraints (13) and (14)

in Sect. 2.2.2, qualities of the received video streams by each proxy are adjusted.

This process consists of following four steps.

Step1. Leaf proxy p sends message rq which includes quality request qp

(i.e.,maximum quality requirement of user nodes connecting to p) to its parent

proxy p′.

Step2. When p′ receives the messages from all of its child proxies, it compares

each received quality qpwith its own quality request qp′ . If qp.s ≥ qp′ .s ∨ qp.f ≥
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qp′ .f ∨ qp.b ≥ qp′ .b, it adjusts qp′ so that

qp′ = (max(qp′ .s, qp.s),max(qp′ .f, qp.f),max(qp′ .b, qp.b)).

Next, p′ sends message rq which includes quality request qp′ to its parent proxy.

Step3. Step 2 is repeated until the message reaches a root proxy.

Step4. The root proxy sends rq to the server s.

Computation Power Minimization Algorithm

The case that the total sum of consumed computation power at proxies is min-

imized (i.e., α = 1 in objective function (17)), is that only one transcoder is

executed for each quality vector q in a proxy among all proxies. If some mobile

nodes have the required quality q and they connect to the proxy p which does

not execute any transcoder for q, then, as shown in Fig. 10(a), another proxy

p′ executing a transcoder for q must forward the video to p so that the mobile

nodes can receive the video with q.

Also, if we let transcoders running on each proxy to use the same decoded

video and encode it to multiple videos with different quality, the totally consumed

computation power at the proxy will be less than they use decoded videos with

different quality.

So, this algorithm uses as small number of proxies as possible, to output

videos with quality vectors requested by all mobile nodes. Since this problem is

combinatory optimization problem, the algorithm uses the following heuristics to

simplify the calculation.

1. sort the set of proxies P in decreasing order of their available computation

powers. Let SP = (sp1, ..., spnp) denote the sorted list.

2. sort the set of quality requirements from mobile nodes in increasing order

of their required computation power (the required computation power for

q is given by

rencode(q)). Let QR = (qr1, ..., qrnu) denote the sorted list.

3. for sp1, assign as many items in QR as possible, satisfying c avail(sp1) >

rdecode(qorig) +
∑j

i=1 rencode(qri).
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Figure 10. Example of hybrid method

4. similarly, assign as many items as possible to spj (j ≥ 2) from the left items

in QR until all items in QR are assigned to proxies.

5. calculate the spanning tree and adjust the maximum quality p.q of each

proxy p using the algorithm in Sect. 3.4.1.

Network Resource Minimization Algorithm

The case that the total sum of consumed bandwidths on overlay links is minimized

(i.e., α = 0 in objective function (17)), is that the same number of transcoders as

the number of quality vectors requested by mobile nodes connecting to a proxy p

are executed at p. In this case, as shown in Fig. 10(b), each proxy transcodes a

video to videos with the quality vectors required by mobile nodes which connect

to it. So, redundant video streams are not transmitted between proxies to deliver

video with a quality vector q to mobile users in different proxies. As explained

in Sect. 3.3.3, each proxy receives the video steam with the highest quality (i.e.,

maximum picture size and framerate) in the set of quality requirements of mobile

nodes. So, it can transcode the video stream to any quality in the set.
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3.4.2 Hybrid Method

Let NPq denote the number of proxies which transcode videos to those with

quality q. In the objective function (17), if α = 1, then NPq = 1 for all q, and if

α = 0, then NPq = |{p|q ∈ E(p) ∧ p ∈ P}|. Let NPmax be the maximum value

of NPq in the set of all quality requirements from all mobile nodes.

The problem to minimize the objective function (17) is combinatory opti-

mization problem. So, we use the heuristics that calculate the values of the

objective function for all possible values of NPq between 1 and NPmax and select

the minimum value among them. Here, we use the same value NPq for all quality

requirements from all mobile nodes.

The algorithm in Sect. 3.4.1 is used to construct the service delivery paths

among proxies.

The proposed algorithm is as follows. The Step 2 to Step 4 are repeated for

each i from 1 to NPmax, and the minimum value of the objective function is

selected among them as a solution.

Step1. for each quality vector q, calculate NPq = |{p|q ∈ E(p) ∧ p ∈ P}|.
First, all quality requirements from mobile nodes are divided into multiple groups

based on the technique in Sect. 3.3.2. Let Nq,x denote the number of mobile nodes

requiring quality q at a proxy x. Let PSq denote the set of proxies which execute

transcoders for q. As items of PSq, i proxies are selected from P in decreasing

order of Nq,x where x ∈ P .

Step2. Calculate qmaxx which denotes the maximum required quality of

mobile nodes at proxy x. qmaxx is calculated by qmaxx = max(E(x)).

Step3. Construct a steiner tree among proxies. Based on the algorithm in

Sect. 3.4.1, a tree is spanned among proxies with overlay network G and qmaxx.

Step4. Construct a steiner tree for each q. If i is larger than 1, i proxies

simultaneously transcode and deliver the same quality video to multiple mobile

nodes connected to them. So, a steiner tree is constructed to span i proxies for

each q. Here, physical hop count is used as cost metrics.

Example

We will give an intuition in the above three algorithms with an example in Fig.

10. In the figure, qmaxx and qstr represent the quality which the proxy should
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receive from its parent proxy and the quality vector of the stream transmitted

through the link, respectively.

Fig. 10 (a) is an example to which the computation power minimization

algorithm has been applied. There are six mobile nodes u1, ..., u6 and they

have either 150, 200, 300, or 400 as their quality requirements (here, we repre-

sent quality vectors just as integers for simplicity). In this algorithm, only one

transcoding service is executed at a proxy for each quality. So, four transcoding

services T1, T2, T3 and T4 are executed at proxies p1, p2, p3, and p2, respectively.

For example, u3 requires quality 300 and it is directly connected to p1, so it can

receive the video stream with quality 300. On the other hand, u4 requests quality

200 and the transcoder for quality 200 is executed at p2. So, the video stream

with quality 200 is transmitted to u4 via proxies p3 and p1. With this algorithm,

multiple video streams may be transmitted through each overlay link.

Fig. 10 (b) is an example to which the network resource minimization al-

gorithm has been applied. In this algorithm, each proxy executes transcoding

services for mobile nodes which directly connect to the proxy. For example, since

u1 and u2 directly connect to p3, p3 executes two transcoding services for their

quality requirements: quality 200 and quality 400. With this algorithm, only one

video stream is transmitted through each overlay link.

Our hybrid algorithm minimizes the weighted sum of consumed computation

power and consumed network bandwidth represented as the objective function

(17) by allowing the both situations simultaneously.

3.5 Performance Evaluation

In order to evaluate effectiveness of our method, we compared three algorithms

in the previous section in terms of the achieved cost. The environment of the

experiments is as follows: We generated network topologies with 50 proxies using

locality model of GT-ITM [30], and used it as the overlay network. We assumed

that there are sufficient computational power for proxies and sufficient available

bandwidth for links between proxies, in order to compare the costs of outputs

from three algorithms. In the experiment, We set the number of user nodes to

2000. We determined physical hop count of each overlay link with a uniform

random number between 1 and 10. We set τd = 0.00057, τe = 5 × τd. Quality
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Figure 11. Total costs with different value of α

requirements of the user nodes are generated by uniform random numbers between

80 × 60 pixel, 5 fps and 640 × 480 pixel, 30 fps. These are grouped with 20% of

permissible difference range. We have measured total costs when α is changed

from 0.0 to 1.0. The results are shown in Fig. 11.

Fig. 11 shows that the hybrid algorithm achieve better cost than other two

algorithms when α is close to 0.5. The computation power minimization algorithm

and the network resource minimization algorithm achieves the minimum total

costs when α = 1.0 and α = 0.0, respectively.

We also measured the performance of the algorithms when the number of

user nodes increases. In this experiment, we measured the computation time to

generate service delivery paths with 100 to 3000 user nodes. We executed the

algorithms on a PC with Athlon 64 3400+ and 1GB RAM. The results are shown

in Table 9.

Table 9 shows that the computation power minimization algorithm and the

network resource minimization algorithm take almost the same time to complete
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Table 9. Time to complete path generation (in seconds)

number of user nodes 100 500 1000 2000 3000

computation power 0.016 0.12 0.43 1.68 3.91
minimization algorithm

network resource 0.023 0.13 0.43 1.67 3.91
minimization algorithm

hybrid algorithm 0.076 1.34 3.18 9.99 18.7

path generation. The hybrid algorithm takes longer execution time, but the time

is practical enough while the number of user nodes is less than 3000.

3.6 Related Work

A lot of literature on service composition has been published so far. [31] treats

the performance optimization and security problems in service composition when

service components are distributed over ISPs (Internet service providers), and

proposes an architecture for efficiently locating and managing service components.

[32] proposes a technique to quickly recover from failures on service delivery paths

in the wide area network consisting of several ISPs. Our proposed method is

different from these studies since it aims at reducing the amount of required

resources in the service overlay network, under the given QoS constraints.

Our method is rather related to studies treating network composition prob-

lems such as [33, 34, 35, 36]. In [33], in order to provide services with low cost,

DAG (directed acyclic graph) is calculated to span multiple service components.

Here, available bandwidth and delay of each overlay link between each pair of

service instances is given as cost value, and the link with the minimum value is

selected. However, this study does not handle the computation power consumed

at the proxies. In [34], a service oriented peer-to-peer framework called Spider-

Net is proposed, aiming at efficient service sharing among multiple service clients.

SpiderNet provides service composition and route selection considering both QoS

and node failures. However, it searches each service path independently of other

paths. So, multiple paths may conflict in an overlay link when multiple path
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searches are activated simultaneously. [35] focuses on defining cost metrics to

achieve efficient calculation of service paths by Dijkstra’s algorithm considering

load balancing based on service replication. [36] proposes a technique for service

composition in a service overlay network considering both QoS and resource con-

straints. Here, Dijkstra’s algorithm is used to calculate service paths satisfying

constraints. All the above studies treat only service unicast which calculates a

single service path for one service user independently, and do not treat service

multicast where service components are efficiently shared in multiple service paths

to the service users.

[37, 38, 39] propose methods to efficiently deliver multimedia contents to

heterogeneous users in various network environments, similarly to our proposed

method. However, [37] assumes more constrained environment that the number

and the types of service components which can be executed at each proxy are pre-

determined and do not change. [38] assumes that user requirements are given in

advance and do not change. Also, these studies do not handle mobile nodes. [39]

proposes an algorithm to calculate efficient service delivery paths by concatenat-

ing a multicast tree connecting proxies and local multicast trees consisting of user

nodes so that resource consumptions of those trees are minimized. In this method,

each local multicast tree is connected to the proxy so that the service delivery

path via the proxy has the smaller physical hop count and the larger available

bandwidth. However, it does not consider the optimization of resource consump-

tion among multiple service delivery paths on overlay links between proxies nor

mobility of user nodes. Our proposed method is different from the above exist-

ing studies, since it achieves more flexible service composition where multimedia

data can be delivered through the efficient service delivery paths to multiple het-

erogeneous mobile users whose quality requirements and locations dynamically

change.

3.7 Discussion

In Sect. 3.2.2, we defined the objective function in the equation (17) using a

parameter α which is given by service provider to make which kinds of resource

(computation and network) more expensive. However, it is not clear how to

determine the actual value of α based on the current market price of network
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and computation devices, management cost of these devices, and so on. At least,

we need to normalize network and computation cost so that one unit of network

cost corresponds to some units of computation cost. However, when we specify

arbitrary function as a normalization function, it may become hard to solve the

minimization problem. Thus, in this thesis, we assumed a simple form of the

relationship between network and computation cost as defined in the equation

(17). As future work, we plan to find an appropriate normalization function

and to investigate the weight between network and computation costs in real

situations.

As we showed in Sect. 3.5, our hybrid algorithm can save more resource

amount compared with simpler algorithms. However, the improvement was less

than expected. This is because the algorithm searches only a part of the whole

solution space. Thus, by extending the search space, the solution should be

improved. In that case, the computation time of the algorithm will be much

larger since it is the centralized algorithm. As future work, we plan to develop a

decentralized algorithm to make our method more scalable.

3.8 Conclusions

In this chapter, we proposed a service composition based method and algorithms

to calculate resource efficient service delivery paths for video multicast to multiple

wireless mobile users with different quality requirements. The main contributions

of our proposed method are as follows: (1) User’s benefit: our method allows

heterogeneous mobile users to seamlessly receive and play back video with the re-

quired quality which can be dynamically determined based on resource constraints

of their mobile nodes such as battery amount, computation power and available

network bandwidth, even while they are moving; and (2) Service provider’s ben-

efit: service providers can minimize the required resources for the video delivery

and limit the resources by giving a dedicated overlay network consisting of a video

server, proxies and wireless access points and overlay links among them where

only the given bandwidth of each overlay link and the given computation power

at proxies are consumed. Through experiments with simulations, we confirmed

that our hybrid algorithm can calculate a good approximation of a tradeoff be-

tween the consumed network bandwidth and computation power with reasonable
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computation time.

50



4. Conclusion

In this thesis, we have reported our research work on application-level QoS adap-

tation mechanisms to provide satisfactory multimedia services to users in perva-

sive environments. We have made the following contributions in this thesis.

First, in Chapter 2, an energy-aware video streaming system for portable

computing devices, has been proposed. In the system, playback quality of each

video segment is automatically adjusted from the remaining amount of battery,

desirable playback duration and the user’s preference to each video segment. From

some experiments using our system, we confirmed that the playback quality of

important video segments can be improved a few times better than flattening the

playback quality over the playback duration, and that our system is capable of

controlling the playback duration within 6% of error under dynamic control of

QoS parameters.

Secondly, in Chapter 3, a new service composition based method for efficient

video multicast to multiple mobile terminals, has been proposed. In order to save

the resource amount consumed in a CDN, we proposed a heuristic algorithm to

calculate service delivery paths which minimize the sum of consumed network and

computational resources. Through experiments with simulations, we confirmed

that our algorithm can calculate a good approximation of a tradeoff between the

consumed network and computation resources with reasonable computation time.
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