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Acquiring Causal Knowledge from Text

Using Connective Markers*

Takashi INUI

Abstract

One of the bottlenecks in developing natural language understanding sys-
tems is the prohibitively high cost of building and managing a comprehensive
common-sense knowledge base. In this thesis, we deal with automatic knowledge
acquisition from text, specifically the acquisition of causal relations.

A causal relation is the relation existing between two events such that one
event causes (or enables) the other event, such as “hard rain causes flooding” or
“taking a train requires buying a ticket”. In previous work these relations have
been classified into several types of relations based on a variety of points of view.
In this work, we consider 4 types of causal relations based on agents’ volitionality,
as proposed in the research field of discourse understanding.

The idea behind knowledge acquisition is to use resultative connective mark-
ers such as “because”, “but” and “if” as linguistic cues. However, there is no
guarantee that a given connective marker always signals the same type of causal
relation. Therefore, we need to create a computational model that is able to
classify samples according to the causal relation.

In this work, focusing our attention on Japanese complex sentences including
the word 0 OO becausel], we consider the following topics{] 10 What kinds and
how much causal knowledge is present in the document collection, [0 200 How
accurately can relation instances be identified, and[0 300 How can acquired causal
knowledge be made available to applications.

First, we investigated the distribution of causal relation instances in Japanese

newspaper articles. The main part of this investigation was conducted based on

*Doctor’s Thesis, Department of Information Processing, Graduate School of Information
Science, Nara Institute of Science and Technology, NAIST-IS-DT0161005, February 6, 2004.



human judgments using linguistic tests. Using approximately 1000 samples con-
taining the word 00 O , we confirmed that it is possible to acquire causal relation
instances from about 90% of samples, and if the volitionality of the subordinate
and matrix clauses can be determined, samples can be classified into the four
relation types — cause, effect, precond and means — with a precision of 85% or
more.

Second, we attempted an experiment with the aim of assessing how accurately
we can automatically acquire causal relation instances. By using machine leaning
techniques, we achieved 80% recall with over 95% precision for the cause, precond
and means relations, and 30% recall with 90% precision for the effect relation.
Furthermore, the classification results suggest that one can expect to acquire over
27,000 instances of causal relations from one year of Japanese newspaper articles.

Third, we attempted to utilize causal knowledge for acquiring desirability lex-
ical knowledge. From this investigation, it is clear that causal relation instances,
at least instances of cause relations and means relations, are useful for acquiring
desirability lexical knowledge.

Keywords:

causal relation, knowledge acquisition, connective marker, volitionality
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Chapter 1

Introduction

1.1 Motivation

The general notion of causality has been a topic of inquiry since the days of the
ancient Greeks. From the early stages of research into artificial intelligencd] AT,
many researchers have been concerned with common-sense knowledge, particu-
larly cause-effect knowledge, as a source of intelligence. Relating to this interest,
ways of designing and using a knowledge base of causality information to real-
ize natural language understanding have also been actively studied [69, 23]. For
example, knowledge about the preconditions and effects of actions is commonly
used for discourse understanding based on plan recognition. Figure 1.1 gives a
typical example of this sort of knowledge about actions. An action consists of
precondition and effect slotd] in this case “weather” and “get-dry” respectively
and is labeled with a headerld “dry-laundry-in-the-sun” [l

This knowledge-intensive approach to language understanding results in a
bottleneck due to the prohibitively high cost of building and managing a compre-
hensive knowledge base. Despite the considerable effort put into the Cyc [41] and
OpenMind [74] projects, it is still unclear how feasible it is to try to build such
a knowledge base manually. Very recently, on the other hand, several research
groups have reported on attempts to automatically extract causal knowledge from
a huge body of electronic documents [16, 34, 17, 67]. While these corpus-based
approaches to the acquisition of causal knowledge have considerable potential,

they are still at a very preliminary stage in the sense that it is not yet clear what



dry-laundry-in-the-sun($actor, $laundry)

precondition: | weather (sunny) \
effect: | get-dry($laundry) |
decomposition: | hang($actor, $laundry) |

Figure 1.1 An example of a plan operator

precond((it is sunny), (dry the laundry in the sun))
effect((dry the laundry in the sun), (the laundry gets dry))
means((hang laundry), (dry the laundry in the sun))

Figure 1.2 An example of causal relation instances

kinds and how much causal knowledge they will be able to extract, how accurate
the process can be made, and how useful acquired knowledge will be for language
understanding. Motivated by this background, in this thesis we describe our ap-

proach to automatic acquisition of causal knowledge from a document collection.

1.2 Goal

We aim to acquire causal knowledge such as those in Figure 1.2 which are bi-
nominal relations whose headings indicate the types of causal relation and whose
arguments indicate the events involved in a causal relation. The causal relation
instances in Figure 1.2 can be seen as constituent elements of the plan operator
in Figure 1.1. The relations in Figure 1.2 therefore represent a decomposition of
the plan operator in Figure 1.1.

We use resultative connective markers such as “because”, and “but”, and “if”
as linguistic cues to acquire causal knowledge. For example, given the following

sentences (1) , we may be able to acquire the causal knowledge given in Figure 1.2,
(1) a. Because it was a sunny day today, the laundry dried well.
b. It was not sunny today, but John could dry the laundry in the sun.

The idea of using these sorts of cue phrases to acquire causal knowledge is
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not novel in itself. In this thesis however, we address the following subset of the

unexplored issues, focusing on knowledge acquisition from Japanese texts:

1. What kinds and how much causal knowledge is present in the document

collection?
2. How accurately can relation instances be identified?

3. How many relation instances can be acquired from currently available doc-

ument collections?
4. How can acquired causal knowledge be made available to applications?

With the improvement of several natural language processingd NLP [ tech-
niques, involving a variety of disciplines including artificial intelligence, data min-
ing, and computational linguistics, the new research field of knowledge acquisition

from text has emerged. Suppose here that A in Figure 1.3 indicates the set of



knowledge required to realize natural language understanding] NLU Osystems, B
indicates the set of knowledge potentially available for acquisition from all avail-
able text resources, and C, which is a subset of B, indicates the set of knowledge
acquired from a document collection using a specific acquisition method. Al-
though it is generally accepted among researchers that an enormous amount of
knowledge is required to realize an NLU system, it is hard to answer the ques-
tion of what kinds and how much knowledge are contained in A. As a result
of improvements in the information infrastructure, the volume of electronic text
available is currently increasing exponentially. However, it is unclear whether the
scale of B will ever be the same as that of A, and how much overlap there is
between them. The same applies to B & C: no one knows, given a document
collection and a developed method, how much knowledge will be contained in C?

In this work, focusing our attention on set C, we attempt an investigation of

the above mentioned four points.

1.3 Outline of the thesis

The thesis is organized as follows.

In Chapter 2, we describe the causal knowledge that we aim to acquire; the
typology of causal relations we use; and the importance of characterizing causal
relation instances as knowledge rather than as rhetorical expressions. We then
draw together issues in defining the problem to be tackled in this thesis.

In Chapter 3, we outline several previous research efforts on knowledge acqui-
sition, in particular, attempts to develop methods for extracting causal knowledge
from document collections.

NLP techniques enable us to utilize a text as a knowledge resource. In
Chapter 4, we propose a parsing method which explores two directions: prob-
abilistic partial parsing and committee-based decision making. This decision-
making scheme enables a fine-grained arbitrary choice on the trade-off between
accuracy and coverage. Such trade-off is important since there are various appli-
cations that require reasonably high accuracy even sacrificing coverage.

In Chapter 5, we introduce the data on which we base our investigation and

acquisition of causal knowledge. We describe an investigation into the distribu-



tion of causal relations in Japanese newspaper articles. The main part of the
investigation is conducted based on human judgments using linguistic tests.

Chapter 6 and Chapter 7 describe methods for automatically acquiring causal
knowledge from text using a machine learning approach. In Chapter 6, we deal
with volitionality estimation. Volitionality information is a useful feature for
classifying samples in accordance with our typology of causal relations. Chapter 7
describes our method of automatic causal relation identification and experimental
results using it.

In Chapter 8, we describe an application using causal knowledge acquired.
We attempt to utilize causal knowledge in acquiring lexical knowledge for event
desirability analysis.

Chapter 9 concludes the thesis and outlines future work.



Chapter 2

Causal knowledge acquisition

from text

In this chapter, we describe the causal knowledge that we aim to acquire, and
the issues involved in acquiring knowledge from text. In Section 2.1, we describe
a typology of causal relations we deal with. In Section 2.2, we describe our
approach based on cue phrases in texts; an important characterization of causal
relation instances as knowledge in comparison with rhetorical expressions; and

issues specifically discussed in this thesis.

2.1 A typology of causal relations

There have been various attempts to classify relations between textual seg-
ments such as sentences and clauses. These range from rhetorical relations to
higher order abstract relations by linguisticsd e.g. Mann et al. [46], Nagano [55]
and Ichikawa [24]0and Al researchersl] e.g. Allen [42, 2], Schank [70, 69] and
Hobbs [21, 22|00

In this thesis, we focus mainly on a set of causal relations related to the
Allen’s plan operator [42, 2] which was proposed in the research field of discourse
understanding. Figure 1.1 is a simple example of the plan operator. The reasons

for the adoption of this scheme are:

e While some relations proposed by previous researchers are unclear as to



Table 2.1 Typology of causal relations

Causal relations Meaning Examples of templates used in linguistic

tests

cause(SOA1, SOAs) SOA; causes SOA, SOA, usually happens as a result of the
fact that SOA; happens.

effect(Act1, SOA,) SOA, is the effect of | SOA, usually happens as a result of the

Acty execution of Actq.
precond(SOA1, Acte) | SOA; is a precondi- | Acty cannot be done unless SOA;
tion of Acts holds/happens.

If SOA; often holds/happens, one will of-

ten execute Acts.
means(Acty, Acts) Act; is a means of | Someone executes often Act; in order to

(same agents) executing Actg execute Acto.

If someone executes Acty, then she can

often execute Acts.

whether they represent the rhetorical level, the higher order, abstract level
O discussed in detail later[] or indeed a mixed level of both types of relation,

Allen’s relations definitely represent the higher order, abstract level.

e Some previous works(l e.g. [22]0tend to involve various kinds of relations
in addition to causal relations in order to explain all of the relations held

in a text. On the other hand, Allen deals with causal relations in detail.

e [t has been reported that Allen’s relations are very useful in the research

field of discourse recognition [1].

The original plan operator consists of a frame organized relationship between
a centrall] corel event and its surrounding] marginalJ situation. A core event,
which is shown at the top of Figure 1.1, often represents an agent’s volitional
action. The marginal event surrounding the core event represents actions and
states of affairs that occurred around the core event.

The idea of organizing a core event and its marginal events as an instance
of a plan operator is an appealing one. One of the reasons for this is that it is
assumed that a causal relation is held between a core event and each marginal

event. Furthermore, it is assumed that different kinds of causal relations can be

7



held between events since the plan operator defines a number of different semantic
role, precondition, effect and decomposition.

Based on the distinction between these relations, we have created a typology
of causal relations as summarized in Table 2.1. In our typology, we classify causal
relations with respect to the wvolitionality of their arguments. The volitionality
of an event distinguishes it as being an action or a state of affairs. In this thesis
we call the set of elements which constitute the arguments of causal relations an
event. An agent’s volitional action such as “drying laundry” is referred to as an
action abbreviated as Act[J and all other kinds of non-volitional states of affairs
such as “laundry drying” termed a state of affairs 0 abbreviated as SOA[

The volitionality combinations shown in the first column of Table 2.1 are a
necessary condition for each causal relation class. In the table, Act; denotes a
volitional action and SOA; denotes a non-volitional state of affairs. For example,
effect(Acty, SOA,) denotes that, if the effect relation holds between two argu-
ments, the first argument must be a volitional action and the second must be a
non-volitional state of affairs. One of the main goals of discourse understanding is
the recognition of the intention behind each volitional action appearing in a given
discourse. The importance of distinguishing volitional actions from non-volitional
SOA has been remarked on alreadyl] e.g. [66]C1

The effect relation in Table 2.1 represents the relationship between a core
action and its effect on a state of affairs. The precond relation represents the
relationship between a core action and its precondition state of affairs. The
means relation represents the relationship between a core action and its marginal
sub-action which is called decomposition in the plan operator. We impose the
additional necessary condition on the means relation that the agents of the two
argument actions must be identical. Because the two different cases obviously
have a different intentional structure: the case where one agent executes two
actions and the other case where two agents execute two different actions with
independent intentions. The cause relation represents the relationship between
two states of affairs. We decided to include this relation in this work because
although the cause relation is less relate to the plan operator than other three
relations, it often indicates typical causal relations such as “heavy rain causes

flooding”. Examples of each type of causal relation instances are demonstrated



in Appendix A.

It is not easy to provide rigorously sufficient conditions for each relation class.
To avoid addressing unnecessary philosophical issues, we provide a set of linguistic
tests for each relation class that loosely specify the sufficient condition. Some
examples of the templates we use in linguistic tests are shown in Table 2.1. The

details of linguistic tests are described in Section 5.4.1.

2.2 Approach and problem

2.2.1 Using cue phrases

Let us consider the following examples in English, from which one can obtain

several observations about the potential sources of causal knowledge.
(2) a. The laundry dried well today because it was sunny.
b. The laundry dried well, though it was not sunny.
c. If it was sunny, the laundry could dry well.
d. The laundry dried well because of the sunny weather.

— e. cause((it is sunny), (laundry dries well))

(3) a. Mary used a tumble dryer because she had to dry the laundry quickly.

b. Mary could have dried the laundry quickly if she had used a tumble
dryer.

c. Mary used a tumble dryer to dry the laundry quickly.
d. Mary could have dried the laundry more quickly with a tumble dryer.

— e. means((using a tumble dryer), (drying laundry quickly))

First, causal knowledge can be acquired from sentences with various connec-
tive markers. (2e) is a cause relation instance that is acquired from subordinate

constructions with various connective markers as in (2a) — (2d). Likewise, the

9



other classes of relations are also acquired from sentences with various connective
markers as in (3) . The use of several markers is advantageous for improving the
recall of the acquired knowledge.

Second, it is also interesting to see that the source of knowledge could be
extended to sentences with an adverbial minor clause or even a prepositional
phrase as exemplified by (2d), (3¢) and (3d) . Note, however, that the acquisition
of causal relation instances from such incomplete clues may require additional
effort in order to infer elided constituents. To acquire a means relation instance
(3e) from (3d), for example, one might need the capability to paraphrase the
prepositional phrase “with a tumble dryer” into a subordinate clause, say, “if she
had used a tumble dryer”.

Third, different kinds of instances can be acquired with the same connective
marker. For example, the type of knowledge acquired from sentence (2a) is a
cause relation, but that from (3a) is a means relation.

The above discussion of English applies equally to Japanese. One could ac-
quire the same causal relation instances from sentences with connective markers
such as 0 [T because, in order tod [1] but[] and O O if0 For example, a cause
relation instance (4e) is acquired from subordinate constructions with various
connective markers as in (4a) — (4d) . A means relation instance (5e) is acquired
from sentences such as (5a) — (5d) . Similarly, different kinds of instances can
be acquired with the same connective marker. The type of knowledge acquired
from sentence (4a) is a cause relation, but that acquired from (5a) is a means

relation.

(4) a. oo-0Do0-0-00 Ooo-o 00 oo0-00
sunny-ing-PAST-because laundry-NOM well  dry-PAST

b. 00-00-00-0 Oo0oo-g 00 oo0-00
sunny-ing-not-but  laundry-toric  well ~ dry-PAST

c. OO-00-00 Oo00-0 00 oo-0-0o0o
sunny-ing-if laundry-NOoMm well  dry-pAsT-should
d. oo-0 ooo-g 00 o0-00
sunny-because of laundry-NOM well  dry-PAST

10



—e couse((00 D0 ), (00O000O0OCODO)Y)

(5) a. ODOO-O oo ogoo-od ooo-o oo-od
laundry-NoM  quickly  dry-because dryer-nom = use-PAST

b. O0O00O-0 DOO-00-O00
dryer-NOM use-ing-if
000 ooo-o oo0o-0-0000
quickly  laundry-nom dry-PAST-should

c. OOO-O O0-0-0-0
dryer-NOM  use-PAST-that-TOPIC
000 ooo-g ooo-oooo-o0-00o

quickly  laundry-NOowm want to dry-PAST-because

d. 0O00-O0 ooo-o 000 0Ooo-00d
with dryer  laundry-Nom quickly  dry-PAST

— e means] (000000), (0000000000 )0

Thus, though the connective marker is useful for knowledge acquisition as
described above, there is a problem. There are no one-to-one correspondences
between markers and causal relations. Therefore, we need to create a computa-
tional model that is able to classify and identify which type of causal relation
can be acquired from a given sentence. This is the central issue addressed in this

thesis.

2.2.2 Rhetorical and causal relations

The sentences exemplified in (6) represent a relationship between the volitional
actions 0 00 0 0O 00 O OJ peeling an orangel] and O 0O 0O 0O 0O O [ eating an
orangel] expressed using various types of rhetorical expressions. Looking at these
sentences, we are able to recognize different rhetorical relations among (6a;) -
(6c;) , and (6a.) - (6¢c.) . In general, the sentences (6a;) and (6a.) can be
interpreted as a PURPOSE rhetorical relation, (6b;) and (6b.) as a CONDITION
rhetorical relation, and (6¢;) and (6¢c.) as a CONTRAST rhetorical relation.

11



(6)a;, DO0OOO0ODODOODOO0OOOOOO

b,, O0OOOO0O0OO0OOOOOOOG0O00O0

;,, 00000000000 ooobooooooOoooO0oon
a.. | peeled an orange to eat it.

be. If you do not peel an orange, you cannot eat it.

c.. Though I peeled an orange, I could not eat it.

Here, we assume that the reason that we are able to recognize all of these
sentences as coherent is that the sentences conform to the causal knowledge pre-
sented in (7) .

(7) O knowledgeO

meansd] (00000000 ), (0000000)0

peeling an orange eating an orange
UJ meaning[J

A volitional action OO 0O O OO O J peeling an orangel] is
a means of executing another volitional action O 0O 0O 0O O O

[I] eating an orangell

This suggestion is supported by the following observation: we are able to recognize
the sentences in (8) as incoherent because we do not possess any knowledge to
which they can coherently conform.

(8)a;. 000000000 O0DOO0DOODOODOOODOOOOOODO

b;, 00000000000 0O0000O0O00O0
a.. * I was not able to eat an orange to peel it.

be. * Though I peeled an orange, it rains.

12



L)
[ causal knowledge level ]
means
peeling an orange eating an orange

/'/x\

[ rhetorical level] \
If you do not peel an orange,

you cannot eat it. " I am peeling the orange

""" to eat it.
If you had peeled
Though I peeled the orange, Yo fad peeied one oTange,

) you could have eaten it.
Icouldnoteatit. = -

. I’d lik h .
I peeled the orange to eat it. d like to eat the oranges

Please peel it for me.

Figure 2.1 Rhetorical level and causal knowledge level

We aim to acquire causal knowledge like (7) which can work as the basis for
recognition of rhetorical expressions such as in (6) as being coherent.

See Figure 2.1. We assume that the relationships between event instances
indicated in a text are located at the rhetorical level. And we assume that
when the event instances are abstracted from the rhetorical level to a higher
abstract level which we call the causal knowledge level in which the abstracted
classes are dealt with, the relationships between abstracted classes are located at
the causal knowledge level. For example, while the two events expressed in the
sentence “Though I peeled the orange, I could not eat it” constitute the elements
at the rhetorical level, the relationship between the abstracted classes “peeling
an orange” and “eating an orange” is assumed at the causal knowledge level.
Our proposed collection of causal relations should constitute a higher level of

abstraction than mere rhetorical relations. At the very least, we must therefore

13



abstract away modality information such as:

e Tense and aspect: whether the event represented has already occurred

or not.

Ex. O after abstractiond
000000 o0l — gooooo oo

I peeled the orange — I peel the orange

e Elements relating to the information structure: which element is

focused on in a sentence, which element is new information.

Ex. [0 after abstraction]
goo-o go-gob-o — [Ooo-0o goo
orange-NOM eat-PASSIVE-PAST —  orange-ACC eat

In the linguistic community, in general the constituents of a sentence can
be separated into the proposition and the modality according to the following

definition:

e Proposition consists of the parts which indicate objective facts independent

of the agent in the sentence.
e Modality consists of the remaining parts of sentence.

We follow the above definition. Though some linguists take a different view, we

deal with tense and aspect under the rubric of modality information in this work.

2.2.3 Representation of arguments

Knowledge representation is one of the central issues in the field of AI. We repre-
sent arguments of causal relation instances by natural language expressions® such
as Figure 1.2, (2e) and (3e) instead of by any formal semantic representation

language for the following reasons.

In fact, our data is semi-structured in that we treat it as a surface case frame. For conve-
nience, in our examples we omit this structure and express causal relation instances using plain
natural language expressions. Note that it is important here that our causal relation instances

are not abstracted as propositional information.

14



o [t is still unclear whether abstraction is a necessary process in representing
knowledge. Having decided to do abstraction, it is very hard to decide the

most suitable level for the abstraction.

e It has proven difficult to design a formal language that can fully represent

the diverse meanings of natural language expressions.

e As discussed in [31], there has been a shift toward viewing natural language

as the best means for knowledge representation.

e As discussed in detail in Section 7.3, we anticipate using acquired causal
knowledge within the framework of case-based reasoning which has been ap-
plied successfully in the machine translation community, for example Sato’s
work [68]. We believe that acquired knowledge is sufficient for practical use

without any abstraction process.

In fact, for example, Harabagiu et al. [18] proposed a text-based knowledge
representation system, which applied a knowledge expression scheme based on
natural language. All the knowledge in the Open Mind Common Sense knowledge
base organized by Singh [73] is also represented by English sentences and Liu et
al. [44] reported that Singh’s database could be successfully used for textual

affect sensing.

2.2.4 Target problem

On the basis of the above, to acquire causal knowledge from text we use a simple

procedure consisting of two main phases, shown in Figure 2.2.

Given text segments, the process of acquiring causal knowledge forms
two independent phases: proposition extraction and causal relation

identification.

Proposition extraction: Removing the modality expressions and
extracting the propositional expressions from a text segment,
normally a sentence. For example in Figure 2.2, two proposi-

tional expressions indicating different events [0 [0 [1J it is sunny
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[input : text segment]

Bh-TLVS 1= EBB-A & BEDS

sunny-ing tame laundry-NnoMm  well may dry

Proposition extraction

g [proposition] .............. s [modality]
L BND, RN | LT, b, 1255

l Causal relation identification

loutput : causal relation instance]

cause ({lENB}, (HEMAKEL})

Figure 2.2 Knowledge acquisition workflow

and 0000 OO0 O laundry dries wellll are extracted from
the input sentence 0 000000000 OOOOOO M the

laundry may dry well because it is sunny[l

Causal relation identification: Identifying causal relations held be-
tween extracted proposition pairs. In Figure 2.2, the cause re-
lation is identified as holding between the two propositional ex-
pressions OO0 and OO OO OOOO.

In this thesis, we aim to develop an implementation of the latter phase, causal
relation identification because the former phase, proposition extraction can be

relatively simply resolved using current NLP techniques.

2.3 Limited scalability

Dealing with text documents as sources of knowledge, we cannot neglect
the fact that only a fraction of all the events in the world are written in text
O Figure 2.300

For example, Lenat, one of the world’s leading computer scientists, and head

of the Cyc project, said in his paper [41] in 1995.
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Only a fraction of all the events in the world are written in text

_ -

Figure 2.3 Limited Scalability

..... For example:

e You have to be awake to eat.

e You can usually see people’s noses, but not their hearts.

Such assertions are unlikely to be published in textbooks, dictionaries,

magazines, or encyclopedias, even those designed for children. .....

In other words, an approach which acquires knowledge from text resources is
restricted in the knowledge that can potentially be acquired. In this section, we

describe our stance on this issue from the point of view of scalability.

Scalability

It is still unclear how much knowledge is needed to achieve natural language un-
derstanding] NLUO and applications using NLU techniques. However it is com-
monly accepted among the Al researchers that an enormous amount of knowledge
is required. For example, Minsky, a leading AT researcher is quoted [43] as saying
that:

..... somewhere on the order of 15 million pieces of knowledge may be

needed in order to be comparable to what humans possess. .....
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Language in the form of text is one of the most fundamental information
media. Currently, the volume of electronic text is increasing exponentially, and
this growth is expected to continue. We believe that dealing with text as a new
source of knowledge presents a very attractive challenge. Although it is important
to keep in mind the limitations of these resources as noted above, we believe that
the study of acquiring knowledge from text has special meaning in that it should
help clear up the issue of what kinds and what amount of knowledge can be

acquired from currently available document collections.

2.4 Natural language analysis for knowledge ac-
quisition

We begin by applying the fundamental natural language processing] NLP Otech-
niques of morphological analysis and dependency structure analysis in order to
enable us to utilize text as a knowledge resource.

Since the cue phrases we use consist of words, usually a single word, we have
to identify each word correctly. For example, the Japanese conjunctive particle
[ [T becausel is one of the expressions used to signal a causal relation between
events. If we identify the cue string 00 in a text document without using
morphological information extracted by a morphological analyzer, we may extract

not only the target word in (9a) but also the non-word in (9b) by mistake.

(9) a. 00-000-00 0-0 00

sunny-ing-because at garden dry

b. 0O-0O go-gg-o 0-0o HEN

at garden use-thing since early times  exist

In this work we used ChaSen? [51] a well-known, highly accurate morphological
analyzer.

Next, the causal knowledge we acquire has two arguments which refer to
events. The events are expressed using a variety of linguistic forms; words,

phrases, clauses, sentences and inter-sentential units. Among these forms, in

2 Available from http://chasen.aist-nara.ac. jp.
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this thesis we focus our attention on clauses in trying to capture eventsd the
reasons for this decision is described in Section 5.2[1 Consequently, we need to
analyze the dependency structure to identify the clauses in a sentence.

In the 1990’s, there were a number of attempts to use statistical techniques
to improve parsing performance. While this goal has been achieved to a certain
degree due to the increasing availability of large tree banks, these would seem
to be little room for significant further improvements using statistical techniques
alone. We explored two directions for the statistical parsing: probabilistic partial
parsing and committee-based decision making [30]. This decision-making scheme
enables a fine-grained arbitrary choice on the trade-off between accuracy and
coverage. Such trade-off is important since there are various applications that
require reasonably high accuracy even sacrificing coverage. The details of the
method is described in Chapter 4.

While we did not apply language analysis techniques at the semantic and
contextual level for various reasons in the current knowledge acquisition model,
it seems likely that anaphora resolution and named entity extraction would be
needed to improve the performance of knowledge acquisition. Indeed, these two
tasks have been studied extensively and levels of performance have increased sub-
stantiallyd e.g. Iida’s study [25] on anaphora resolution and Yamada’s study [82]
on named entity extractiond Introducing anaphora resolution and named entity

extraction will almost certainly increase the accuracy of knowledge acquisition.
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Chapter 3

Related work

In this chapter, we outline several previous research efforts on knowledge acqui-
sition!. First, we describe two well-known projects in Section 3.1. Their goal is
to create a large-scale common-sense knowledge database. In Section 3.2, we de-
scribe electronic dictionaries composed of causal relation information. We review
in Section 3.3 attempts to develop methods for extracting causal knowledge from

document collections.

3.1 Projects to create commonsense knowledge

databases

Cyc
The aim of Cyc project? [41] is to create the world’s first true artificial in-
telligence with both a commonsense database and the ability reason about that

knowledge. Cyc consists of three main components:

e A knowledge based Cyc KBO

!Probabilistic modeling of causal relations [60, 61, 19] forms one sub-field of the causality
research activity. However, since we focus in this thesis on knowledge acquisition rather than

modeling, we do not describe this work.
Zhttp://www.cyc.com/cyc/
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e An environment: the interface editing/browsing tools, the multi-user knowl-

edge server, etc.
e A representation language] CycL

Work began on Cyc KB in 1984. The Cyc KB is built upon a core of over
1,500,000 hand-entered assertions] or rules designed to capture a large portion
of what we normally consider consensus knowledge about the world.

Cyc is now a working technology with applications to many real-world business
problems such as improved speech recognition and semantic data mining.

However, it should be noted that:

e Cyc KB has to be handcrafted by engineers familiar with CycL

e So far it has taken over 15 years, at the cost of several tens of millions of

dollars.

OMCS

The advent of the web has made it possible for thousands of people to collab-
orate to construct systems that no single individual or team could build alone.
The Open Mind Initiative [74] was formed with the goal of studying whether a
relatively small investment in a good collaborative tool for knowledge acquisi-
tion could support the distributed construction of a commonsense database by
many people. As part of this initiative, the Open Mind Common Sensd] OMCSO
project® [72, 73] was born.

The goal of OMCS is to teach computers the myriad things which we all
know and which underlie our general intelligence but which we usually take for
granted. The project has moved since on to the next-generation version of the
system, OMCS-2. We will briefly describe the first version of the system, OMCS-
1.

OMCS-1 is a commonsense knowledge acquisition system targeted at the gen-
eral public. It is a web site that gathers facts, rules, stories, and descriptions

using a variety of simple elicitation activities. OMCS-1 has been running on the

3http://commonsense.media.mit.edu/
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web since September 2000. As of August 2002, They have gathered about 456,000
pieces of commonsense knowledge from 9296 people.

They constructed a variety of elicitation activities. Each activity tries to make
it simple for users to teach Open Mind a certain kind of knowledge. For example,
one activity is an “Explain why” activity. In this activity, the system presents
an item such as the following to the user:

Tigers are dangerous animals because | slot |.

Users then answer in natural language via the web, for example:

Tigers are dangerous animals because | tigers are large and carnivorous |.

A manual evaluation was performed on the OMCS-1 database to assess its
quality and composition. About 3,000 items, which represents about 1% of all
items in OCMS database, were distributed among 7 judges and were rated on a
scale of 1 to 5 for the following attributes: generalityt] 1=specific fact, 5=general
truth[l truthd 1=false, 5=truel] neutralityl] 1=biased, 5=neutral[l and sense

[0 1=makes no sense, 5=makes complete sense[l The average rating was 3.26 for
generality, 4.28 for truth, 4.42 for neutrality and 4.55 for sense. The following

are sample items:
(10) a. Birds often make nests out of grass. O rated 5 for generality [J
b. Dew is wet O rated 5 for generality [
c. houses have many kinds of roofs O rated 5 for truth
d. Eritrea is part of Africa 0 rated 1 for generality (]
e. Men should do the laundry O rated 1 for neutrality [
f. cows can low quietly O rated 1 for sense

More work is needed to further increase the quality of entries, but the general
approach is an appealing one which if successful, promises to deliver enormous
benefits.
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3ce68f cause 3bde83 ...
[in the concept description dictionary]
OOoO00obOobO0oO0obOOoboob0obobooooooDobobobooboo

3ce68f -> decease OO [ OO]
3bde83 -> bomb 0000 (0ooobooogl

[in the the head-concept dictionary]

Figure 3.1 An example entry in the EDR dictionary

3.2 Enriched machine-readable dictionary

Several machine-readable dictionaries have been developed with the aim of achiev-
ing more intelligent information processing. The EDR dictionary and WordNet
describe various kinds of information including words and concepts. One as-
pect of which is information about causal relations. These resources are used in
frequently NLP research.

We will outline the two dictionaries and show examples of entries about causal

relations.

EDR

The EDR Electronic Dictionary? [83] is a well-known large-scale machine-
readable dictionary, which was developed for advanced processing of natural lan-
guage by computers and is aimed at establishing an infrastructure for knowledge
information processing.

The EDR dictionary is composed of eleven sub-dictionaries. One of the sub-
dictionaries is a concept dictionary and consists of thesaurus-like concept classi-
fications. The concept dictionary is composed of a number of sub-dictionaries.
One of these sub-dictionaries describes relations, other than the super-sub rela-
tion, that exist between two concepts. There are eight types of concept relations.
These relations are the various case relations in which a verbal concept governs

a nominal concept.

‘http://www2.crl.go.jp/kk/e416/EDR/
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object agent a-object place goal scene implement cause

The cause relation is one of the case relations. Nearly 10,000 records including the
cause relation as the case relation contained in the concept description dictionary.

Figure 3.1 is an example of an entry with a causal relation.

WordNet

WordNet® [52, 12] is an on-line lexical reference system whose design is inspired
by current psycholinguistic theories of human lexical memory. English nouns,
verbs, and adjectives are organized into synonym sets, each representing a single
underlying lexical concept.

WordNet currently contains approximately 95,600 different English word forms
organized into some 70,100 word meanings, or sets of synonyms.

The verbs in WordNet consist of four types of lexical entailment shown in
Figure 3.2. In logic, entailment is properly defined for propositions; a proposition
P entails a proposition @ if and only if there is no conceivable state of affairs
that could make P true and () false. Entailment is a semantic relation because
it involves reference to the states of affairs that P and () represent. The term
is generalized here to refer to the relation between two verbs Vi and V5 that
holds when the sentence “Someone V;.” logically entails the sentence “Someone
V5.”; this use of entailment can be called lexical entailment. Thus, for example,
“snore” lexically entails “sleep” because the sentence “He is snoring.” entails “He

is sleeping”; the second sentence necessarily holds if the first one does.

Troponymy A Troponymy relation between two verbs Vi and V, can be ex-
pressed by the formula “To Vj is to V5 in some particular manner”. For
example, troponyms of communication verbs often encode the speaker’s
intention or motivation for communicating, as in “examine”, “confess”, or
“preach”, or the medium of communication: “fax”, “e-mail”, “phone”. The
verbs categorized Troponymy take part in troponymic relations and one of

the verbs always temporally includes the other.

+Troponymy +Troponymy is another troponymic relation. The activities re-

ferred to by a troponym and its more general superordinate are always

Shttp://www.cogsci.princeton.edu/ wn/
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Entailment

T T

+Temporal Inclusion — Temporal Inclusion
+Troponymy Troponymy Backward
. . . Cause
(Co-extensiveness) (Proper Inclusion) Presupposition
limp-walk snore-sleep succeed-try raise-rise
lisp-talk buy-pay untie-tie give-have

Figure 3.2 Lexical entailment in WordNet

temporally co-extensive. Consider, for example, the pair “limp-walk”. The
verbs in this pair are related by troponymy: “to limp is also to walk in
a certain manner” and so limping and walking are always temporally co-

extensive.

Backward Presupposition The activity denoted by the entailed verb V; al-
ways precedes the activity denoted by the entailing verb V5 in time. These

verbs are not related by temporal inclusion.

Cause If V] necessarily causes V5, then V; also entails V5. Like the backward
presupposition relation, the entailment between verbs is characterized by

the absence of temporal inclusion.

Information about causal relations is included in both dictionaries. However,
relations are defined of the level of words only and only entailment relations are
included.

3.3 Causal knowledge acquisition from text

In recent years, there have been several attempts at extracting causal expression
patterns from document collections [16, 67, 34, 45, 17, 76, 77]. In this section, we

25



introduce four studies, three of which make use of cue phrases as we do and one
of which makes use of a statistical technique.

3.3.1 Cue phrase based approaches

Girju et al. [17]
Girju et al. [17] proposed a method for extracting causal expressions from

text in English based on the triplet patterns as follows:
(NP clue NP)

where clue is a causative verb, and NP, and N P, are noun phrases. Causative
verbs express a causal relation between the subject and object or prepositional
phrase of the verb such as “cause” and “force”.

In their method, first they collect all triplets matching the pattern above from
the gloss of WordNet 1.7. The following is one such example.

(11) extreme leanness np, usually caused by starvation or disease yp,

Next, for each pair of nouns determined as above, they search for sentences con-
taining the noun pairs in a document collection. From these sentences, they
determine automatically all patterns (NP, verb/verbal_expression N P,) where
N P,-N P, is the pair under consideration. Third, to eliminate the patterns which
do not represent causal relation, they apply semantic constraints which are mainly
based on the semantic categories defined in WordNet. Finally, they ranked the
remaining patterns according to the ambiguity of the sense for the verb, and its
frequency. From the evaluation using the TREC-9 [81] collection of texts which
contains 3GB of news articles from Wall Street Journal, Financial Times, Finan-
cial Report, etc., they extracted about 1,300 patterng] causal expressions[] Using
300 of the 1,300 patterns, the accuracy of their method, as evaluated by human
subjects, was about 65%.

Terada [76]
Terada [76] proposed a method for extracting causal expressions similar to

that of Girju et al. He used only a small set of cue phrases as follows:
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e causative verh®

cause causing caused by result in  resulting in  result from  lead to

e prepositional phrase

because of  due to

While Girju et al. used only noun phrases as contextual information around the

cue phrases, Terada used three types of contextual information.

e NP Noun phrase [0 equivalent to Girju et al.[

ex.  aircraft loss yp

e NP+ PP  In addition to NP, a prepositional modifier of the NP is
considered.

ex.  aircraft loss yp of oil pressure pp

e N/A In addition to NP + PP, full clauses are considered.

ex. aircraft oil pressure lose qause

He applied a constraint based on the frequency of the patterns using a sequen-
tial pattern mining algorithm, PrefixSpan[63] instead of the semantic constraints
Girju et al. applied. In an evaluation using aviation safety reports handled by
the Aviation Safety Reporting System in National Aeronautics and Space Ad-
ministration, a collection containing 24,600 documents{] 15.4 words/document 1,
he extracted very few causal expressions. In the case of using N/A contextual
information, he extracted 23 expressions which was the largest number of causal

expressions extracted for any of the contextual information classes.

Khoo et al. [34]

Khoo et al. [34] acquired causal knowledge with manually created syntactic
patterns specifically for the MEDLINE text database [59]. Figure 3.3 shows an
example of syntactic patterns where square brackets refer to character strings,
and round brackets refer to syntactic or semantic role. In their method, an input

sentence is first parsed and a syntactic structure is built. Next, if the syntactic

6While Girju et al. assigned verbs as cues, Terada restricted the word forms and prepositions

allowed to follow a verb.
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[*]-
&(v-ch) -> (subj) —-> [T:cause.object]
(cclend) -> [result] +->
(loc) +-> [in] +-> (pcomp)
->[T:effect.event]
(phr) -> [in] -> (pcomp)
->[T:effect.object],,.

Figure 3.3 An example syntactic pattern proposed by Khoo et al.

structure matches any of the syntactic patterns, the element in the “cause” slot
is extracted as the cause element of the causal relation and the element in the
“effect” slot is extracted as the effect element of the same causal relation. In
all 68 syntactic patterns were constructed.Their method was evaluated using 100
MEDLINE abstract and had precision of about 60%.

The three studies described above share the characteristic of using cue phrases
explicitly expressed in text as we do. However their approach is different direction
from ours. While they focus mainly on discovering and creating new patterns for
acquiring causal expressions to cover more instances of causal relations, we focus

on classifying and identifying the type of causal relations.

3.3.2 A statistics-based approach

Torisawa [77] proposed a statistical method for extracting commonsense inference
rules from Japanese newspaper articles. In his method the degree of inevitability
implicit in the relationship between events is measured by using statistics instead
of explicit cue phrases as we do. The following are examples of rules extracted

using his method.

(12) a. OO X-O goo-g go-gogf
if X-NOM beer-AcC  drink-then
{00 o000 } XO agog-g RN
usually or often X-NOM  beer-DAT  get drunk
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e Score(v,n,vc) =
MAX{{Score,(v,n,vc)} U{Scoreqrq(v,n,arg)|{(arg, Parg, Targ) € Argss(v,vc) ATarg >
Oarg}}

o Scoreu(v,1,00) = Yacorass LPv (tc]a) Plaln) (P(al(v, WO)) + Po(al(v, vo))}
o Py(vcla) =3 cpa P((ve,p)la) where o € Class
e Po(al(v,ve))) =

Z(w,WO,r}EArgsl(v,vc){P(a|w)[|r}
where o € Class and  Zyve = Y 0cciass ZW’WO’T)E”QSI(v’vc){P(a|w)Dr}

1
Zo:

o Scoreqrq(v,n,arg) =
Y acctassi P(an) H{P((arg, NO)|a) H{ P (al (v, wo)) + Po(al{v,ve))}

Figure 3.4 Score function

b. 00O X-O 0-0 00-000 {00Uor000OO } 0O-0 0OOC
if X-NOM cloth-acCc produce-then usually or often  cloth-NoM  sell

In Torisawa’s algorithm, parallel verb phrase pairs are first extracted from

text such as:

(13) a. 0 O00-0 00 o, O00-0 ,
beer-AccC drink get drunk

b.04oo-0 oo ., O0-0000-0,),
beer-Acc drink car-ACC drive-PAST

Next, inference rules are extracted automatically from the extracted verb

phrase pairs based on the following hypothesis:

If two language expressions e4 and egl] which represent the two dif-
ferent events in a verb phrase pair[share the same object, then it is
likely that they hold the relation “if e4 then eg”, else it is likely that
they do not hold the relation “if e4 then eg”.

For example, given two pairs 0 0 0 0 O 00 drinking a beerd/0 00 getting drunk O
,and 0 000 O J drinking a beerd /O O O OJ drivingd in the former pair,
since the verb 0 O often co-occurs with the object 0 O 1 beer the pair O 0 O

000 and OO is likely to be extracted as an inference rule. On the other hand,
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in the latter case, since the verb 0 O O O seldom co-occurs with the object U [
O,thepairD 00000 and OO0 O is unlikely to be extracted as an inference
rule.

Finally, every verb phrase pair is assigned a score. The verb phrase pair
is extracted as an inference rule if its score is greater than a specified thresh-
old. The score function Score(v,n,v¢) is shown in Figure 3.4. It measures the
degree of co-occurrence between two verb phrases. The variable v indicates a
verb, n indicates an object of v, and ve indicates a verb following v. WO in-
dicates the particle 00 Accl Class indicates a subset of the semantic space
which is identified using word clustering based on the EM algorithm. « is an
element in Class. Score(v,n,vc) is equal to the value of Score,(v,n,vc) or
Scoreqrg(v,n,arg) whichever is the larger. Score,(v,n,vc) refers to the case
where n depends directly on ve via a particle p. Scoreq.q(v,n, arg) refers to the
case where a noun arg is included as an adnominal phrase between n and v¢.

Torisawa extracted about 200 inference rules using 33 years of newspaper
articles. The extracted rules were all of high quality. His approach based on
statistics may have wider coverage than cue phrase based approaches, since it
uses parallel verb phrase pairs as its source. However, current reported coverage
on extraction is not high enough to make it usable in applications such as inference

systems.

3.4 Rhetorical parsing

Several linguistic theory of textual coherence have been proposed. Rhetorical
Structure Theorydd RST]46] is one such theory. In RST, every text segment, or
more precisely clause, has a relationship to another text segment. This relation-
ship is known as a rhetorical relation. Consider again the sentences exemplified in
(6) represented here as (14). RST suggests that there are different rhetorical re-
lations in each of (14a;) - (14c¢;) , and (14a.) - (14c.) . The sentences (14a;) and
(14a.) can be interpreted as PURPOSE rhetorical relations, (14b;) and (14b,) as
CONDITION rhetorical relations, and (14c;) and (14c.) as CONTRAST rhetorical

relations.

(14)a;, 0000000 OO0O0ODDOOODO
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b, DOOOOO0OO00O0O0O0O0O0O0000

c, JO0OOO0OOO0OOO0OO0OO0OO0OO0OOCOOOOOOOOOO
a.. 1 peeled an orange to eat it.

be. If you do not peel an orange, you cannot eat it.

ce. Though I peeled an orange, I could not eat it.

The aim of rhetorical parsing [47, 48] is to correctly determine the type of
rhetorical relation present in a given sentence, as seen above.

However, note that, our typology of causal relations is not just a simple
subset of common rhetorical relations as proposed in RST. That is, identifying
causal relations is fundamentally different from rhetorical parsing. As described
in Section 2.2.2; our proposed collection of causal relations constitute a higher
level of abstraction than mere rhetorical relations. While rhetorical parsing can
make clear which types of coherence relations are presented in linguistic expres-
sions, causal knowledge provides the basis for explaining how a rhetorical relation

can be recognized as coherent.
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Chapter 4

Committee-based decision
making in probabilistic partial

parsing

4.1 Introduction

The causal knowledge we acquire has two arguments which refer to two distin-
guish events. The events are expressed using a variety of linguistic forms; words,
phrases, clauses, sentences and inter-sentential units. Among these forms, as de-
scribed in the next chapter, we focus our attention on clauses in trying to capture
events. Consequently, we need to analyze a sentence’s dependency structure to
identify its clauses. In this chapter, we describe an improved method of depen-

dency structure analysis.

4.2 Background

There have been a number of attempts to use statistical techniques to improve
parsing performance. While this goal has been achieved to a certain degree given
the increasing availability of large tree banks, the remaining room for the improve-
ment appears to be getting saturated as long as only statistical techniques are

taken into account. In this chapter, we explore two directions for the statistical
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parsing: probabilistic partial parsing and committee-based decision making.

Probabilistic partial parsing is a probabilistic extension of the existing notion
of partial parsing(] e.g. [32]0 where a parser selects as its output only a part
of the parse tree that are probabilistically highly reliable. This decision-making
scheme enables a fine-grained arbitrary choice on the trade-off between accuracy
and coverage. Such trade-off is important since there are various applications
that require reasonably high accuracy even sacrificing coverage. Enabling such
trade-off choice will make state-of-the-art parsers of wider application.

Committee-based decision making is to combine the outputs from several dif-
ferent systemd] e.g. parsers[]to make a better decision. Recently, there have been
various attempts to apply committee-based techniques to NLP tasks such as part
of speech tagging [79, 5], parsing [20], word sense disambiguation [62], machine
translation [14], and speech recognition [13]. Those works empirically demon-
strated that combining different systems often achieved significant improvements
over the previous best system.

In order to couple those committee-based schemes with probabilistic partial
parsing, however, one would still need to make a further extension. Aiming
at this coupling, we consider a general framework of committee-based decision
making that consists of a set of weighting functions and a combination function,
and discuss how that framework enables the coupling with probabilistic partial
parsing. To demonstrate how it works, we report the results of our parsing

experiments on a Japanese tree bank.

4.3 Probabilistic partial parsing

4.3.1 Dependency probability

Here, we consider the task of determining the dependency structure of a Japanese
input sentence such as Figure 4.1. A bunsetsu phrased BP0 consists of a con-
tent word noun, verb, adjective, etc.daccompanied by some function words

O particles, auxiliaries, etc.[1 A Japanese sentence can be analyzed as a sequence
of BPs, which constitutes an inter-BP dependency structure.

Given an input sentence s as a sequence of bunsetsu phrasest] BPsOlby by ... by,
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I:I bunsetsu phrase

Figure 4.1 Dependency structure

our task is to identify their inter-BP dependency structure R = {r(b;,b;)|i =
1,...,n}, where r(b;,b;) denotes that b; depends onl] or modifies0d0b;. Let us
consider a dependency probabilityd DPO P(r(b;, b;)|s), a probability that r(b;, b;)
holds in a given sentence s: Vi. >°; P(r(b;, b;)|s) = 1.

4.3.2 Estimation of DPs

Some of the state-of-the-art probabilistic language models such as the bottom-
up models P(R|s) proposed by Collins [9] and Fujio et al. [15] directly estimate
DPs for a given input, whereas other models such as PCFG-based top-down
generation models P(R,s) do not [8, 10, 71]. If the latter type of models were
totally excluded from any committee, our committee-based framework would not
work well in practice. Fortunately, however, even for such a model, one can still
estimate DPs in the following way if the model provides the n-best dependency
structure candidates coupled with probabilistic scores.

Let R; be the i-th best dependency structure (i = 1,...,n) of a given input
s according to a given model, and let Ry be a set of R;. Then, P(r(b;, b;)|s) can

be estimated by the following approximation equation:

r

P
P(r(bi, b;)|s) ~ PZH (4.1)

where Pg, is the probability mass of R € Ry, and Py, is the probability

mass of R € Ry that supports r(b;,b;). The approximation error € is given

by € < PR;;DRH , where Pg is the probability mass of all the dependency structure

candidates for s see [64] for the proofll This means that the approximation
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error is negligible if Pg,, is sufficiently close to Pg, which holds for a reasonably

small number n in most cases in practical statistical parsing.

4.3.3 Coverage-accuracy curves

We then consider the task of selecting dependency relations whose estimated
probability is higher than a certain threshold & 0 < o < 100 When o is set
to be higherl] closer to 1.000 the accuracy is expected to become higher, while
the coverage is expected to become lower, and vice versa. Here, coverage C' and

accuracy A are defined as follows:

# of the decided relations

# of all the relations in the test set

A # of the correctly decided relations (4.3)
N # of the decided relations '

C

(4.2)

Moving the threshold ¢ from 1.0 down toward 0.0, one can obtain a coverage-
accuracy curvell C-A curvell In probabilistic partial parsing, we evaluate the
performance of a model according to its C-A curve. A few examples are shown in
Figure 4.2, which were obtained in our experimenf] see Section 4.5[1 Obviously,
Figure 4.2 shows that model A outperformed the other two. To summarize a C-A
curve, we use the 11-point average of accuracyl 11-point accuracy, hereafter (]
where the eleven points are C' = 0.5, 0.55,..., 1.0. The accuracy of total parsing
corresponds to the accuracy of the point in a C-A curve where C' = 1.0. We call
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Figure 4.3 Committee-based probabilistic partial parsing

it total accuracy to distinguish it from 11-point accuracy. Note that two models
with equal achievements in total accuracy may be different in 11-point accuracy.
In fact, we found such cases in our experiments reported below. Plotting C-A

curves enable us to make a more fine-grained performance evaluation of a model.

4.4 Committee-based probabilistic partial pars-
ing

We consider a general scheme of committee-based probabilistic partial parsing
as illustrated in Figure 4.3. Here we assume that each committee member M,
O k=1,...,mOprovides a DP matrix Py, (7(b;, b;)|s)2 b;, b; € sOfor each input
s. Those matrices are called input matrices, and are given to the committee as
its input.

A committee consists of a set of weighting functions and a combination func-
tion. The role assigned to weighting functions is to standardize input matrices.
The weighting function associated with model M, transforms an input matrix
given by M}, to a weight matrix Wy, . The majority function then combines

all the given weight matrices to produce an output matrix O, which represents
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the final decision of the committee. One can consider various options for both

functions.

4.4.1 Weighting functions

We have considered the following three options.

Simple  The simplest option is to do nothing;:
wiy* = Pag (r(bi, by)]s) (4.4)

where w?f’“ is the (4, j) element of Wy, .

Normal A bare DP may not be a precise estimation of the actual accuracy.
One can see this by plotting probability-accuracy curved] P-A curvesOas shown
in Figure 4.4. Figure 4.4 shows that model A tends to overestimate DPs, while
model C tends to underestimate DPs. This means that if A and C give different
answers with the same DP, C’s answer is more likely to be correct. Thus, it is not
necessarily a good strategy to simply use given bare DPs in weighted majority.
To avoid this problem, we consider the following weighting function:
M, M,

wijk = a; * A, (Pag, (7(bi, bj>|3)) (4.5)

where Ay, (p) is the function that returns the expected accuracy of Mj’s vote with

My,

its dependency probability p, and «; * is a normalization factor. Such a function
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can be trained by plotting a P-A curve for training data. Note that training data
should be shared by all the committee members. In practice, for training a P-A

curve, some smoothing technique should be applied to avoid over-fitting.

Class The standardization process in the above option Normal can also be
seen as an effort for reducing the averaged cross entropy of the model on test
data. Since P-A curves tend to differ not only between different models but also
between different problem classes, if one incorporates some problem classification

into equation (4.5), the averaged cross entropy is expected to be reduced further:
wift = B Awsc, (P (r(b:, by)]s)) (4.6)

where Ay, (p) is the P-A curve of model My, only for the problems of class Ch,
in training data, and ﬁZM * is a normalization factor. For problem classification,

syntactic/lexical features of b; may be useful.

4.4.2 Combining functions

For combination functions, we have considered only simple weighted voting, which

averages the given weight matrices:
1 m M

where o;; is the (7, j) element of O.
Note that the committee-based partial parsing framework presented here can
be seen as a generalization of the previously proposed voting-based techniques in

the following respects:
e A committee accepts probabilistically parameterized votes as its input.

e A committee accepts multiple voting] i.e. it allow a committee member to
vote not only to the best-scored candidate but also to all other potential
candidates

e A committee provides a means for standardizing original votes.
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e A committee outputs a probabilistic distribution representing a final deci-

sion, which constitutes a C-A curve.

For example, none of simple voting techniques for word class tagging proposed
by van Halteren et al. [79] does not accepts multiple voting. Henderson and
Brill [20] examined constituent voting and naive Bayes classification for parsing,
obtaining positive results for each. Simple constituent voting, however, does not
accept parametric votes. While Naive Bayes seems to partly accept parametric
multiple voting, it does not consider either standardization or coverage/accuracy
trade-off.

4.5 Experiments

4.5.1 Settings

We conducted experiments using the following five statistical parsers:

e KANA [11]: a bottom-up model based on maximum entropy estimation.
Since dependency score matrices given by KANA have no probabilistic se-
mantics, we normalized them for each row using a certain function manually

tuned for this parser.
e CHAGAKE [15]: an extension of the bottom-up model proposed by Collins [9].
e Kanayama's parser [33]: a bottom-up model coupled with an HPSG.

e Shirai’s parser [71]: a top-down model incorporating lexical collocation

statistics. Equation equation (4.1) was used for estimating DPs.

e Peach Pie Parser [78]: a bottom-up model based on maximum entropy

estimation.

Note that these models were developed fully independently of each other, and
have significantly different characterd] for a comparison of their performance, see
Table 4.10 In what follows, these models are referred to anonymously.

For the source of the training/test set, we used the Kyoto corpusd ver.2.00

[40], which is a collection of Japanese newspaper articles annotated in terms of
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word boundaries, part of speech tags, BP boundaries, and inter-BP dependency
relations. The corpus originally contained 19,956 sentences. To make the train-
ing/test sets, we first removed all the sentences that were rejected by any of the
above five parserd] 3,146 sentences] For the remaining 16,810 sentences, we next
checked the consistency of the BP boundaries given by the parsers since they had
slightly different criteria for BP segmentation from each other. In this process,
we tried to recover as many inconsistent boundaries as possible. For example,
we found there were quite a few cases where a parser recognized a certain word
sequence as a single BP, whereas some other parser recognized the same sequence
as two BPs. In such a case, we regarded that sequence as a single BP under a
certain condition. As a result, we obtained 13,990 sentences that can be accepted
by all the parsers with all the BP boundaries consistent . We used this set for
training and evaluation.

For closed tests, we used 11,192 sentences] 66,536 BPs?[ for both training
and tests. For open tests, we conducted five-fold cross-validation on the whole

sentence set.

For the classification of problems, we manually established the following twelve
classes, each of which is defined in terms of a certain morphological pattern of
modifying depending BPs:

1. nominal BP with a case marker “wed TOPICO”
2. nominal BP with a case marker “nol] GENO”

3. nominal BP with a case marker “ga0 NOMO”

4. nominal BP with a case marker “wo] AccO”

5. nominal BP with a case marker “ni] pDATO”

6. nominal BP with a case marker “ded] LOC/...07
7. nominal BPO residuel

8. adnominal verbal BP

Tn the BP concatenation process described here, quite a few trivial dependency relations
between neighboring BPs were removed from the test set. This made our test set slightly more

difficult than what it should have been.
2This is the total number of BPs excluding the right-most two BPs for each sentence. Since,

in Japanese, a BP always depends on a BP following it, the right-most BP of a sentence does
not depend on any other BP, and the second right-most BP always depends on the right-most
BP. Therefore, they were not seen as subjects of evaluation.

40



Table 4.1 Total and 11-point accuracies achieved by each model

total  11-point
0.8974  0.9607
0.8551  0.9281
0.8586  0.9291
0.8470  0.9266
0.7885  0.8567

00w

9. verbal BPO residue
10. adverb
11. adjective

12. residue

4.5.2 Results and discussion

Table 4.1 shows the total/11-point accuracy of each individual model. The
performance of each model widely ranged from 0.96 down to 0.86 in 11-point
accuracy. Remember that A is the optimal model, and there are two second-
best models, B and C, which are closely comparable. In what follows, we use
these achievements as the baseline for evaluating the error reduction achieved by
organizing a committee.

The performance of various committees is shown in Figure 4.5. The mark *
7 refers to a baseline accuracy for each committee. Our primary interest here
is whether the weighting functions presented above effectively contribute to error
reduction. In Figure 4.5, although the contribution of the function Normal is
not very visible, the function Class consistently improved accuracy. These results
are good evidence for the importance of weighting functions in combining parsers.
While we performs problem classification manually in our experiment, automatic
classification techniques are also obviously worth considering.

We then conducted another experiment to examine the effects of multiple vot-

ing. One can straightforwardly simulate a single-voting committee by replacing
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Figure 4.5 11-point accuracy

w;; in equation equation (4.7) with w;; given by:

(4.8)

. {wij (if j = argmaxy, w;)
Y

W
0  (otherwise)

The results are shown in Figure 4.6, which compares the original multi-voting
committees and the simulated single-voting committees. Clearly, in our settings,
multiple voting significantly outperformed single voting particularly when the size
of a committee is small.

The next issues are whether a committee always outperform its individual
members, and if not, what should be considered in organizing a committee.
Figure 4.5 show that committees not including the optimal model A achieved
extensive improvements, whereas the merit of organizing committees including A
is not very visible. This can be partly attributed to the fact that the competence
of the individual members widely diversed, and A significantly outperforms the
other models.

Given the good error reduction achieved by committees containing comparable
members such as BC, BD and BCD, however, it should be reasonable to expect

that a committee including A would achieve a significant improvement if another
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nearly optimal model was also incorporated. To empirically prove this assump-
tion, we conducted another experiment, where we add another parser KNP [39]
to each committee that appears in Figure 4.5. KNP is most accurate model in
total accuracy than the other modelsd 0.9125 in total accuracyl However, it
does not provide DP matrices since it is designed in a rule-based fashion — the
current version of KNP provides only the best-preferred parse tree for each input
sentence without any scoring annotation. We thus let KNP to simply vote its
total accuracy. The results are shown in Figure 4.7. This time all the committees
achieved significant improvements, with the maximum error reduction rate up to
31%.

As suggested by the results of this experiment with KNP, our scheme allows
a rule-based non-statistical parser to play in a committee preserving its ability
to output parametric DP matrices. To push the argument further, suppose a
plausible situation where we have an optimal but rule-based non-statistical parser
and several suboptimal statistical parsers. In such a case, our committee-based
scheme may be able to organize a committee that can provide DP matrices while
preserving the original total accuracy of the rule-based parser. To see this, we

conducted another experiment, where we combined KNP with each of A and D,
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both of which are less competent than KNP. The resulting committees successfully

provided reasonable P-A curves as shown in Figure 4.8,

4.6 Summary

In this chapter, we presented a general committee-based framework that can be
coupled with probabilistic partial parsing. In this framework, a committee ac-
cepts parametric multiple votes, and then standardizes them, and finally provides
a probabilistic distribution. We presented a general method for producing prob-
abilistic multiple votesd i.e. DP matrices[] which allows most of the existing
probabilistic models for parsing to join a committee. Our experiments revealed
thatd adif more than two comparably competent models are available, it is likely
to be worthwhile to combine them[1 b0 both multiple voting and vote standard-
ization effectively work in committee-based partial parsing,d ¢ our scheme also

allows a rule-based non-statistical parser to make a good contribution.

While we empirically demonstrated that this framework contributed to more

accurate decision-making than that based on any individual committee member,
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there are some drawbacks. One main weak point is the speed of analysis. Analysis

within our framework is too slow for application to huge document collections

because it requires running multiple parsers in parallel to act as the committee
members in the decision-making.

In recent years, however, an accurate and fast dependency structure analyzer

00 parser Obased on machine learning techniques [37, 38] has become available. We

employed CaboCha® [38] as the dependency structure analyzer in the investiga-

tions described in this thesis.

3 Available from http://cl.aist-nara.ac.jp/ taku-ku/software/cabocha/
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Chapter 5

Data collection and analysis

5.1 Introduction

Linguists suggest that there are some expressions which act as cue phrases for
causal relations. However, it is not clear what proportion of linguistic expressions
containing cue phrases actually implicitly include causal relations, and what kinds
of causal relations these are. To resolve these problems, in this chapter we describe
the details of our investigation of the distribution of causal relations in Japanese
newspaper articles.

In Section 5.2 we describe a variety of cue phrase expressions for causal re-
lations. In Section 5.3, we introduce the data on which we base both our inves-
tigation, and the acquisition of causal knowledge. Section 5.4 and Section 5.5
describe the procedure adopted for data collection and the results of its analysis.
The main component of the collection procedure was conducted based on human
judgments using the linguistic tests described in Section 5.4.1. The data set cre-
ated in this chapter was used as training data and evaluation data for supervised

learning as described in Chapter 6 and Chapter 7.

5.2 Causal expressions in Japanese text

Causal relations can be expressed in various ways. For example, Altenberg [3]

attempted to make an inventory of various causal expressions in spoken and writ-
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ten British English. In Altenberg’s work, four major types of causal expression

are taken into consideration defined on the basis of the link between the events:
e Adverbial linkage 0 e.g. so, hence, therefore O
e Prepositional linkage [ e.g. because of, on account of O
e Subordination linkage [0 e.g. because, as, sincell
e Clause-integrated linkage O e.g. that’s why, the result wasO

In addition to these types of linkage, Altenberg mentions that there are two other
types: one is implicit linkage and the others is a relation lexicalized as a verb, the
causative verb. Girju et al. [17] used an extended version of Altenberg’s scheme
with a more detailed classification of causal expressions.

It can be assumed that a similar causal expression classification can be per-
formed on Japanese text [50, 49] as has been performed on English. The following
list shows Japanese causal expressions! categorized according to part of speech

of the cue phrases.
e Conjunction

(15) 0 00 D00 nazenaraO
O-0 O0O0-000 boggd go-g g-go-og0-gg-ogdg
[-TopiC feel sleepy mnazenara yesterday-TOPIC sleep-ing-not
O 0000 dakaraO

Oo0-0 oo-00 0Oo0- Oo0-0 0oo-00
catch a cold-PAST  dakara absent from school-PAST

OO000000 toiunohald
o0 0O0-0 oo-00 ooooo o0 oco-Oo-0o0-0Oo

[-TopiC absent from school  toiunoha have a slight fever

"'We call cue phrases which often implicitly induce causal relations between two events in a
sentence causal expressions. Note that it is not guaranteed that causal relation instances can

be extracted from sentences including causal expressions.
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e Conjunctive particle

(16) O OO0 tameO
-0 go-0of gooon

house-AcC  buy-tame save[] money[]

O 000 noded

ooo-0o0 00-0 oo-o0
cold-node school-AcC  absent-PAST

0000 karaO
ooo-00 0000 O0OoOO0-0DO00
late-kara now go out

g dood amard
go-0-000d oo-o-gog-go
hurry-pPAST-amari fall-PAST

O 0000 seided
oooo-0-000 O0-0 oooo-00

oversleep-PAST-seide train miss-PAST

e Particle

(17) 0 00 niO
0-0 ood
alcohol-ni get drunk
O 000 karaO
O0-0 oo-00 oogooo
one failure-kara downturn
0O 00 deO

oo-0o 0od-0 o0oo
cold-de school-ACC absent

All of the expressions listed above induce causal relations explicitly. Just as in
English, Japanese makes use of implicit causal expressions. Arita [4] suggests that

the degree of inevitability expressed by implicit causal expressions is equivalent
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or higher than that of explicit causal expressions. In the sentences (18), the upper
two sentences are examples of implicit causal expressions. These examples show
that though no explicit linguistic expressions are used, causal relations are held
between the sentences (18x) and (18y) which are the arguments of the causal
relations in (18a) and (18b).

(18) a. DODODOOODOODODOO
b. 0O00OO0O0O0ODOOOO

x. QOg-g go-gd

money-NOM  enough-not

y. 0od
be in trouble-PAST

It can be assumed that implicit expressions of causal relation are used highly
frequently in text. However, we excluded implicit expressions from our attention
because it seems likely that the knowledge acquisition process for causal relations
implicitly indicated in the text will be harder than that for causal relations ex-
plicitly indicated in the text. In this thesis, we therefore focus our attention on
texts containing explicit causal expressions.

The categories of explicit cue phrases described above have a relaxed corre-
spondence with their arguments which are marked by the follow categories of cue

phrase.

cue phrase argument

conjunction sentence
conjunctive particle | clause

particle phrase

While it is preferable to tackle explicit causal relations first for the reasons given
above, of the three types of cue phrases we focus here on the conjunctive particle

by which clauses are most likely to be indicated since:

e In general, an event is described in text concisely using a predicate and case

elements connected by particles
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e Clauses are usually constructed using the same constituents as events, say,

a predicate and case elements connected by particles

If good results for knowledge acquisition can be achieved using conjunctive par-

ticles, we will then expand to use of additional types of causal expressions.

5.3 Data

5.3.1 Selection of corpus

In the 1980’s, several Japanese tagged corpora were constructed including the
Kyoto corpus [40] and the EDR corpus [83] which are annotated with morpho-
logical and dependency structure information. Though this annotation would be
useful for our goal, we deal with only the plain, non-tagged, corpus as a source of
causal knowledge since annotated resources are less scalable due to the high cost
of construction.

Currently, there are several kinds of electronic text resources available such as
newspaper [28], dictionary [65], encyclopedia [6], novel, e-mail and web text. We

selected text resources according to two criteria based on quantity and quality.

quantity criterion: The amount of knowledge acquired is dependent on the
quantity of source text. Therefore, to acquire as much knowledge as possi-

ble, the more text available the better.

quality criterion: During the knowledge acquisition process, we should perform
some pre-processing such as morphological analysis and syntactic depen-
dency structure analysis as precisely as possible. If mistakes occur at the
pre-processing stage, we can expect the knowledge acquired to also be in-
correct. To acquire correct knowledge, the sentences included in the source
text should be grammatical and be amenable to correct analysis at the

pre-processing stage using the natural language analyzer.

However, in general, there is a trade-off between quantity and quality. Sen-
tences in dictionaries and encyclopedias are of high quality since they are gener-
ated with care by experts. However the size of dictionaries and the encyclopedias

is constrained and is unlikely to increase because of the long publication cycle
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and there are few new publications every years. On the other hand, text from
e-mail and the web is increasing everyday, but the quality of these text may be
very low because they are usually written without care and particular attention
by ordinary people.

In this work, we selected newspaper articles as the source texts for causal
knowledge acquisition because they more or less satisfy both criteria and both the
morphological analyzet] ChaSenOand dependency structure analyzet] CaboChall
are optimized for the types of sentences found in newspaper articles. The web
should be used as a source of knowledge in order to increase coverage in the
future. However, it can be assumed that if we cannot achieve successful knowledge
acquisition results using newspaper articles, we will be unable to do so using lower

quality text documents such as web text.

5.3.2 Selection of cue phrases

We use explicit causal expressions such as [ [J [1] becausel] O [1J becausel] and
[0 000 because of [l As mentioned in Section 5.2, causal relations are indicated in
various ways in Japanese text.

We consider that if a cue phrase expression occurs with high frequency and
no ambiguous uses, it is a suitable expression for use in knowledge acquisition.
Here, we examined the frequency distribution of cue phrase expressions. Table 5.1
shows the ten most frequent cue phrase expressions in the collection of Nihon
Keizai Shimbun newspaper articles from 1990 [28]. This table was generated by
counting all conjunctive particles after morphological analysis of the articles using
ChaSen.

In this table, the word 00 [0J because] and 0 O if(J have a pragmatic con-
straint on the inevitability implicit in the relationship between two arbitrary
events. The relations signaled by these words usually involve a high degree of
inevitability and therefore indicate less ambiguous relations. We manually con-
firmed this pragmatic constraint on the inevitability implicitly in 0 O based on
the approximately 2000 examples used in Section 5.4, Section 6.3 and Section 7.2.

Based on the above discussion, we selected the word [0 [0 as our main target

for further exploration. The reasons for this choice are:

e [10 is used relatively frequently in our corpus
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Table 5.1 Frequency distribution of connective markers

00 gaO O butO 131,164
000 tameO O becausel] 76,087
00 toO O if/whend 56,549
000 rebald 0 if>d 48,606
0000 nagarad 0O whiled 13,796
000 karaO [ because[ 10,209
000 nodeld 00 because 9,994
000 naraO O if0 7,598
000ad tarald O if>d 6,027
000 noniO O butO 2,917

Table 5.2 Frequency distribution of 00 O in intra-sentential contexts

Type Freq. Examples
0 aladverbial 49 577 go-g-gg gog-g oo uo-od
verb phrase ’ fine-PAST-tame laundry-NoM ~ well dry-PAST
o0-0 ooo-0-00-0 ooo-0o00
O bOother types | 33,510 . . B
this-TOPIC tourist-tame-GEN tumble dryer-COPULA

e [0 typically indicates causal relations more explicitly than other markers

5.3.3 Selection of linguistic unit

Table 5.2 shows the frequency distribution of the intra-sentential contexts in
which [0 [0 appears in the same newspaper article corpus used in Section 5.3.2.
The sentences classified into the “adverbial verb phrase” type are defined as
follows:

adverbial verb phrase: The dependency structure of each sentence including
O 0O is analyzed with CaboCha and each modifier bunsetsu phrase of U [
indicated by “A” in Figure 5.1 and modified bunsetsu phrase of 0 O indi-
cated by “B” in Figure 5.1 is identified. A sentence is classified as being
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—A Eh-TUr-1= =& SEEY-MN K< || BEL 1=

all day | [ sunny-ing-PAST | | tame laundry-noMm | | well || dry-PAST

I I

A : modifier-BP B : modified-BP
P TR > B P TP PPTIE TR PTS IR »
subordinate clause (SC) matrix clause (MC)

BP : bunsetsu phrase

Figure 5.1 Structure of a O O -complex sentence

of the “adverbial verb phrase” type if both modifier bunsetsu phrase and
modified bunsetsu phrase fulfill one of the following morphological condi-

tions:

cl.0 Includes a morpheme whose part of speech is
“00-000 verb-independent [’ as defined in ChaSen’s dictionary?.
e.g. 0 dryO

¢2.0 Includes a morpheme whose part of speech is
“000-000 adjective-independent 0" as defined in ChaSen’s dictio-
nary.
e.g. 0 I strong[]

¢3.0 Includes a morpheme whose part of speech is
“00-00 00000 nominal adjectival stem [T as defined in ChaSen’s
dictionary.
e.g. 0 000 satisfactoriness

c4.0 Includes a morpheme whose part of speech is any noun category except
“00-0000000 nominal adjectival stem[7, and does not include
the morpheme “no” whose part of speech is “0 O - 0 O OO particle-
adnominal [’
e.g. 00O U0 prospect U

’http://chasen.aist-nara.ac.jp/stable/ipadic/ipadic-2.6.3.tar.gz
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Step 1. collection  ¢ollecting F=&-complex sentences
Step.2 division dividing into 4 classes based on volitionality

Ej Ej Ej Ej <= linguistic tests
A 4

Step.3 classification  classifying them into causal relations

I e s

cause effect
precond means others...

morphological analysis, dependency structure analysis

Figure 5.2 Workflow for investigating frequency distribution

From Table 5.2, we can see that the word O O is most frequently used as
an adverbial connective marker accompanying a verb phrase that constitutes an
adverbial subordinate clause (see Table 5.2-(a)). Hereafter, sentences including
such clauses will be referred to as 0 O -complex sentences. We were pleased
to observe this tendency because, as argued in Section 2.2.1, the acquisition from
complex sentences with adverbial subordinate clauses is expected to be easier than
from sentences with other types of clues such as nominal phrases (see Table 5.2-
(b)). Based on this preliminary survey, we restrict our attention to 00 00 -complex

sentences.

5.4 Procedure

We assembled a collection of data for examining the distribution of implicitly

held causal relations in O O -complex sentences as follows] see also Figure 5.2}

Step 1: collection. We first took random samples from a newspaper article
corpus of 1000 sentences that were automatically categorized into O O -
complex sentences. Removing interrogative sentences and sentences from
which a subordinate-matrix clause pair was not properly extracted due to

preprocessingl] morphological analysis and dependency structure analysis[
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all day | | sunny-ing-PAST laundry-Nom | | well || dry-pAsT
A B

subordinate clause (SC) matrix clause (MC)

l Extracting proposition 1
£\ 2\

—B Bhd HEY-H &< 724

all day sunny laundry-Nom | | well dry
Ax-TLV% A -t
x x -1z

Figure 5.3 Proposition extraction

errors, we were left with 994 remaining sentences. These 994 sentences
fulfill the condition of c1 for the adverbial verb phrase. We refer to this set

of sentences as Sj.

Step 2: division. We extracted the proposition from each subordinate and ma-
trix clause of sentences in §;. We removed the modality elements attached
to the end of the head verb which is the verb in bunsetsu phrase “A” or
“B”. An example is shown in Figure 5.3. The remaining elements were
considered the proposition. By this operation, some modality information
such as tense or passive voice information was erased. Hereafter, we refer
to the extracted proposition as the clause. Next, we manually divided the
994 samples into four classes depending on the combination of volitionality

O volitional action or non-volitional SOAOin the subordinate and matrix
clauses. Volitionality was judged using the linguistic tests described in the
next section. The frequency distribution of the four classesd A — DOis
shown in the left-hand side of Table 5.3. The clause pairs classified into
the class A fulfill the necessary conditions for the cause relation, the clause
pairs classified into the classes B and C fulfill the necessary conditions for

the effect relation and the precond relation, and the clause pairs classified
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Table 5.3. Distribution of causal relations in [0 0 -complex sentences in Sy

O SC denotes the subordinate clause and MC denotes the matrix clause. Acts and
SOA; denote an event referred to by the SC, and Act,, and SOA,, denote an event
referred to by the MC.O

class | SC MC | frequency Most frequent relation and its ratio
A SOA  SOA 229 cause(SOAg, SOA,,) 0.96 (220/229)
B Act  SOA 161 effect(Acts, SOA,,) 0.93 (149/161)
C | SOA  Act 225 precond (SOAg, Act,) 0.90 (202/225)
D Act Act 379 means(Act,,, Acty) 0.85 (323/379)
total 994 0.90 (894/994)

B T[..]&EWSTEELTLY,
f

linguistic template —»

slot

target expression [EZFA®D
candidate expression B T[[EZFAHD | ELVHITEELT=LY,

Figure 5.4 Linguistic template

into the class D fulfill the necessary condition for the means relation?.

Step 3: classification. We then examined the distribution of the causal rela-
tions we could acquire from the samples of each class using the linguistic
tests exemplified in Table 2.1. The details of the linguistic tests for judging

the causal relations will be described in more detail in the next section.

5.4.1 Linguistic tests

31t should be noted that it is not always possible to confirm that the same agents condition
is fulfilled.
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A linguistic test is a method for judging whether a linguistic expression, nor-
mally a sentence, conforms to a given set of rules. We call the sentence that we
wish to judge a target expression. The rules are realized as a linguistic template,
a linguistic expression including several slots as shown in Figure 5.4.

In practice, a linguistic test is usually applied using the following steps:
1. Preparing the templates.

2. Embedding the target expression in the slots of the template to form a

candidate sentence.

3. If the candidate sentence is judged to be correct syntactically and seman-
tically, the target expression is judged to conform to the rules. If the can-
didate sentence is determined to be incorrect, the target is judged non-

conforming.

Linguistic tests for judging volitionality

We prepared 4 templates for volitionality judgments as follows:

vol t1 O 0O-0O [...]0-00-00-0 u-ood
by oneself the thing that | ... | -Acc  want to do

vol t2 0O 0O-0O [...]0-00-00-0 go-ggg-ogn
by oneself  the thing that [ ... | -aAcc  will do

vol t3 0O 0-0 [..]0-00-00-0 go-obo-o-oobogd
by oneself  the thing that [ ... | -Acc  will do

vol t4 O 0O-00O [..]0-00-00-0 g-od-o-ood
by oneself  the thing that [ ... | -AcC  not want to do

The square brackets indicate the slot in which the target expression is embed-
ded. If a candidate sentence is determined to be correct by a human subject, the
embedded target is judged to be a volitional action. On the other hand, if the
candidate sentence is incorrect, this template is rejected, and another is tried.
If all templates are tried without success, the target expression is judged to be

a non-volitional SOA. The following are examples of this process. In each case,
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the first item shows a target expression, the middle item or items show candidate
sentences, and the last item shows the final judgment.

(19) a. O-O 0ooo

store-ACC close
b. 000 [D00O00|0000000O00OOO0OOO

c. volitional action

(20) a. 0O0O-00-0 0oooo

stock market-NOM downturn
b.*000 000000000 |OD0OO00O00ODOOO0O
c. *000 000000000 |0DODOO0O0DO0O0DOOOODODOO
d. *000 0000000000000 00ooooooog
e. *000 0000000000000 0OOOOODODOOO

f. non-volitional SOA

Linguistic tests for judging causal relations

We prepared 3 to 7 templates for each causal relation as follows:
e cause

cautl [SOA|OODOODOOCO-O ogdgd oo-go-ogn
[ SOA | O thatO thing-NOM happen as a result of
goaad [SOA |0 0000 0O0-0 ggon
usually [SOA ] O thatO thing-NOM happen

caut2 [SOA|00O0OO0 O0OO0-0-00
[ SOA | O thatd state-TOPIC
gogd [SOA|] 00000 0OO0-0-000
usually [SOA ] O thatD become
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caut3 [SOA |0 O0D00O0OOO-O0-0-000 000000
[SOA ] O thatO become-if it-based on
gogd [SOA 00000 0O0-0-000
usually [SOA ] 0O thatd  become

effect

eff 1 [Act |]O0O00O0O OO-0 OO-00

[ Act | O thatOd thing-ACcC execute
gooo [SOA|ODO0O0D0O0O00-O good
usually [ SOA ] O thatO thing-NOM happen

eff 2 [Act |OD0DO00OO0O-O gog-oo go-ggn
[ Act | O thatO thing-AcC execute-when as a result of
o0 [SOA|0D0O0OD0OO0 OO-0-000
usually [ SOA ] O thatOd state-DAT-happen

eff 3 [Act |OD0OD00OO0 UOO-0 OO0O-00-00
[ Act | O thatO thing-AcC execute-thing-TOPIC
OO0 [SOAJO0O0OOO0 oOo-O oo
usually [SOA ] O thatO state-acc  keep

precond

pre.l [SOA 00000 0O-0-00

[SOA ] 0O thatd  state-TOPIC
goad [Act |]OO0OOO OO-O gano
usually [ Act] O thatO thing-ACC execute

pre.2 [SOA 00000 O0O-0-00

[ SOA | O thatOd  state-TOPIC
gogd [Act |]OODODOO 0OO-O gdno
usually [ Act ] O thatO thing-ACC execute

pre.3 [SOA |0 0000 ODO-0O-00-000
[ SOA| O thatD  become-when
gogd [Act |ODO0ODOO DO -O ggo
usually [ Act ] 0O thatO thing-AcC execute
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® means

mea 1 X-0 [Act |0000000-0 O0OOO OO OO-0000
X-NOM [ Act | O thatOthing-AcC realize it by means of
X0 [Act|DO00OO0ODOOO-O OO-O0-0 OOOO-OD-00O0
X-NOM [ Act |0 thatO thing-ACC execute-thing-TOPIC  plausible

mea 2 X-0 [Act |000000O0-0 ODODOO OO O0O-00O00O
X-NOM [ Act | O thatOd thing-AcC realize it by means of

X0 [Act|DO000D0OCDO-0 OOO-0-0 DOOO-0-000

X-NoMm [Act | O thatO thing-AcC execute-thing-TOPIC — plausible

mea 3 X-U [Act |000000O0-0 ODOOO OO OO-0000
X-NOM [ Act | O thatO thing-AccC realize it by means of
X-O [Act] 0-0 O0O000-0-000
X-NOM [ Act |  thing-TOPIC plausible
mea 4 X-0 [Act |0D00000O0O-O oo-00-000o0
X-NoM [ Act | O thatO thing-ACC execute-as a result of
X0 [Act|00000C0O0-0 OO0
X-NOM [ Act | O thatO thing-ACC execute
mea 5 X-O [Act |D00000O0O-O go-o0o0-000don
X-NoM [ Act | O thatO thing-AcC execute-as a result of
X-O [Act] 0-0-000
X-NoM [ Act] thing-copuLA
mea 6 X-O [Act |D0000O0O0O-O go-oo-00don
X-NoM [ Act | O thatO thing-ACC execute-as a result of
X0 [Act|0D00O0OOO-O good
X-NOM [Act] O thatd thing-AcC can execute

mea 7 X-O [Act|]00000 OO-0 ODO-0000O
X-NOoM [ Act | O thatO thing-GEN as part of
X0 [Act|0000DOODO-0 ODO-0-0 DOOO-OD-O00O
X-NoMm [Act ] O thatO thing-AcC execute plausible

We embed the subordinate clause and matrix clause in the slots of the tem-

plates to form candidate sentences. If a candidate sentence is determined to be
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correct, the causal relation corresponding to the particular template used is as-
sumed to hold between the clauses. If the candidate sentence is incorrect, this
template is rejected, and another is tried. If all templates are tried without suc-
cess, the candidate sentence contains a relation unclassifiable within our typology
and is assigned to the class “others”.

The expressions [ 0 0 OO oftend or O 11 usuallydin templates indicate a
pragmatic constraint on the inevitability of the relationship between any two
events: that is, the relations indicated by these words usually have a high degree
of inevitability. For example, a causal relation can be said to exist between
two events shown in (21a) . However, we are able to recognize the sentence in
(21b) which contains the expression 00 (I usually Jas incorrect, since the relation

possesses a very low degree of inevitability.

(21) a. OODO-O Ooooad 0o0d-0 oood-od
lottary-AcC  buy-PAST-when  first prize-NOM  win-PAST.

b. *000-O oooo ofd 0O0-0 oood
lottary-AcC ~ buy-when wusually first prize-NOM  win.

This constraint affect judgments which are made based on inevitability, therefore,
causal relations with a very low degree of inevitability can be rejected.

The following are examples of judgment process. In each case, the first item
shows a sentence including target expressions, the middle item or items show

candidate sentences, and the last item shows the final judgment.

(22) a. 0O0O-O ogoo-0-0o0 0-0 oooagd
market-NOM  downturn-PAST-tame store-ACC close

b. [0000000|00000O0OO0ODO [DODDOOO|00000O0

c. precond relation

(23) a. OODO-O gogoo-obono  obo-0 bo-0000d

coastline-ACC exploit-tameni  survey finish

b. *[00000000|000000000O0OOOOODOOD [DOOOO
0)0000o00
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c. ...
d. O no templates are correct

e. others relation

Reliability of judgments

Volitionality and causal relations were judged using the linguistic tests. To esti-
mate the reliability of judgments, two human subjects majoring in computational
linguistics annotated the texts with both volitionality and causal relation infor-
mation. We calculated the s statistical measure using 200 annotated samples.
The x value was 0.93 for volitionality, 0.88 for causal relations. This means that
the reliability judgments of both volitionality and causal relations is sufficiently
high.

5.5 Analysis

5.5.1 The marker O [

The right-hand side of Table 5.3 shows the most abundant relation and its ra-
tio for each class A — D. For example, given a [0 [0 -complex sentence, if the
subordinate clause refers to a volitional action and the matrix clause refers to a
non-volitional SOAO namely, class B[l they are likely to conform to the relation
effect(Acts, SOA,,) with a probability of 0.930 149/1610

The following are examples of the most abundant relation in a given clasd] for

further examples of causal relation instances, see Appendix A .

(24) oo-o oooooo-g
in Thailand mangrove-ACC
oooo-00ao Oooo-O ooooo
destroy-PAST-tame flooding-NOM  occur-PAST

Act: OODOOOOOOODOODOO
SOA,,: OOODOODOO
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— effect((00000000000000),(00000000))

(25) oo0-00 ood-0 oO0o-00 oOooo-o oo0o0O
for Beijing ticket-AcC buy-tame to ticket office go-PAST

Act: OOOODOOODO
Act,,: OOOOOOO

— means((0000000)Y),(000000000)Y)

The following are examples of cases where the most abundant relation in a

given class did not hold. Hereafter, we refer to these as others relations.

(26) a. oo-o oo-gd oo0o00-00-0-00-0-00
company-GEN growth-NOM can be expected-tame
O0-0 DOo-0000d

growing tendency

[0 Although this sentence fulfills the necessary condition for the cause

relation, it is rejected for all of the templates in linguistic test.[]

b. 0000 goog-ud gog-o gob-40d odgoogogo

manyl] audiencel] contain-tame hall-TOPIC  sector be

[0 Although this sentence fulfills the necessary condition for the effect

relation, it is rejected for all of the templates in linguistic test.

C. 0ooo-o 0o-gd 0o-d ogoo-gooo
old instrument-NOM stage-GEN temperature-DAT accustom-tamens
ogooooo-o go-ogd ooo-oo

orchestra about 10 min. key-PAST

OO Although this sentence fulfills the necessary condition for the precond

relation, it is rejected for all of the templates in linguistic test.[

The distribution shown in Table 5.3 is quite suggestive. As far as 0O 0 -
complex sentences are concerned, if one can determine the value of the voli-

tionality of the subordinate and matrix clauses, one can classify samples, that
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is, subordinate and matrix clauses pairs indicating each different event extracted
from O [0 -complex sentences into the four relations — cause, effect, precond and
means — with precision of 85% or more. Motivated by this observation, in the
next chapter we first address the issue of automatic estimation of clausal volition-

ality before moving onto the issue of automatic classification of causal relations.

5.5.2 Other markers

We attempted the same procedure outlined in Section 5.4 using the other five
cue phrases on a small sample set. The cue phrases and data sizes used in this

investigation are as follows:

cue phrase data size
OO0 O becausel 1000
00 O if0 200
00 0 if0d 200
O O butd 200
00 O butd 200

In order to apply the linguistic tests to the cue phrases 0 and OO, we

developed a minor variation of candidate sentence generation as described below.

o [f a target expression located in the matrix clause includes a negative ex-
pression, we remove the negative expression from the target expression. We
then embed the resulting target expression in the slots of the templates to

form the candidate sentences.

(27) oo-0 oo0oo-0-00 0o0og-d oooo-00
father-Nom die-PAST-noni to funeral rush-not

Act,,: OO OO goodg-oo

to funeral rush-not
— 0goong ooooo
to funeral rush
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o [f a target expression located in the matrix clause does not include a neg-
ative expression, we add a negative expression onto it. We then embed
the resulting target expression in the slots of the templates to form the

candidate sentences.

(28) 0 -0 oo-od O-0 OO0
sun-NOM  shine-noni rain
SOA,,: OO OO
rain
— 00 oo-od

rain-not

The results for each cue phrase are shown in Table 5.4 to Table 5.8. Looking
at the tables, it is clear that these five cue phrases are of less use than [0 O due to
the fact that almost half of the samples were not classifiable within our typology
of causal relations. The word 00 O has a relatively similar distribution to O O as
compared to the other four cue phrases. However, no samples were classified as
the means relations.

Based on the above results, in this thesis we do not use these five cue phrases in
the experiments on knowledge acquisition described in Chapter 6 and Chapter 7.

The following (29) are sample sentences from which extracted subordinate
and matrix clause pairs were identified as eitheil] adcausal relations o] b0 non-
causal relations within our typology. The samples are grouped according to cue

phrase.
(29) O 00O nodeO

a. Ug-0o0o-0g0 gooo-0O goooo

cold-become-node health condition-AcC  worry

O precond relation

b. 0O40-0 0o-o 0o-gd 0o-00
plant-TOPIC environment-GEN change-cause blight-node
ooo oooo-od good
frequent  resite-TOPIC  avoid

O others relation
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O 000 rebald

a. go-o gooog-gf gbooo-g ogoobn

economic downturn-NOM become serious-reba debt burden-NOM increase

O cause relationd

b. 00O u-0 g-oo HEN -0 gdd

good condition-case-also be-reba bad condition-case-also be

O others relationd

0 ddgd tare
a. OQO0O-0O O-00d 00-0 Oooooo
side effect-NOM experience-tara  take medicine-ACC stop

O precond relation]

b. O-0O oo0-0 O0-00-00 00000 O00-0 Ooooo
book tidy up-Acc doing-tara interesting thing-NOM  find-PAST

O others relationd

0odgd ged
a. oo-0o-0o oo-gd oooo-0o
high interest rates-cause order entry-NOM  low growth-ga
Ooo0oo-0 ooooo
full-produce-Acc continue

O precond relation[]

b. 0o-gd oo-o-0 0gd-gd U d-0 Oo0-0d0d
murder-TOPIC decrease—ﬂ rob-GEN number--nom increase-PAST

O others relation
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O 000 nont O

a. O 0O-O 0-0 oggd-gg 0 -0 go-ggd
fee-ACC double do-PAST-noni  visitor-NOM  increase-PAST
O effect relation

b. O0O-0O go-00 go-go gd-g god

to office  go-moni  from apartment bus-AcC  get on

O others relationd

5.6 Summary

In this chapter we described the data collection procedure, and the results of
investigating the distribution of causal relations in Japanese newspaper articles.
As shown in Table 5.3, the distribution is quite suggestive. The subordinate
clause, matrix clause pairs extracted from O O -complex sentences indicate events
and can be classified into the four relation types — cause, effect, precond and
means — with a precision of 85% or more.

Based on these results, we attempt to automatically acquire causal knowledge
from [0 [0 -complex sentences as described in Chapter 7. Note that the difficulty
of acquiring causal knowledge depends on the characteristics of the target cue
phrases. In the case of 00 0 we can focus on classifying causal relations without
worrying about the degree of inevitability implicit in relations between events
thanks to the pragmatic constraint on inevitability in [ [0 -complex sentences.
However, when focusing on cue phrases with a lower degree of inevitability than
0 O such as O 00 if(], in addition to classifying causal relations, it is necessary

to take account of the framework that determines the degree of inevitability.
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Table 5.4 Distribution of causal relations in sentences including node

class SC MC | frequency Most frequent relation and its ratio
A SOA  SOA 337 causkl SOA,, SOA,,O 0.88 0 297/3370
B Act SOA 180 effedt] Act,, SOA,,O 0.93 0 160/1800
C SOA Act 310 precond) SOA, Act,,,0| 0.81 0 251/3100
D Act Act 151 — 0 00/1510
total 978 0.72 0 708/9780

Table 5.5 Distribution of causal relations in sentences including reba

class SC MC | frequency Most frequent relation and its ratio
A SOA  SOA 55 caust]l SOA;, SOA,, 0| 0.73 0 40/550
B Act SOA 80 effedt] Act,, SOA,,O 0.33 0 26/800
C SOA Act 25 precond) SOA, Act,,, 0| 0.56 O 14/250
D Act Act 22 — 0 0 0/220
total 182 0.44 0 80/1820

Table 5.6 Distribution of causal relations in sentences including tara

class SC MC | frequency Most frequent relation and its ratio
A SOA  SOA 45 caust]l SOA;, SOA,, 0| 0.38 0 17/450
B Act SOA 65 effedt] Act,, SOA,,O 0.34 0 22/650
C SOA Act 44 precond) SOA, Act,,, 0| 0.50 O 22/440
D Act Act 27 — 0 00/270
total 181 0.34 0 61/1810
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Table 5.7 Distribution of causal relations in sentences including ga

class SC MC | frequency Most frequent relation and its ratio
A SOA  SOA 86 causkl SOA,, SOA,,O 0.17 0 15/860
B Act SOA 44 — 0 0 0/440
C SOA  Act 28 precond] SOA,, Act,,,0| 0.32 09/280
D Act Act 31 — 0 00/310
total 189 0.13 0 24/1890

Table 5.8 Distribution of causal relations in sentences including nons

class SC MC | frequency Most frequent relation and its ratio
A SOA  SOA 105 caust]l SOA;, SOA,, 0| 0.40 O 42/1050
B Act SOA 27 effed] Act,, SOA,, O 0.37 0 10/270
C SOA Act 31 precontl SOA,, Act,, 0| 0.74 0 23/310
D | Act  Act 24 — 0 00/240
total 187 0.40 O 75/1870
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Chapter 6

Estimation of volitionality

6.1 Introduction

As discussed above, to acquire causal knowledge, it is important to estimate the
volitionalityl volitional action or non-volitional SOA O of the clauses. Hereafter,
we call volitionality of the clause clausal volitionality. In the fields of linguistics,
works have been done on volitionality of verbs as one of the mood attributed] we
call volitionality of the verb wverbal volitionalityll However, no work has been
done on volitionality over larger linguistic segments such as phrases and clauses.

In this chapter, we present our approach to estimating clausal volitionality.

6.2 Feature discovery

What factors are used to characterize clausal volitionality? In this section, before

describing our estimation method, we describe some of these factors.

6.2.1 Contextual ambiguity

Clausal volitionality depends mostly on the verb in a clause, more precisely, it
depends on verbal volitionality. That is, if certain clauses contain the same verb,
volitionality of these clauses also tends to be the same. For example, in the set
S1 which includes 1988 clauses, there are 720 different verbs, 299 of which occur
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2 times or more. Of these 299 verbs, 227 occurred exclusively in clauses sharing
the same clausal volitionality.

Nevertheless, there are some counterexamples. Some samples were found to
depend on other contextual factors. For example, both the subordinate clause of
(30a) and the matrix clause of (30b) contain the same verb 0 O 0O [ expand[,
however (30a) refers to a volitional action and (30b) refers to a non-volitional

SOA.

(30) a. gooo-O0 gooo-oo goboobggd

production ability-AcC  expand-tame  make plant investment

b. 000O-0 O0O00ODOO oooo-o ooooo
cost-NOM  reduce-PAST-tame  profit-NOM expand-PAST

6.2.2 Verbal volitionality

Here we introduce some work related to verbal volitionality.

IPA verb dictionary [7]

The IPA verb dictionary is a manually annotated resource including informa-
tion about verbal volitionality. All information in this dictionary is very accurate,
and is frequently used in linguistic analysis. However, it has one major drawback
which is its small scale. Figure 6.1 shows the relationship between number of
sentences from newspaper articles, and number of verb entries in the dictionary,
for verbs appearing in the sentences. Triangles in the graph refer to the results
using ChaSen’s dictionary. Squares refer to the results when using the IPA verb
dictionary. We can see from this graph that the IPA verb dictionary has very
few entries in comparison with the number of verb entries that appear in the
newspaper articles. Furthermore, some verbs in the IPA dictionary are assigned
more than one volitionality value leading to ambiguity. Nakagawa et al. [56]
tried to achieve disambiguation of verbal volitionality in the IPA verb dictionary

using simple heuristic rules. However their rules are not accurate because no
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Figure 6.1. The number of verbs in the IPAL dictionary and ChaSen’s dictionary

consideration of context is taken at all. Based on the above factors, the IPA verb

dictionary is likely to be of little use in estimating clausal volitionality.

Adverbs of subject aspect [58]
Nitta [58] tried to analyze and systematically describe adverbial modifiers.
He asserts that there is a category of adverbs specifically related to the volition-
ality of verbs, called adverbs of subject aspect, such as 0 00 (10 dared, 0 00 O
O reluctantlyd, 0 O 0O [ promptly D and O O OO0 [ to the best of one’s ability [
These adverbs have the characteristic of often co-occurring with a volitional verb

in the sentence. The following are example sentences.

(31) a. OO-O Ooo-gd Ooo0gdn 00-00
Taro-TOPIC  on Sunday reluctantly  work-PAST

b. *00-0 Oooaono oo-0 0OO0-00
Hanako-TOPIC reluctantly cold catch-PAST

That means that if one of these adverbs of subject aspect occurs in a sentence,
the modified verb is volitional.

Unfortunately, these adverbs, is though appearing to offer promising cues, are
entirely absent from the sample sentences. This reflects the nature of newspaper

articles which generally adopt on objective point of view.
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Transitivity

Transitivity of verbs is one factor that can be used to characterize verbs. Verbs
can be divided into two types based on their transitivity. One type is transitive
verbs such as O 0O [ eat[d as in the sentence O OO OO0 OO OO Taro eats
vegetables[l Transitive verbs take a direct object, which in this case is [0 [

O vegetables[] The other type is intransitive verbs such as O [1J rise[] as in the
sentence J 0 0 000 OO O The sun rises in the east[l Intransitive verbs do
not take any object.

Transitive verbs usually express a volitional action. However, it is by no means
always the case that there is a correspondence between the transitivity of a verb
and verbal volitionality. Some verbs are transitive, but non-volitional such as [
O 0 losed, as in the sentence O 0 U O OO O I0 lost some moneyd . Other
verbs are intransitive, but volitional such as O [1J walk[, as in the sentence O
00000000 I0walk around the park .

The IPA dictionary and adverbs of subject aspect are unsuitable for our pur-
poses, and while transitivity is useful, it does not offer a complete solution. There-
fore, we need to incorporate additional factors in order to estimate clausal voli-
tionality with high accuracy. As a result of analyzing the [0 [ -complex sentences
in &1, we found other factors in addition to the verb that help determine clausal
volitionality.

- A clause tends to be non-volitional SOA when the agent is not a person or

an organization.

- The volitionality value of a clause tends to change depending on whether it

appears as a subordinate clause or a matrix clause.

- The volitionality value of a clause tends to change based on modality, such

as tense.

6.3 Estimation of volitionality using SVMs

Based on the above findings, we investigated experimentally how accurately

clausal volitionality] volitional action or non-volitional SOA of clauses can be
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estimated using Support Vector Machines — an accurate binary classification al-
gorithm.

6.3.1 Experimental conditions
Support vector machines

Support Vector Machines'] SVMs[ are binary classifiers, originally proposed by
Vapnik [80]. SVMs have performed with high accuracy in various task, such as
text categorization, bio-informatics and face identification. In this work, we use
the TinySVM! software package.

In this experiment, using only intra-clause information, we created a separate
classifier for each clause type since we found little evidence of a correlation be-
tween the clausal volitionality of a matrix clauses and a subordinate clause. We
used the quadratic polynomial kernel as the kernel function.

Though we omit here details of the algorithm, note that in most cases the
generalization performance of SVMs does not depend on the dimensionality of
the feature space. And, the kernel function we use can deal with non-linear
classification by means of an implicit mapping of the original feature space into
a high dimensional space. In particular, the polynomial kernel function makes it

possible to deal with any combination of features.

Features

Table 6.30 at the end of this chaptershows the features we used to represent
the clauses in the sentences. Fortunately, the verbal features which provide the
most important information, can be easily extracted from the dictionaries: the
EDR concept dictionary, the dictionary incorporated in the ALT-J/E translation
system, and NTT Goi-Taikei. The case and modality information can also be
extracted using simple pattern matching rules. While almost all features can be
extracted automatically, it is not so easy to extract agent information. Phrases
to represent agents usually do not appear overtly in Japanese complex sentences
such as the sentences shown in (30) presented in Section 6.2.1. In the field of

NLP, ellipsis resolution is well-known as a very difficult task. In this experiment,

! Available from http://cl.aist-nara.ac.jp/ taku-ku/software/TinySVM/
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Table 6.1 Ratio of volitionality for each clause type

frequency
Act / SOA  total
S | Subordinate clause | 539 / 455 994
Matrix clause | 603 / 391 994
S | Subordinate clause | 613 / 372 985
Matrix clause | 650 / 335 985

we implemented a simple agent feature extractor with a precision of about 60%
instead of attempting to implement an ellipsis resolution component. This means
agent information extraction is not perfect due to ellipsis. The effect of this source

of error is described in the next section.

Data

We used all the sentences in S;00 described in a previous chapter as training
samples and a new set of [0 [0 -complex sentences, Sy as test samples. The set
Sy includes 985 0 O -complex sentences. This set was created using the same
procedure as §;. We first sampled 1000 random sentences from a newspaper
article corpus issued in a different year than S;. We then removed interrogative
sentences and sentences from which a subordinate-matrix clause pair was not
properly extracted due to preprocessing errors, leaving us with 985 test samples.
We extracted subordinate and matrix clauses from &; and S; respectively using a
set of heuristic rules. The frequency distributions of clausal volitionality for both
S; and Sy are shown in Table 6.1.

6.3.2 Results

Table 6.2 shows the results. The values in Table 6.2 denote accuracy which is
calculated by dividing the number of correct samples by the total number of
samples. The row “Sc & Mc” is the accuracy when estimating both subordinate
and matrix clauses in the same sentence. The column “SVM?2” denotes accuracy

in the case where a classifier is trained using all the features shown in Table 6.3.
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Table 6.2 Accuracy of volitionality estimation

BL1 BL2 SVM1 SVM2
Subordinate clause | 0.622 0.803 0.841  0.885
Matrix clause | 0.660 0.864 0.879  0.888

Sc & Mc | 0.474 0.686 0.784  0.867

The column “SVM1” denotes accuracy in the case where a classifier is trained
using all the features shown in Table 6.3 except agent information. The columns
“BL1” and “BL2” denote accuracy for the baseline. “BL11” is a very simple model
which outputs volitional action all the time because the frequency of appearance
of a clause with volitional action is greater than the frequency with non-volitional
SOAL see Table 6.10 “BL2” denotes the accuracy achieved by applying a simple

classification strategy as follows:

BL2: voting strategy [0 alJif a verb of an input clause appeared in the training
set, the clause is classified by a majority vote, and] bJif the voting is even
or the verb is not present in the training set, the clause is classified as

volitional action by default.

Table 6.2 offers several insights. First, the accuracy of “BL2” is an improve-
ment on the accuracy of “BL1”7. This result suggests that verb information is
useful in performing clausal volitionality estimation. Second, the results obtained
using SVMs are an improvement on the baseline accuracy. The case feature and
the modality feature are responsible for this improvement because the accuracy
of both “SVM1” and “SVM2” is greater than that of “BL2”. Comparison of the
accuracy of “SVM1” and “SVM2” shows that agent information also contributes

to improved accuracy.

Introducing a reliability metric

Next, we introduced a reliability metric to further improve accuracy. When
the reliability of volitionality estimate is known, the accuracy of automatic clas-
sification of causal relations can be improved by removing samples where the

reliability value is low.

76



1

0.98

06 i

0.94

Accuracy

0.92 -

0.9 - subordinate clause
matrix clause -------—-

0.88

0 01 02 03 04 05 06 07 08 09 1
Coverage

Figure 6.2 Coverage-accuracy curves for clausal volitionality estimation

To estimate the reliability, we used the absolute values of the discriminant
function] the distances from the hyperplaned output by the SVMs. We set a
reliability threshold value o, thus ensuring that a judgment would only be output
for a given sample when the reliability was greater than o.

We applied this metric to the results of “SVM2”. By varying o, we obtained
the coverage-accuracy curves of Figure 6.2 where:

_ # of samples output by the model
Coverage = # of number of all samples

_ # of samples correctly output by the model
- # of samples output by the model

Accuracy

Figure 6.2 indicates that when the threshold value is increased, the number of
samples output decreases and coverage is low. The accuracy in the case of low
coverage is higher than that in the case of high coverage. These results confirm
that it is possible to produce clausal volitionality estimates with a very high

confidence level.

6.4 Summary

In this chapter, we described volitionality estimation. Although clausal volition-

ality often corresponds to verbal volitionality, it is slightly different due to the
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presence of additional contextual information. By using a machine learning ap-
proach to include this contextual information, we achieved promising results for

clausal volitionality estimation.
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Table 6.3 Feature set used for volitionality estimation

V:Verb C:Case M:Modality

class — descriptions

V Word — a base form item

V EDR — Four features indicating the verb class given by the EDR concept
dictionary [83]: O 10true if the verb is “0 (0 movementd” or “0 [ action”,
false otherwise; 00 20 true if the verb is “00 0 state, “00 [1J change[T or
[0 I phenomenon [T, false otherwise; 0 30true if bothd 10andd 20are true;

0 40 true if none of the above is true.

V ALT-J/E — A set of binary features indicating the verb class given by the
dictionary incorporated in the ALT-J/E translation system [27, 26]: “0 0 O
[0 stated”, “00 0 O [J continuous situationd”, “00 O O [IJ momentary situa-
tion1”, “00 0 I intransitived”, “00 0 I transitive[d”, “0 0 0O I auxiliary[d”,
“00 0T potential 07, “00 0 O [ spontaneous”, “00 O O I causatived”,
“0 OO passivizabled”, “0 00 O O J indirect-passivizable[d ”.

V Goi-Taikei — Verbal semantic attributes in NTT Goi-Taikei [26].

C Marker — [0 noMmO, OO accO
C Element — The concept of case element described in NTT Goi-Taikei [26].

M Tense — -[11 PRESENT[I form or -[10 PAST[ form.

M Aspect — -0 O I -ing form or not.

M Voice — -0 [IJ passIVEO form or not. -0 (00 CAUSATIVE[ form or not.
M Potential — -00 O [1J poSSIBE[] form or not.

M Negative — -0 [IJ NEG [ form or not.

Agent — Whether or not the agent is a human or an organization.
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Chapter 7

Automatic acquisition of causal

knowledge

7.1 Introduction

In this chapter, we describe an experiment designed to assess how accurately
causal relation instances can automatically be acquired. As shown in Figure 2.2,
represented here as Figure 7.1, the process consists of two main phases. We
implemented a high precision rule based proposition extractor for the first phase
using existing NLP techniques. In this chapter we describe our approach to
automatic identificationd classification] of causal relations.

In Chapter 5, we described the distribution of causal relations in Japanese
newspaper articles. It was demonstrate that the pairs of subordinate and matrix
clauses in the [0 O -complex sentences can be classified by hand into the causal
relation classes within our typology with a precision of 85% or more. In Chapter 6,
we showed that it is possible to achieve clausal volitionality estimation with good
accuracy using a machine learning approach.

Based on these findings, we attempted to identify causal relation instances
contained in O [0 -complex sentences. Clausal volitionality was used as a feature
in performing classification. We used five classes — cause, effect, precond, means
and others relation classes. The others class contains relation instances which
were categorirzed into the others class during the investigation of distribution of

causal relations described in Chapter 5. We again used SVMs as the classifier.
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Figure 7.1 Knowledge acquisition workflow

7.2 Automatic identification using SV Ms

7.2.1 Procedure

It seems likely that when the degree of confidence in clausal volitionality estima-
tion is low a sample could be incorrectly identified since clausal volitionality is
a major factor used in classifying the sample. Based on this assumption, we use

the following procedure for the identification of causal relations.

Step A: clausal volitionality estimation A subordinate clause / matrix clause
pair is extracted from an input O O -complex sentence. The clausal voli-
tionality for each clause is also estimated with a given degree of confidence.
Hereafter, the degree of confidence of a subordinate clause is referred as

confs and that of a matrix clause is referred as conf,,.

Step B: filtering Suppose that a threshold for the degree of confidence of sub-
ordinate clauses is o, and a threshold for the degree of confidence of matrix
clauses is 0,,. If conf, > o, and conf,, > o,, then go on to Step C, otherwise
classify into the others relation class deterministically and the procedure is
finished. Although this step reduces recall, our hope is that it increase

precision.
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Step C: classification Classify the sample into a causal relation class using
SVMs. The one-versus-rest method was used so that we could apply SVMs
to multiple classifications. When the discriminant function value acquired
from two or more classifiers with this method was positive, the classifier

with the maximum function value was ultimately selected.

7.2.2 Experimental conditions
Features

The features we used are as follows:

f1. The clausal volitionality estimated by the technique described in the previous

chapter,
f2. All the features except “V word” shown in Table 6.3, and
f3. Whether the agents of the two clauses in the sentence are the same.

The third, agent correspondence feature can be automatically extracted by
using the technique described in Nakaiwa et al. [57] with a high level of precision.
However, in this experiment, we were unable to implement this method due to
the unavailabling of the detailed linguistic rules required for implementation of

this technique. Instead, a simple rule-based extractor was used.

Data

The data are the same as those in Section 6.3. We used the sentences in S; as
training samples and S, as test samples. We first estimated the clausal volition-
ality and its reliability using all the training data in §;. We then removed about
20% of the samples by applying the reliability metric. The remaining samples
were then used to train the classifiers for the causal relations.

The distribution of the causal relations in O O -complex sentences in Sy is
shown in Table 7.1. The notations in this table follow those in Table 5.3.
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Table 7.1 Distribution of causal relations in 0 [0 -complex sentences in S

class Most frequent relation and its ratio
A cause(SOA4, SOA,,) 0.98 (193/196)
B effect(Acts, SOA,,) 0.78 (108/139)
C precond(SOAg, Act,,) 0.94 (166/176)
D ( (375/474)
( )

means(Act,,, Acts) 0.79 (375/474
0.85 (842/985

Evaluation measure

Classification performance is evaluated using recall and precision, where, for each

causal relation R:

Recall # of samples correctly classified as R
ecall =

# of all samples holding the target relation R

# of samples correctly classified as R

Precision =
# of all samples output as being R

The 3-point averaged precision is also used as a summary of the recall-precision
curves to evaluate each causal relation. This value is the average of precision
at the 3 points corresponding to recall values of 0.25, 0.50, and 0.75. The
recall-precision curves are calculated using the same procedure as described for

reliability in Section 6.3, where the reliability was defined as:
S1 + (81 — 82)

where s; is the maximum discriminant function value obtained through the one-

versus-rest method, and s, is the second highest value.
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Table 7.2 3-point averaged precision] Step B skipped[

3-point averaged precision

feature cause effect precond means
R1: f1 0.883 0.556  0.781  0.869
R2: f2 + 13 0.769 0.588 0.943  0.722

R3: f1 +1f2 413 | 0993 0.854 0.992 0.972
R3 f1 + 127+ 1310995 0864 0.992  0.975

Table 7.3 3-point averaged precision] Step B included ]

3-point averaged precision

feature cause effect  precond  means
R1: f1 0.905t 0.593t+ 0.799t 0.8791
R2: f2 + {3 — — — —

R3: f1+f241£3 [0992 O 0.859+ 0.989 O 0.9841
R3 1+ 122 4+13]0.9961 0.8821 0.9931 0.9881

7.2.3 Results

The results are shown in Table 7.2, Table 7.3, and Figure 7.2'. Table 7.2 shows
the 3-point averaged precision of the causal relation classification where Step B
O filtering is skipped. On the other hand, Table 7.3 shows the results where
Step B is included. Figure 7.2 shows the recall-precision curves corresponding to
Table 7.3.
In this section, we discuss the results from the viewpoint of the effect of clausal
volitionality on the classification. First, we consider the results of Table 7.2. In
Table 7.2, R1 refers to the results in the case where the classifiers were trained

using only f1, clausal volitionality as features. In this case, no information except

!Note that these results were obtained by running both stages of the acquisition process:
proposition extraction and causal relation identification. However, since the first phase is highly

accurate, these results are almost the same as those of automatic classification alone.
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clausal volitionality was used. Therefore, we applied a minor variation of the
classification process, “Step C-forR1” presented later, instead of the one presented
in Section 7.2.1. R2 refers to the results in the case where the classifiers were
trained using 2 and f3. R3 refers to the results in the case where the classifiers

were trained using all the features described in Section 7.2.2.
Step C-forR1:

- If the clausal volitionality of a subordinate clause is estimated to be a non-
volitional SOA and the clausal volitionality of a matrix clause is estimated
to be a non-volitional SOA, classify the sample into the cause relation

class.

- If the clausal volitionality of a subordinate clause is estimated to be a voli-
tional action and the clausal volitionality of a matrix clause is estimated
to be a non-volitional SOA | classify the sample into the effect relation

class.

- If the clausal volitionality of a subordinate clause is estimated to be a non-
volitional SOA and the clausal volitionality of a matrix clause is estimated
to be a volitional action, classify the sample into the precond relation

class.

- If the clausal volitionality of a subordinate clause is estimated to be a voli-
tional action and the clausal volitionality of a matrix clause is estimated
to be a volitional action, classify the sample into the means relation

class.

where the degree of confidence in a causal relation classification is calculated

as confs + confp,.

The accuracy of R1 for each causal relation class is lower than that of R3.
In R1, the error in clausal volitionality estimation is directly responsible for the
error in causal relation classification. The accuracy of R2 is also lower than that
of R3. Comparing R2 and R3, it is clear that clausal volitionality plays an impor-

tant role in classifying causal relations. The results for R1 and R2 demonstrate
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that clausal volitionality is one important factor for causal relation classifica-
tion, however the samples cannot be classified with high precision by considering
clausal volitionality alone. This remark is supported by the observation that the
accuracy of R3 is higher than that of both R1 and R2.

R3’ represents the current upper bound of causal relation classification. These
are the results in the case where the classifiers were trained with the feature in-
formation for the two primitive features, the agent feature and the agent corre-
spondence feature, using a human judge instead of our simple feature extractor
in an effort to avoid machine-induced errors in input data. In comparison be-
tween R3 and R3’ our resultst] R30 do not reach the current upper bound R3’.
However, the different between R3 and R3’ is small. This means that even if the
feature extractor is improved, the significant improvements in the causal relation
classification will not be achieved.

Next, we discuss the effect of step B, the sample filtering process. Table 7.3
shows the results when Step B is included. The up-arrow in Table 7.3 indicates
that the performance improves as a result of the sample filtering process. In this
work, we set the threshold such that 20% of input samples are classified into
the others relation class due to having a lower score than the threshold. For
the most part the results suggest that the sample filtering process contributes
to improving classification. The effect of filtering is especially strong in R1. In
this work, Step B was implemented using a very simple algorithm. It can be
assumed that classification precision can be further increased by using a more

refined measure of the degree of confidence.

7.3 Discussion

How much causal knowledge could be acquired from resources?

Let us estimate the amount of knowledge one can acquire from [0 [0 -complex
sentences in a collection of one year of newspaper articles with a total of approx-
imately 1,500,000 sentences.

Suppose that we want to acquire causal relation instances with a precision of,

say, 99% for the cause relations, 95% for the precond relations and the means
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Figure 7.2 Recall-precision curves for causal relation classification

relations, and 90% for the effect relations. First, it can be seen from Figure 7.2
that we achieved 79% recalld RECU for the cause relations, 30% for the effect
relations, 82% for the precond relations, and 83% for the means relations. Second,
we assume that the frequency ratiosd] FROof these relations to all the 0O O -
complex sentences are as given in Table 7.1. In this case, the frequency ratio of
the cause relations class for example was 193/1000 = 19%. From this, it can
be seen that we achieved 64% recall: 0.198ause x 0.79¢ause 4 .1180¢t 5 0 30elect 4
01755 (.825Ecomd 4 0.38pmeans 5 (.83 = 0.64.

Finally, since we collected about 42,500 O [0 -complex sentences from one year
of newspaper articled] see Table 5.2[0 we expect to acquire over 27,000 instances
of causal relationsd ~ 42,500 x 0.6400 This number accounts for 1.8% of all
sentences] 1,500,000 sentences[] and is not small in comparison to the number
of causal instances included in the Open Mind Common Sense knowledge base
[73] and Marcu’s results [48].

How can the acquired knowledge be applied?

We anticipate using acquired causal knowledge within the framework of case-
based reasoning. Our causal relation instances, as discussed in Section 2.2.3, are
not abstracted as propositional information. A reasonable concern is that when
one applies causal relation instances as inference rules, there will be few input

samples matched to the inference rules. However, even if there are no input
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samples that strictly match any of the inference rules, case-based reasoning can
estimate a similarity value between an input sample and a sample in the memory-
base, i.e. a causal relation instance, by initiating a dynamic abstraction process
in order to discover an appropriate inference rule.

For example, suppose the input samples are:

e I UI0DIODO I Hanako dries the laundry [

e 1000 OMOJ the laundry dries]

In this case, it could be inferred that the effect relation holds between the input
samples when a causal relation instance such as (32) , whose arguments are similar

to the input samples, is included in the memory-base.

(32) effedd (0000000000 ), (000000 )YO
Taro dries the laundry  the laundry dries

Similarly, when an input is only partiale.g. D OO OO OO OO O and the causal
relation instance (32) is in the memory-base, an event D 0 00 OO could be
inferred to happen as aresult of 00O OO OO DODODO.

There are some problems still to be resolved in order to refine the acquired
knowledge. Indeed, there are some constituents in the instances such as ellipses
and pronouns which render the instances incomplete. For example, the second
arguments of the instance (33) would include the constituents O 0 OO in Thai-
land O because the location where the mangrove is destroyed and where flooding

occurred should be the same.

(33) effect( (000 ODOOOOOO OOOO),
[0 someone [ destroy mangrove swamps in Thailand
0¢=00000000 00O0O0)Y)

serious flooding occur] in Thailand 0

Failing to correct for these constituents is likely to result in incorrect inferences.
We therefore need to insert these various missing constituents in order to refine
the acquired causal relation instances.

Furthermore, acquired instances currently contain unnecessary modifiers. These
constituents should be removed in order to refine the acquired knowledge. Un-

fortunately, however, it is hard to determine which constituents are required to
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construct a causal relation instance and which constituents are optional. For ex-
ample, the constituent 0 O [1J coold in (34a) may be required to construct the
cause relation instance (34a) . On the other hand, O O [J in early autumnO in

(34b) may be optional.

(34) a. cause( (OO0 ODODOOOOO),(00000OOOOODO))
cool air is coming  lowest temperature is lower than in a normal

year

b. cause (000 OODOODDOOO),
the number shipped increases in early autumn
(00oooo))
cost of pork falls

To utilize acquired knowledge in applications such as inference systems, we

therefore need to be careful to remove unnecessary modifiers only.

7.4 Summary

In this chapter, we presented accuracy figures for the automatic acquisition of
causal relation instances using our method. By employing machine leaning tech-
niques, we achieved 80% recall with over 95% precision for the cause, precond and
means relations, and 30% recall with 90% precision for the effect relation see
Figure 7.20 Furthermore, the experimental results suggest that one can expect
to acquire over 27,000 instances of causal relations from one year of Japanese

newspaper articles.
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Chapter 8

Acquiring desirability lexical

knowledge from causal knowledge

8.1 Introduction

In this chapter, we describe an application in which we use previously acquired
causal knowledge. The typology of causal relations we employ was originally pro-
posed in the field of discourse understanding research. It might be assumed that
the causal knowledge acquired using the method discussed in the previous chapter
would be of immediate use in a discourse understanding system. Unfortunately
however, we do not have available an implementation of a discourse understand-
ing system. Instead we attempt to utilize causal knowledge in an alternative

application, desirability lexical knowledge acquisition.

8.1.1 Motivation

Automatic extraction of human opinion from text media has attracted a certain
amount of research interest. In particular, one requirement is for a technique for
estimating whether events are considered desirable or undesirable.

Desirability of an event, that is, whether an event is desirable or undesirable,
is sometimes explicitly indicated with cue phrases such as [0 [0 good as in
(35a), which express a subject’s evaluation of the event. On the other hand, it is

sometimes expressed using objective constituents only, such as the sentence
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(35b). In this case, though no explicit cue phrases expressing the subject’s eval-
uation are used, we are able to judge that the event expressed in (35b) is unde-

sirable.

(35) a. OO OO DOOO-O
delicious  good-PAST

b. OO-O000O o-4d oo-ood

picnic-but it rains

It seems that word dictionaries with information about desirability such as “[J
00 good[Jdesirable” and “0 OO bad[Jundesirable” could be useful for estimating
desirability of sentences. However, since desirability depends on a number of
factors such as domain information and the viewpoints of subjects, a low cost
framework for the construction of dictionaries is required.

Given this background, we propose a bootstrap method for acquiring lexical
knowledge about desirability with no human cost, and estimating desirability of
sentences, based on equivalence relations between sentences] with equal desir-
ability valuesl The method consists of three processes: a construction process,
a transition process, and a decomposition process[] described in detail later] In
the transition process, the causal relation instances discussed in previous chapters
are used.

In this chapter, we describe our method for the construction of dictionaries

and experimental results from our investigation into the feasibility of our method.

8.2 Definition of desirability

Desirability of events usually depends on several factors such as how subjects are

involved in the events. We define desirability of events as follows:

Given a specific goal, when subjects achieve the goal or make progress
towards the goal, the event in question is a desirable eventl] we call
a desirable event a positive eventll On the other hand, if subjects
deviate or retreat from the goal, the current event is an undesirable

eventl] we call an undesirable event a negative eventl Events which
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cannot be classed as either desirable or undesirable are considered

neutral.

In this work, we deal with text documents which discuss recycling. We set the
goal to be environmental protection. In this case, events which relate to recycling
such as garbage reduction, paper recycling, and conservation of resources are posi-
tive events. Events which prevent recycling are negative events. The following are
example sentences from documents about recycling where (positive)/(negative)

at the end of sentences refers to the desirability of those sentences.

(36) a. OODOO-0 DO-00-0-0-0 00000 (positive)
steel can recycling-rate-ACC raise
b. 00-0-0 OO0OO0O0O0O-0-0 oogon (positive)

empty can deposit system-NOM  establish

c. 0O-0O00O0-0 OO O-O O0-0-0d O00-00 (positive)
eco-bag-NOM  use store-GEN package paper-NOM use-not

(37) a. OA-O-O oo O-00-0 oood
office automation-NOM develop paper-garbage-NOM explosion
(negative)
b. 000O0DOODOO-0 DOOO O0-00-0-0 oooo
image down-ACC fear  simple-package-DAT-TOPIC passive
(negative)
c. O0DO-0O Ooo0-00-0-0 ooboo-0-0 OoOgo (negative)

regular  collection-agency-TOPIC  adopt-NOM  few

8.3 pn dictionary

8.3.1 Characteristics of pn dictionary

We call a set of word/desirability pairs a pn dictionary. Table 8.1 shows

example entries in our pn dictionary for the recycling domain. One of our aims is
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Table 8.1 Examples of pn dictionary entries

positive entries
0 O -0 O garbage reduction] OO OO J recycled [0 I separatel]
0 O -[10 reprocessed goods]l [ O -0 [IJ garbage separation[]

0 -0 0 -3 low pollution car 0O I collection 0O 0O 11 exceedd
00-000D00O recovered PET bottled 0O [ favorablenessO
negative entries
O00-00-0000000 used PET bottled 00O M throw away
00 -0 escalationd 00 I fearDd 00O -0 [ excess packagingd
0 0O -0 I environmental destruction] [ O [ insufficient O
0 M wasted 0O 0O -0 001 collection costd O O -0 I garbage problem[

to acquire word/desirability pairs and so increase entries in the dictionary. The

entries in the pn dictionary have the following characteristics.

e domain dependent entries

Some entries are independent of domain such as 00 1] happyO and OO
(1] feard On the other hand, other entries are domain dependent such as
00 0003 recycled and O 7 recover[l

e object entries

While single verbs are able to represent an event, nouns are usually not
able to do so in isolation but instead represent an object. To enable us to

interpret nouns as events, we extend the meanings of nouns as follows:

— OBJECT] NOUNLIENTRY-U 000000 OO0
OBJECT] NOUN[LLENTRY-NOM exists [J the garbage exists[]

— OBJECT) NOUNLIENTRY-I OO0 0000 O0O0OO
OBJECT] NOUN[LLENTRY increases O garbage increases[]

— OBJECT NOUNLENTRY-U 0000 0000000000 OO0
There is a lot of OBJECT] NOUNLLENTRY [ there is a lot of garbagel]

In this example, the noun 00 [1J garbage[is interpreted, for example, as
O 00 O O3 the garbage existsll Consequently, since it seems that [0 [
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00O is a negative event, the pair, 0 O /negative is registered in the pn

dictionary.

e compound word entries

It was found that though the same head word occurs sometimes in two
different compound words, the desirability of those compound words is not

necessarily the same, as shown in (38) .

(38) a. OO 00000000 (negative)
used PET bottle

b. 00000000 (positive)
recovered PET bottle

We register both the compound words, and their constituent words in the

pn dictionary.

8.3.2 pn operators

Nagae et al. [54] mention that there are words which cannot specify desirability
in themselves. We treat these words as pn operators which form patterns. The
patterns contain a slot into which other words can be placed] Figure 8.100 When
a word fills the slot in the pattern, desirability of the combination of the pn
operator and the words filling the slot is activated. For example, the word O O

O highOis an example of a pn operator. 0 O in the sentence (39a) and (39b)
cannot specify desirability in itself. However, when a word such as OO OO0 O

[0 proportion recycledOor OO OO0 O OO0 recycling cost fills the slot in the
pattern, the desirability of the sentence is specified.

(39) a. [ 00000 -0 positive | -0 OO prus (positive)
proportion recycled-NOM high

b. | 00000-000 pegative |-0 OO prus (negative)

recycling cost-NOM high
c. | 0000 pegative |-0 00 O jinus (positive)
environmental-load-NOM small
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pattern

b

slot * - *contextual constraint *--  pn operator

Figure 8.1 Pattern

Table 8.2 Examples of pn operators

; O [ highO OO [T increase
prus 000 startd OO M advanceOd
) 00 O decreased 00O M fewO
minus
00 removed OO0 M curbO

d. -0 DO (neutral)

stock price-NOM high

We use as pn operators a selection of words with the meanings of degree, start,
and continuance. Examples are shown in Table 8.2. We assign pn operators an
attribute value of plus or minus, which is registered in the pn dictionary in
the desirability field. When a word fills the slot in a pattern which includes a
pn operator whose attribute value is plus, desirability of the combination of pn
operator and the word filling the slot is equal to that of the word that fills the
slot. On the other hand, if a word fills the slot in a pattern which includes a pn
operator whose attribute value is minus, the desirability of the combination is
the inverse value to that of the word filling the slot of the pattern. That is, if
the word filling in the slot is positive, the desirability value of the combination
will be negative, and if a word filling the slot is negative, the desirability value
of the combination will be positive. The example sentence (39c) illustrates the
inverse case. When desirability of a word filling the slot is neutral, desirability
of the combination is specified as neutral independent of the attribute value of
the pn operator. When a contextual constraint on the pattern] described later[]

which restricts the syntactic structures that can appear between a pn operator

95



and the pattern’s slot is not fulfilled, the pn operator is treated as an ordinary
pn entry whose attribute value is neutral. The contextual constraint allows only
particles between the pn operator and the pattern’s slot. The patterns we use are

as follows:

[ slot 000 Nnom{ [ acc D paT (D GeN I TopICc[T] (8.1)
— pn_operator

0 “ — 7 refers to a dependency relation

In this thesis, we call a body of lexical knowledge such as Table 8.1 and
Table 8.2 a pn dictionary. However, it seems that pn operators may be shared
among different domains since most pn operators have general meanings and are
not domain dependent. Therefore, we aim to develop a method for acquiring
ordinary entries whose attribute values are positive, negative or neutral, and

ignore acquisition of pn operators.

8.4 A bootstrap method

In this section, we describe a bootstrap method for acquiring pn entries and esti-
mating desirability of sentences, using equivalence relations on event desirability.
Causal relation instances are used to identify equivalence relations between sen-
tences. Figure 8.2 shows the method’s workflow. The method consists of the

following three processes:

pn construction: Desirability of a sentence is estimated based on construction

rules and the pn dictionary.

pn transition: Desirability of a sentence is given by another sentence using an

equivalence relation based on equality of desirability of both sentences.

pn decomposition: pn entries are estimated based on desirability of a sentence

and a pn decomposition scheme.

First, when a sentence is composed of words with pn entries such as 0 0 OO

000000 00 the recycling movement is gaining momentum [ desirability
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pn transition

3)

positive * positive &
BERE~0O BAbLN BFFd JHAHEEE  HLEDD

environmental protection interest-NOM increase recycling movement-ACC gain momentum

(4) pn decomposition
(2) pn construction
222%

positive *\
BERe~0 Bist BFd UYAILEBE HLEDHD
s 22? eneutral e plus s positive o plus

™ v
S positive > Eij

register new entries

pn dictiona

Figure 8.2 Workflow for pn entry acquisition

of the sentence is estimated using that of its component words] hereafter, referred
to as a pn-specified sentencel] as shown atl] 10 andd 20in Figure 8.2. Next, if
it is clear that the desirability of the pn-specified sentence is equivalent to that
of another sentence which contains words without pn entries [0 hereafter referred
to as a pn-unspecified sentenceldsuch as OO0 O 000 O OO OO O interest in
environmental protection increases[] the desirability of the pn-unspecified sen-
tence is assumed to be equal to that of the specified sentence via an equivalence
relation on desirability, shown at 0 3[1 The desirability of the words without pn
entries can then be estimated based on the desirability of the sentence as a whole
and that of the words which do have pn entries. New pn entries are registered,
increasing the size of the pn dictionary, shown atl] 40 and] 5[0 The revised pn
dictionary is then used to estimate the desirability of further pn-unspecified sen-
tences. Alternating between estimating the desirability of sentences, and then
words, the cycle is repeated until no new pn entries can be registered.

In the remainder of this section, every component of the above cycle, that
is, pn construction, pn transition, and pn decomposition are described in detail.

Realizing these three components is a novel challenge. We report current experi-
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equivalence relation
negative negative

Sentence 1: K {%-F[E-1=-KY EIR-BES-HY BUIND

(s1) due to bad weather collectable volume-NOM  non-increase

Sentence 2:  FRAR—)L-#EK-D FOE-TEE-A EHAD

(S2) used corrugated cardboard-of distributor’s stock-NOM decrease

Figure 8.3 Equivalence relation on desirability

equivalence relation

head word
Ly

lonely/desolate

gloss

MLL-2D-H Bond IOEYEN-CE

object of one’s desire-NOM cannot get not satisfactory-situation

negative negative

Figure 8.4. A desirability equivalence relation between a head word and its gloss

mental results for the feasibility of each component.

8.4.1 pn transition

In the pn transition process, the desirability of a pn-unspecified sentence is given
by another pn-specified sentence based on an equivalence relation of desirabil-
ity. Figure 8.3 shows an example of a desirability equivalence relation between
two sentences. The problem to be solved is how to identify the equivalence of
desirability between a pn-specified sentence and a pn-unspecified sentence.
Kobayashi et al. [36] proposed a method for acquiring pn entries using an
ordinary dictionary. In her approach, pn entries are acquired based on the as-
sumption that a desirability equivalence relation exists between a head word and
its gloss O Figure 8.4[1 Since every head word in the dictionary is used in the
gloss of another word, given a set of words that are registered in the initial pn

dictionary, the desirability of entries can be gradually propagated to cover all
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entries. Although this approach is interesting, the number of pn entries that can
be acquired using her method is limited.

To resolve this problem, we deal with open text instead of dictionaries as a
source for identifying desirability equivalence relations between sentences. For
this purpose, we use causal relation instances. As a first approximation, it seems
reasonable to assume that:

a positive event causes another positive event and a negative event

causes another negative event.

In other words, when a causal relation exists between two events, the desirabil-
ity of those events would be equivalent. If this assumption is correct, relation
instances whose arguments are in a desirability equivalence relation could be au-
tomatically acquired in large quantities using publicly available documents, be-
cause causal relation instances can be automatically acquired using the method

described in the previous chapter.

Investigation

We investigated how many causal relation instances have arguments with a de-
sirability equivalence relation using 539 causal relation instances from newspaper
articles in the recycling domain [28, 29]. We refer to this set as S3. This set was
handcrafted using the same procedure described in Section 5.4 to ensure only
correct causal relation instances were used in the investigation. The following are

examples of causal relation instances in Ss.

(40) a. caused (O00O-00-000 O0-0-0 oooo),
due to bad weather collectable-volume-NOM  non-increase
(0oDoo-oo-O O0o-00-0 oooo)Oo

used corrugated cardboard-of  distributor’s stock-NOM  decrease

b. effect] (0 DO-00-00-0 oooog),
garbage-separating collection-DAT  deal with
(00-00-0-0 DO-0-O0 000 )O

used can collect-rate-NOM  increase
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Table 8.3 Number of equivalence relations per causal relation type

relation type | equivalent total
cause 89 107
effect 30 37
precond 28 70
means 316 325
c. precond] (0 0-0 0-00-0 oooo),
a lot of raw garbage-NOM  occur

(000 0UO0O0O UOoboo-o0 oooo)o

compost change recycle-ACC  promote

d. meandd (0O-0-00-0 0OO0OD0O0-0 0O00O0O),
recycle paper-use  guideline-ACC  implement
(00-0 DODOODOO-0 oooo)Oo

used paper recycle-ACC  promote

Results

The total number of causal relation instances for each causal relation type, and
number of those instances held in an equivalence relation are shown in Table 8.3.
From these results, it is clear that two events held in a cause relation or a means
relation tend also to be held in a desirability equivalence relation. The effect
relation is very similar. On the other hand, half of the precond relation instances
do not contain a desirability equivalence relation. There are a few linguistic
patterns which appear when two events are not held in a desirability equivalence
relation. For example, “someone executes a positive volitional action to improve
a negative non-volitional SOA” is one such pattern, illustrated in (40c) .

As discussed in the previous chapter, we can acquire causal relation instances
with a high degree of accuracy from newspaper articles. We should be able to use
causal relation instances, at least those with a cause relation or a means relation,

in order to identify desirability equivalence relations between events.
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8.4.2 pn construction

In this section, we describe an algorithm for sentence desirability estimation using
simple construction rules, and a pn dictionary. The construction rules estimate
the desirability of sub-parts of a sentence based on the dependency structure.
Although some work has been done on extracting sentences expressing opinions
from documents [35, 53, 75], semantic orientation of the sentences such as positive
or negative has not been considered in detail.

In our method, a sentence is first parsed by the dependency structure analyzer
CaboCha. Next, desirability of all bunsetsu phrases in a sentence is given by that
of the head words in each bunsetsu phrase using the pn dictionary. Function words
are ignored. The construction rules are then applied to each dependency relation
in turn. Application of the rules to the final dependency relation produces the

desirability of the sentence as a whole.

Construction rules: Construction rules were designed based on the insight, ob-
tained from a preliminary analysis, that desirability of sentences depends
heavily on their head phrases. For example, consider the sentences shown
in (41) where desirability of the sentences is shown in brackets, and the
positive and negative labels to the right of words, refer to a word’s desir-
ability. It is assumed that the desirability of the sentences depends on that

of the underlined bunsetsu phrases.

(41) a. g0 negative'D —00ogo-og positive'D — ggooo neutral
garbage recycling center-ACC build

(positive)

b. 0 Od-0 negative’[j O — 0o-00 negative‘lj — doog positive
escalation garbage problem address

(positive)

c. 0Q positive'D — o negative 7 RN neutral'D — o neutral
recycle-NOM hard material-AcC  include

(negative)

“—"” indicates to a dependency relation[]
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pnitree(i,j)

Figure 8.5 pn_p,(7), pn_rree(i), pn_tre(i, j) in the construction process

Table 8.4 pn construction table

p: positive n: negative e: neutral

bn_pp (])
p n plus minus e
pyp n p n p
pn_rres(i) n|p noon p n
elp n e e e

Given a dependency relation between two bunsetsu phrases ¢ and 7, the in-
sight described above suggests that the desirability of a dependency relation
depends strongly on the modified bunsetsu phrase j rather than modifier
bunsetsu phrase i. We designed the construction rules based on this insight,
as shown in equation (8.2).

pn_p(J) if pn_y,(j) = positive | negative

P areelis ) = { (8.2

pn_rrep(i) otherwise

where bunsetsu phrase ¢ modifies j referred to as rel(i, j) O, pn_y,(j) refers
to the desirability of j, pn_rreg(i) refers to the desirability of the largest
possible sub-tree whose root node is i, and pn_g..(,7) refers to the de-
sirability of a sub-tree which consists of bunsetsu phrase j and the largest

possible sub-tree whose root node is ¢ see also Figure 8.5 To summarize,
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foreach 0 the beginning of the sentence ... the end of the sentencel]
O Estimate pn_rrpg(i) using the function Eval rreg(i)
[ If 7 is located at the end of the sentence then exit
U Get bunsetsu phrase j which is modified by bunsetsu phrase ¢
O Get pn_p;(j) using the pn dictionary
O Get pn_yree(i, j) using the pn construction table and register pn_s..(i,j) in
the list pn_s (7).

end

Figure 8.6 pn construction algorithm

function Fval rreg(1)
if pn_ise(7) = @ then get pn 4;(i) using the pn dictionary and return it
else return the tail element which is either positive or negative in pn_j;s (i)
end

end Figure 8.7 Eval_rppp(i)

the desirability of a sub-tree pn_s...(7,7) can be estimated from the combi-
nation of pn_rree(i) and pn_y,(j) shown in Table 8.4, We call Table 8.4 a
pn construction table.

Algorithm: Using the pn dictionary and the pn construction rules] table[] de-
scribed above, the desirability of a sentence is estimated according to the
algorithm shown in Figure 8.6. In step Ul in Figure 8.6, the desirability
value pn_ge.(k,i0 {Vk|rel(k,i)}Oare stored in pn_js (i) in the same order
the bunsetsu phrases appear in the sentence. pn_;s (i) is used in evaluating
FEval_rrer(i). We use the function Eval_pgreg(i) shown in Figure 8.7. Af-
ter running the algorithm, the output returned from
FEval_rrpgr(the end of the sentence) is the desirability of the input sentence.
The algorithm is very simple, however, it can handle input sentences of arbi-
trary length and is robust since it is based only on the dependency structures

of input sentences.
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Table 8.5 Accuracy of pn construction

Recall Precision

positive | 0.90 (656/725) | 0.99 (656/665)
negative | 0.87 (104/119) | 0.79 (104/132)
neutral | 0.60 (12/20) | 0.18 ( 12/ 67)

Evaluation

The details of the evaluation of our construction algorithm were as follows.

e The data were the 432 samples] 864 phrases(]in Sz used in Section 8.4.1,

which contain either a cause relation or a means relation.
e We used the pn dictionary which contains all the words in the 864 phrases.

e Two negative expressions] “-00 0”7 and “-0 O 0”0 were decomposed into

independent bunsetsu phrases.

The results are shown in Table 8.5. It is observed that our algorithm for pn
construction performed well except in the case of neutral. In particular, precision
for positive is almost perfect. Despite our algorithm being simple, it should be
possible to apply pn construction to sentences in newspaper articles.

Error analysis revealed several types of sentences which are not compatible
with our algorithm. One such is sentences including ellipses such as sentence
(42) . In the sentence (42) the bunsetsu phrase O O -000 pricedis an elliptical
expression whose desirability value is negative. Another is sentences including
adnominal phrases such as sentence (43) . In sentence (43) the bunsetsu
phrase [0 -0 O -0 O -000 reuse-possible[]is an adnominal phrase. The fact that
these elements, elliptical phrases and adnominal phrases, are not considered in

the current construction algorithm results in errors.

e ellipses

(42) 0o-u positive‘D ooo negative‘D 00 peutrar-U O U -0 peutrq-0 0 T 0

plus
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recycling paper price than quality paper high cost

correct=(negative) output=(positive)

e adnominal phrases

(43) 0-00-00 positive-0 0 0-0 negative-d 0 0 prys-0 ood
reuse-possible packaging paper popularize-ACC  aim
correct=(positive) output=(negative)

8.4.3 pn decomposition

In the decomposition process, desirability of words which are not registered in the
pn dictionaryl] we call these target wordsU are estimated using the desirability
of the sentence as a whole and of words in the sentence with pn entries. New pn
entries can then be registered and the size of the pn dictionary increases.

This process is the reverse of the construction process. We use Table 8.6 as
a decomposition table in place of Table 8.4. If bunsetsu phrase ¢ is the near-
est modifying bunsetsu phrase to bunsetsu phrase j , we estimate pn _p,(i) from

pn_rrer(j) and pn_,(7) O see also Figure 8.800 Here, we assume that:

pn (i) = pn_rree(i) (8.3)

The decomposition rules shown in Table 8.6 are applied to each bunsetsu phrase
in turn starting from the end of the sentence and working backwards towards the
beginning. If the value of pn_rrgr(i) cannot be evaluated using the decomposi-

tion table, the process cannot proceed and is therefore terminated.

Evaluation

The results of our experiment are shown in Table 8.7 and Table 8.8. The
left-hand side of Table 8.7 shows decomposition accuracy for each desirability
type, and Table 8.8 shows examples of these. From Table 8.7, it is found that
our algorithm makes a lot of mistakes when estimating the desirability of words
whose correct value are neutral. Then we try to run the pn decomposition process

with additional constraint below:
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Table 8.6 pn decomposition table

p: positive n: negative e: neutral

pn_pp (])
p n plus minus e
p|—- - p n p
pn_rree(j) n|— — n p n
el — — e e e

............... p n_TREE(,) pn_bp(])
] :
) pr_sp(i) .
pn_tREE(f)

Figure 8.8 pn_rree(j), pn_w(j), pn_rrer(i) in the decomposition process

The pn construction process is run using the neutral desirability value
of a target word instead of the estimated desirability value from the
decomposition process. If the desirability of the sentence obtained
is correct, the target word is rejected] i.e. not registered in the pn

dictionary [l

The right-hand side is the accuracy which is obtained using the above modified
procedure. The modified procedure has lower coverage but higher accuracy than
the original procedure. The following sentence (44) shows an incorrect sample.
The word O O -0 O is the target word.

(44) O O positive-0 D040, WgetUD 00 O neutral (positive)
collection-Acc domestic garbage extend
correct=(negative) output=(positive)

Compared to the construction process, the decomposition process is less ac-
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Table 8.7 Accuracy of the decomposition process

original modified procedure considered
positive 0.53 169/ 314 0.67 147/218
negative 0.67 48/ T2 0.82 42/ 51
neutral 073 11/ 15 0.75 3/ 4

Table 8.8 Examples of acquired pn entries

positive go-og 0-00-0 Ooo-0-00
separate collection proportion recycled recycling-based society
negative good ggo-oo-o oo-o0
non-increase raw garbage over packaging

curate. In order to realize the pn entry acquisition cycle, the accuracy of the

decomposition process must be increased.

8.5 Summary

We are currently attempting to utilize causal knowledge for desirability estima-
tion. Our aim is to acquire lexical knowledge about desirability using equivalence
relations based on desirability of events. The causal relation instances discussed
in previous chapters are used to obtain these equivalence relations. The decision
to adopt this approach is based on the assumption that a positive event causes
another positive event, and a negative event causes another negative event.
From this investigation, it is clear that two events held in a cause relation
or a means relation tend also to be held in an equivalence relation based on
desirability. As discussed in previous chapters, we can acquire causal relation
instances with high accuracy from newspaper articles. We expect to be able
to use causal relation instances, at least instances of cause relations and means
relations, in order to obtain equivalence relations based on desirability between

events.
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Chapter 9

Conclusion

9.1 Summary

In this thesis, we described our approach to automatic knowledge acquisition of
causal relations from a document collection. We considered 4 types of causal
relations based on agents’ volitionality, as proposed in the research field of dis-
course understanding. The idea behind knowledge acquisition is to use resultative
connective markers as linguistic cues.

Our investigation of Japanese complex sentences including the word O O led

to the following findings:

e Accurate parsing is required in order to correctly identify different struc-
tures in complex sentences. Using existing dependency structure analyzers,
our general committee-based framework improved performance against that

of any of the individual committee members O Chapter 400

e The pairs of subordinate and matrix clauses indicating each different event
extracted from O O -complex sentences can be classified into the four rela-
tion types — cause, effect, precond and means — with a precision of 85%

or more [J Chapter 51

e Using SVMs, automatic causal knowledge acquisition can be achieved with
high accuracy: 80% recall with over 95% precision for the cause, precond
and means relations, and 30% recall with 90% precision for the effect rela-

tion. The experimental results suggest that over 27,000 instances of causal
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Target text P c "“‘

knowledge acquired )
. using our proposed method 7

language = Japanese
resource = newspaper
cue phrase = tame
linguistic unit = clause

Figure 9.1 Target set dealt with in this work

relations could potentially be acquired from one year of Japanese newspaper
articles 0 Chapter 701

e It is clear that two events held in a cause relation or a means relation tend
also to be held in an equivalence relation based on desirability. This rela-

tionship is useful for acquiring desirability lexical knowledgd] Chapter 80I.

9.2 Future work

As shown in Figure 9.1, in this work we have dealt with only a small subset
of all the textually encoded knowledge potentially available in the world. The
research effort must be continued in order to clarify the scales and overlaps of the
sets shown in Figure 9.1.

In order to increase the volume and refine the quality of the causal knowledge

acquired, the following issues will need to be addressed.

Linguistic forms expressing events: Events are expressed using a variety of

linguistic forms: words, phrases, clauses, sentences and inter-sentential
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units. In this work we focused on clauses in trying to capture events. Other

linguistic units should be exploited in order to increase coverage.

Other languages: The framework discussed in this thesis is not specific to
Japanese. We want to investigate applications to other languages such as
English. As described in Section 2.2.3, the arguments of causal relation in-
stances are represented in natural languagd] in this case, Japaneserather
than in any formal semantic representation language. It will be interesting
to investigate the compatibility of causal relation instances acquired from

different source languages.

Other resources: There is always a trade-off between quantity and quality of
text documents as mentioned in Section 5.3.1. We used newspaper ar-
ticles as a source of knowledge in this work. As preprocessing modules

O morphological analysis and dependency structure analysis[] are improved,
we anticipate the incorporation of additional types of source texts such as

e-mail and web pages in order to increase coverage.

Co-reference and unneccesary modifiers: As described in Section 7.3, there
are some constituents in causal relation instances such as ellipses and pro-
nouns which render the instances incomplete. Techniques for co-reference

O ellipses and anaphoraresolution will need to be incorporated in our frame-
work in the form of a preprocessing module. Similarly, unnecessary modi-

fiers should be removed to refine acquired knowledge.
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Appendix

A Examples of causal relation instances

The following are additional examples of causal relation instances to supplement
to those shown in Chapter 5. The relation instances are grouped according to

the connective marker used in each original sentence.

00 1. cause((00000000000),(000000000000000000
oo)

)
2. cause((000000 ), (000000000))
(

3. cause((000000000000O0),(0000000000000000O
ooo))

4. cause((000D0000D000D0000),(000000000000000
ooo))

5. cause((000 00000000 ),(00000000000)Y)

6. cause((0 0000000000000 OOOOOODOOOOO000), (00
0o000o0O0000o0))

7. cause((0000000000D0000000),(0000000000))

8. cause((000D0000000OOO),(000000000000000OO
oooooooo))

9. cause((0 0000000000000 ),(000000000000000
oooo))

10. cause({0O00OO00ODODODOODODOOOOOO),(0000O0ODODOODODOO
oaog))

11. cause((0 000000 ), (000000000000000O0O0O0OOOO
ooooo))

12. cause((0000000000000000O0O0O0O0O0000 ), (00000
0o0ooooooo))

13. cause((00DO00D00000000), (0000000000000 ))

14. cause((000O00ODOOO0OOOOOOOODOOO ),(000O00DODOOO
0))
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15.

16.

17.

18.
19.
20.

21.
22.
23.
24.

25.
26.

27.

28.

29.

30.
31.
32.

33.
34.

cause((0 000 000DODOO0OODOOOOOOOOOODOODOOO), (O
00000000o0o0oooOooooooooo))

cause((0 0000000000000 0OOOODOOOOOO ), (00000
0oooooo))

cause((0 0000000000000 D000000D0D00000000O0
0000000),(0000000000000000))

cause((00000D0000000000), (000000))
cause((0 000000000 ), (000000000000000))
(

cause((000O00O0ODOO0OOOOOODOOOODOODOODOO),(0O0DOOO

0000000000000)Y)
cause((00000000000),(0000000)Y)
cause((000D0000),(000000ODO))
cause((0000000000000000O000),(0000000Y)
couse((0000000000000000O0000OO)Y, (00000000
0oo))

cause((0 00000000000 ), (000000000000000))

cause((00000000DO0D ), (0000000000000O0O00
ooooo))

effect((0000000O0OCDO ), (0000000 OOOOOOOUOOOOO
000000 oooooog))

effect((000000000000000000000000O00O0),(00
ooooooo))

effect((000000000000000O0O0O0 ), (0000000000
0))

effect((000000000000000000OO),(0000))
effect((000000000000000O00DO00)Y,(00000000))

effect((0000000D00DO0DO0O0ODDOOOOOOO), (000000
ooooo))

effect((0 00DOOODDOOOO000)(00000000)Y)
effect((0 00000000 ), (000000O000O)Y)
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35.
36.
37.
38.

39.

40.
41.
42.

43.
44.
45.
46.

47.

48.
49.
50.
51.
92.
93.

54.

95.

effect((
effect((000000000D00000 ), (0000000000 ))
effect({

effect((000000000000000000O000O0O00), (0000
00o000000))

O0ooO0ooooooo),(cooooooo))

O0000O00O00O0ooOooooD),(Db0oooooooo))

effect((000000000000000000000O0O), (0000000
0o0oo0ooo0))

effect((00000D0DO00O0),(0000000O))
effect((000000D0000),(00000000000000O00OO0))

eﬁect(DDDDDDDDDDDDDDDDDDDDD>,<DDDDDDDD

(
(
0))
effect((0000000D00D0D00 )Y, (00000000)Y)
effect(
effect(
(

effect
0))
effect((00000000O0O0OOOOODOOODOOOODO ),(000OOO
Oo0oooooo)y)

0000000000),(0000000000000))

{
(
(00000000ooOUoU00OOUD),(D00ooooOoooooy))
(

00000000000 000oooooOoooooO),(Dbooo

effect((000000000000D000000),(0000000000))

precond((00 0000000000 ), (00000000000))
precond((0 00000000000 ), (000000000))
precond((000000000000),(000000000))
precond((0 0000000000 ), (000000000)Y)
precond((00000000D0000000000000), (000000
ooo))

precond((0000000000000000), (000000000000

0))

precond((DDDDDDDDDDDD),<DDDDDDDDDDDDDDDD
0o))
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56.

o7.
58.
99.

60.

61.
62.

63.

64.

65.

66.

67.
68.

69.

70.

71.
72.
73.

74.

precond((00000000000000), (0000000000000
00ooooo))

precond((000000000000),(000000000000000))
precond((000000000000),(0000000000000))
precond((0000000000000000000), (00000000

)
precond(({0000000000000), (00000000000000
oooooo))

precond((0000000000000),(000000)Y)

precond( (00000000000 OOOOOOOOOO ),(00000DOO
00000000o0ooooooo))

precond((0 0000000 ), (00000000000 OOOOOOOOO
0oo))

precond((0 000000000 ), (00000000000000000
0))

precond((000000000000000000)Y, (0000000000
oooooo))

precond((0 000000000000 O0O0OOODODOOOOOO ), (00O
O00000000oo0ooooooooooo))

precond((000 00 ), (00000000000000)Y)

precond((000000000),(0000000000000000000
0ooooo))

means((00 000000000000 0O0 ), (00000000000
0ooooo))

means((0 000000000000 0O0O0OODOOOOOODOODODO), (O
O0000O0ooooooon))

means((0 0000000000 ),(000000000)Y)
means((00 00000000 ), (0000000000000 ))

meens((0 0 0000000000000 O0OOOOOOOOOOOO),
O000o0o0ooooooooo))

means((0 0000000000 ), (0000000 ))
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75.

76.

e
78.

79.
80.

81.
82.

83.

84.

85.

86.

87.
88.
89.

90.
91.
92.

93.

means((0000000000000000000O000O00000O00),
(00000000000))

means((00000000000000000O ), (0000000000
0))
means((0000000000000),(000000000)Y)

means((J 0000000000 O0OOOODO ),(0000000OODOOO
O0ooooooooooo))

means((0 000000000000, (00000 ))

means((00000000000000),(00000000000000
ooooo))

means((0 00000000 ),(000000))

means((D 0000000000 O0OOOOOOODO ),(00000O0OO
0oo))

means((00000000000000D0O0000 ), (000000000
oooo))

means((00000000000000000 ), (00000000000
0Dooooo))

means((000000000000000), (0000000000000
oooooooo))

means((00000000000D00OO0ODOOOOO ), (00000000
0000000000))

means((0000000000), (0000000 ))
means((00000000 ), (000000000))

others((D00D0OU0DOO0OO0OOOODODO),(0000DDDOOOOOO
00y

others((UO00OO0DOOUOOOODOOOOD ),(0000Q0OOOOO)Y)
others((00000OO0O ), (0000000 DOODOOOOOODOOOY)

others((000D0D0D0DD0O0ODDOOOODOD ), (00000000000
000000000))

others((0000000000000O0O000), (00000000000
ooooooo))
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g

94.
95.
96.

97.
98.

99.
100.

10.

11.

12.

others(0O0ODDODOODODOOODDDOODO),(0000ODODOOODO))

000000000000000000000000000000
0),(000000000000))

(«
others((00000DODO ), (00000000O00000))
(«

others

others(00D0DD0),(00000000000))

others((00000000000000000)Y, (00000000000
ooo))

others(0O0DODDOOODOOOOODOO ), (0DO00O0OODODOOOOOOY)

others((DO00OO0DOODOOOOOOOO),(D0O0DOUODODOOODODOOO

(
(
)
(
(
0oo))

. cause((00000000000),(00000000000))

cause((0 0000000000 OOOOOOOOOO ), (00000000
Oo0ooooooooooo))

cause((0 000000 ), (0000000000000 ))

cause((0 00 O0ODOOODOOOOOOUOOODODOOOOO ), (DODQODOO
O000ooOoooooooo)y)

couse((00000000000000000000000000),(000
0ooo))

effect((000000000000000000OO),(00000000))

. effect((00000000000O0O0O0DOOO ), (00000000))
. effect((0000000000000 ),(0000000000000000

)

. effect((000000O0O0OODOOOOOOOUOOOO),(DDUOOODOUO

oooo))

precond((000000O0OO00OOOOOOOOODOO ), (00O0O0O0OO
O000000oo0oUooooooo))

precond(({000000000000000000), (000000000
00000000000 )

precond((000000000000000000 ), (000000000
0ooooooooo))
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0o

13.
14.

15.
16.

17.

18.
19.

20.

10.
11.
12.

13.

A T

precond((0 00000000 ), (00000000 O0ODOOOOO)Y)

precond((000 0000000000 OOO0DOOO0OOOOOOOOOO
0),(00000000000oOoooooO)y))

precond((0000000000000),(00000000000000))

precond((000000000000000000000), (000000
00ooooooo))

precond((00 000000 DOO0OOOOOO ),(000000ODODOOOO
00))

others((000000D0O0 ), (000000O00DO00000)Y)

others((000D000000000D0O00O0), (00000000000
0oooooooo))

others(000000O0ODOO0OODOUOOOOUDODODO ), (00DO0OOO
00))

cause((0O00OD0OOO0OOOOOODOOOO),(ODODOOOOOOOODODO
)

cause((00000D000),(000000000000000))

cause((0000000),(0000000000000000))

cause

(«
(<
cause((00000000)Y,(000000000000))
(0000 ), (0000000000

(

cause((0 0000000000 O0OOOOOOOOOOOOOOOOO),(
O0000oo0ooooooon))

cause((00 0000000000000, (0000000000000))

effect((000000000000),(00000000000000000
00000D000000))

effect((000000O ), (00000000 ))
effect((000000D0),(0000000000O)Y)
precond((00000000000000000),(0000))

precond((D00OO0O0ODOO0O0ODO ),(0000000O0O0OOOOOOODO
00000ooooooooo))

precond((0000000000),(0000000000000000))
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g

14.
15.

16.

17.

18.
19.
20.

10.
11.
12.
13.

14.
15.
16.

> vom oW

others((UO0ODO0OOODOOOODODODODODO ), (0D0OOO))

others(000D0D0 ),(0000000000000000000O0OO0
0o0ooooooo))

others((0000D000000000000O0O0O00000O00OO0OO0O
00000 ),(000000000000000000))

others((000000000000OOO) (0000000000000
oooo))

others((00D0D000 ), (000000 ))
others((00 0000000000, (000000Y)
others((00 0000 ), (000000000 )Y)

Ccause((00D0D0D0D00000D0 ), (0000000))

cause((000000000)Y,(0000000))

cause

(

cause((00 0000 ), (000O0O)Y)
(00000000 ), (00))
(

cause((0000D00D00000000),(000000000))

effect((00000000000000O0O000O0O0O0O0O0OOOOOO0),(
000000000000))

effect((0000000000000),(000000000))
effect((00000D000),(00000000000000))

precond((0 00000000000 ), (0000000))
precond((000000),(0000000000))

precond((0 0000000 ), (0000000000000 ))
precond((000000000),(000000000)Y)
precond((00000000000000000), (00000000000

0ooooooooo))

others(0O0DOODODO), (00000000 ))
others((0000D00O00DDOOOODOO), (000000DO0))
others((DOODOODODO), (O0O))

126



17.

18.

19.
20.

10.

11.

12.

13.

others(00OD0DOODOOUOOOOODOOODOOOODOD),(0DOOO
)

0thers((DDDDDD>,<DDDDDDD O00o0o0ooooooooOon
0o))

others((00000D00DO ),(0000000000000000)Y)
others((00000000D00000),(00000000000)Y)

cause((000000000000000O0O0O0), (0000000000
)
cause((00000000000D0 ), (0000000000))

precond((000000000000000), (000000000000
oooo))

precond(({00000000000000000D000O00O0O0O00O00O
), (0000000000 ))

precond((00000000000O0DDO00O000O0O0), (0000
000000000000 ))

others((000000D0000000000OO ), (00000000))

others((00000000000 ), (000000000000000O0
oooo))

others((00DD00DDDO0DDO0OD ),(000000000000000
0000000000))

others((D000D0DOU0O0OOOOODOODOOOOODODO),(0DO0OOOO
O00o0oO0oooo0oooOoooooooon))

others((0 000 U0O0O0DOODOODO),(000DOODOOUOOOOO
O000ooooooooooo))

others(00O0D0DDOO0ODODO0OOODOOODOOODOD ),(0DO00DOOO
O00000000ooooooog))

others(D0OOO0OUOOUOOOUOUDOUDOOOO ), (0D0OUDOOOO
Oooooooo))

others((00000D0OU0OOOODOOOODOODOD ),(OODOODOOO
0000000000 0oooooo)y)
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14.

15.

16.

17.

18.

19.

20.

10.
11.
12.
13.
14.

RANEEE S

others(000O0DDODOO0O0OOODOOOOOUDDODO ),(0DDOOOO
O0000000000ooooooog))

others(U0O0D0ODOOOU0ODDOUOUODDOUOUODOOODOUODUDD ), (O
O00000oOoooooooooo))

others((00D0D0D0000D ), (0000000000000 000000
ooooo))

others(D000D0DOD0O0OOOODOOODODOODOODOOO ), (ODDOOOO
O00o0oooooooooo))

others((0000000000DO),(00000000000000OOO
000000O0000))

others((UO0ODODODOODOOODUODOOUOOUDOOO),(ODOOO
0000000000000 00OO0oooOoO0ooOooOOoooOOoOoOoon))

others((00000D0D0000000000) (00000000))

cause((000D0O00DOO ), (0000000O))
cause((00O00DDO0D0 ), (0000000DO00DDO)Y)
cause((0O OO ), (0000OO)Y)

(0DD0D00D000), (000000000 )

cause((0 000000000 DOO0O0DODOOOOOOO),(00D00DQDDOO
0oooo))

cause((00DO00D00 ), (00000D00))
effect((00000D000D00DO), (000000000 ))

effect((0 000000000000 DOO0)Y, (0000000000000
000o0o0oO))
effect((000000000000O0000), (000000000 ))
effect((000D0D00000D0 ), (000000))
precond((0 000000000 ), (0000000))
precond((0000D0D0000 ), (000000000000))
precond((00 0000000 ), (0000000000 )Y)
O

others((00000D0DOO0D0 ), (0000000ODO)Y)
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15.
16.

17.
18.
19.
20.

others((00000DO0D0O ), (0000O000OOOO))

others((DO000O0ODODOODOOODODOOOD ),(0O0DODDODOODOOO

0ooooo))

others((000 00O ),(000000000000000000))

others((0000000000), (0000000 ))

others((0000000000),(00000D000000000000))
(«

others((U00ODOOUODUODOOD ),(00000ODOOOOOOOY))
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