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Abstract

With the increasing popularity of the Internet in various part of the world, the

languages used for Web documents are expanded from English to various languages.

However, there are many unsolved problems in order to realize an information system

which can handle such multilingual documents in a unified manner.

From the user’s point of view, three most fundamental text processing functions

for the general use of the World Wide Web are display, input, and retrieval of the text.

However, for languages such as Japanese, Chinese, and Korean, character fonts and

input methods that are necessary for displaying and inputting texts, are not always

installed on the client side.

From the system’s point of view, one of the most troublesome problems is that,

many Web documents do not have meta information of the character coding system

and the language used for the document itself, although character coding systems used

for Web documents vary according to the language. It may result in troubles such as

incorrect display on Web browsers, and inaccurate indexing on Web search engines.

Also, other text processing applications such as categorization, summarization, and

machine translation are dependent on identifying the language of the text to be pro-

cessed.

Moreover, there might be some cases where the user wants to retrieve documents

in unfamiliar languages, especially for cases where information written in languages

other than the user’s native language is rich. The needs for retrieving such information

must not be small. Consequently, research on cross-language information retrieval
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(CLIR), which is a technique to retrieve documents written in one language using a

query written in another language, is being paid much attention. However, it is difficult

to achieve adequate retrieval effectiveness for Web documents in diverse languages and

domains.

The goal of this thesis is to provide some solutions to these problems. Specifically,

we focus on techniques such as:

1. display and input functions for multilingual text which does not depend on in-

stalled fonts and input methods on the client side,

2. an algorithm for the automatic identification of the languages and the character

coding systems of Web documents based on a combination of both statistics and

heuristics,

3. a cross-language information retrieval technique, which is suitable for Web doc-

uments in diverse domains, based on the word co-occurrence information ob-

tained from a Web search engine.

By integrating these three techniques, we realized a system which supports access

to documents written in languages other than the user’s native language. This system

provides some solutions to the problems in multilingual information processing that

are specific to the Internet.

Keywords:

internationalization, multilingual document, text processing, character coding system,

cross-language information retrieval, WWW
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Chapter 1

Introduction

1.1 Background

The increasing volume of information available globally through the Internet places

high demands on information systems that can handle multilingual documents in a

unified manner. Also, the languages used for Web documents are expanded from En-

glish to various languages. However, there are many unsolved problems in order to

realize an information system which can handle such multilingual documents in a uni-

fied manner.

From the user’s point of view, three most fundamental text processing functions

for the general use of the World Wide Web are display, input, and retrieval of the text.

However, for languages such as Japanese, Chinese, and Korean, character fonts and

input methods that are necessary for displaying and inputting texts, are not always

installed on the client side.

From the system’s point of view, one of the most troublesome problems is that,

many Web documents do not have meta information of the character coding system

and the language used for the document itself, although character coding systems used

for Web documents vary according to the language. It may result in troubles such as

incorrect display on Web browsers, and inaccurate indexing on Web search engines.

Also, other text processing applications such as categorization, summarization, and

machine translation are dependent on knowing the language of the text to be processed.

Moreover, there might be some cases where the user wants to retrieve documents

in unfamiliar languages, especially for cases where information written in a language
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other than the user’s native language is rich. The needs for retrieving such information

must not be small. Consequently, research on cross-language information retrieval

(CLIR), which is a technique to retrieve documents written in one language using a

query written in another language, are being paid much attention. However, it is diffi-

cult to achieve adequate retrieval effectiveness for Web documents in diverse languages

and domains.

In this thesis, we propose three individual techniques to solve these problems.

These techniques are distinct from each other, but are used as components of a com-

plete system that supports end-user access to multilingual information on the Web.

1.2 Focus of this Research

The goal of this thesis is to provide some solutions to the problems described above.

Specifically, we focus on the following three techniques:

1. display and input functions for multilingual text which does not depend on in-

stalled fonts and input methods on the client side, which will be described in

Chapter 3,

2. an algorithm for the automatic identification of the languages and the character

coding systems of Web documents based on a combination of both statistics and

heuristics, which will be described in Chapter 4,

3. a cross-language information retrieval technique, which is suitable for Web doc-

uments in diverse domains, based on the word co-occurrence information ob-

tained from a Web search engine, which will be described in Chapter 5.

By integrating these three techniques, we realized a system which supports access

to documents written in languages other than the user’s native language. This system

provides some solutions to the problems in multilingual information processing that

are specific to the Internet.

2



1.3 Organization of the Thesis

This thesis is organized as follows; in Chapter 2, some basic information and current

issues related to multilingual information processing on the Internet are introduced. In

Chapter 3, display and input functions of multilingual text which does not depend on

installed fonts and input methods on the client side is proposed. In Chapter 4, an algo-

rithm for automatic identification of the languages and the character coding systems of

Web documents is proposed. In Chapter 5, a cross-language information retrieval tech-

nique which is suitable for Web documents in diverse domains is proposed. In Chapter

6, a system calledMultilingual Knowledge Discovery System, which integrates three

techniques proposed in previous chapters, is introduced. Finally, Chapter 7 discusses

the contributions of this study, and concludes the thesis.

3





Chapter 2

Introduction to Multilingual

Information Processing on the Internet

2.1 Introduction

In this chapter, we introduce some basic information and current issues that are related

to multilingual information processing on the Internet, with particular emphasis on the

Web.

2.2 Layers of Multilingual Information Processing on

the Web

Figure 2.1 shows the layers of multilingual information processing on the Web.

The 1st layer ischaracter coding system, which defines the characters sets and their

encodings to be used in the upper layers. It can be further divided into two components;

character encoding scheme andcharacter set. These components will be described in

detail in the next section.

The 2nd layer iscommunication protocol, which defines how to transmit docu-

ments through a communication network, typically the Internet. HTTP (HyperText

Transfer Protocol)[27] is an Internet protocol for communication between user agents

(e.g. Web browsers) and Web servers. It has some features related to multilingual

information processing, such as indicating the character encoding scheme of a page

5



and indicating the language(s) of the specific bounds of a text, etc. MIME (Multipur-

pose Internet Mail Extensions)[28] is primarily defined for electronic mail messages.

However, some features, especially the Content-Type header, are also used in HTTP.

The charset attribute of the Content-Type header, which will be described later in this

chapter, is one of the most important features for multilingual information processing

on the Internet and the Web.

The 3rd layer istext format, which defines the structure of a document. HTML

(HyperText Markup Language)[91] is a fundamental text format for the Web. As de-

scribed later in this chapter, it involves many features that are related to multilingual

information processing.

The 4th layer isuser interface, which is typically a Web browser. Although a Web

browser is an application in the sense of operating systems, it provides a user interface

for Web applications that run on a browser. It also involves many features related to

multilingual information processing, such as display and input.

The 5th layer on the top isWeb application, which runs on a Web browser. Typical

Web applications include search engines, digital libraries, electronic commerce sites,

etc. Since the Web itself is multilingual, every Web applications that manage Web

documents, such Web search engines, must handle multilingual documents to some

extent.

2.3 Character Coding Systems

2.3.1 Definition of Terms

In this section, we define terms related to character code standards, which are the most

fundamental part in text processing on computers. Unfortunately, the terminology in

this field are somewhat confused and sometimes mistakenly used, even in standards

such as MIME (Multipurpose Internet Mail Extensions)charset parameter[28, 17].

Moreover, the definitions of those terms are not fully standardized, and therefore

slightly different terms are used among standards to represent the same concept. The

terms used in this thesis are mostly come from the definitions of ISO (International Or-

ganization for Standardization), but some terms (e.g. character encoding scheme) does

not have the corresponding term in ISO standards. In such a case, we use terms that

6



Search engine, digital library, etc.

Web browser

HTML, XML, etc.

HTTP, MIME, etc.

character encoding scheme

character set

Web application

user interface

text format

communication
protocol

character coding
system

Layer Typical examples

font glyphs

input method

Unicode,
JIS X 0208, etc.

UTF-8,
ISO-2022, etc.

charset attribute,
language negotiation, etc.

Web Cross-language
information retrieval

Components

language tag,
character entity reference, etc.

Bi-directional text,
Ruby, etc

language and
coding system
identification

MHTML
display/input
function

Figure 2.1. Layers of multilingual information processing on the Web.
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are defined in RFC 2130[102] and RFC 2277[4]. RFC (Request For Comments) docu-

ments are published by IETF (Internet Engineering Task Force), which define various

standards and protocols that are used on the Internet.

The following definitions of terms are used in the thesis:

Character set is a collection of elements (characters) used to represent textual in-

formation.

Graphic character is a character typically associated with a visible display repre-

sentation, and is not primarily associated with a control or formatting function.

Coded character set is a character set in which each character is assigned a numeric

code value.

Character encoding scheme is a mapping from one or more character set definitions

to the actual bits used to represent the data. Character encoding scheme is also simply

calledencoding scheme or encoding.

Character coding system that we deal with in this chapter and Chapter 4, is a com-

bination of one or more coded character sets and an encoding scheme for those. In this

thesis, we call itcoding system for short.

Character encoding schemes can be classified into the following three categories:

Modal encoding is a character encoding scheme that requires escape sequences or

other special characters for switching between character sets or different versions of

the same character set.

Non-modal encoding, on the other hand, is a character encoding scheme that makes

use of the numeric values of bytes (typically the eighth bit) to switch between character

sets.

Fixed-length encoding is a character encoding scheme that uses the same number

of bytes to represent all the characters.

2.3.2 European Languages

The most fundamental character set for today’s computers is ASCII (American national

Standard Code for Information Interchange)[5], or ISO 646 [43] IRV (International

Reference Version). It defines 94 code points for Latin alphabets and symbols, and

34 code points for control codes. It is used as the basis for almost all of the character

coding system standards in the world, including Unicode, which will be described later.

8



ASCII is also referred to as a character encoding scheme, in which the code points

are simply used as the codes. The code range of ASCII is 0-127, thus it is called a 7-bit

coding system.

For European languages that use accented letters, such as French and German, etc.,

a character set called ISO 8859-1[49] is defined. It is an extension of ASCII, is a sense

that it uses the same code points in the code range of 0-127. It uses the code range of

128-255 for accented letters and some additional symbols. Thus, it is an 8-bit coding

system.

2.3.3 Asian Languages

Japanese

For Japanese, usually ASCII (for one byte alphabets and symbols) or JIS X 0201[54]

(for one byte alphabets, symbols, and katakana’s) and JIS X 0208[55] (for two bytes

Kanji’s), and occasionally JIS X 0212[53] (Japanese supplementary character set), are

used for coded character sets.

The most popular encoding scheme for Japanese is ShiftJIS[56]1 originally devel-

oped by Microsoft. It is a variable-length non-modal 8-bit encoding. Although it has

many drawbacks such as some overlaps in code ranges between ASCII and JIS charac-

ter sets, which may require a special treatment in text processing, it is widely used in

many popular operating systems (e.g. Microsoft Windows, Apple MacOS, and some

Unix implementations) and applications.

EUC-JP[87] is a variation of EUC (Extended Unix Code) that supports Japanese.

EUC conforms to ISO-2022[46] standard code extension technique. It is a variable-

length non-modal 8-bit encoding. It is mainly used as the internal encoding scheme for

Unix environments configured to support Japanese. To be exact, the specific encoding

scheme that is widely used in Unix environments is calledpacked format of EUC, and

another format calledcomplete two-byte format, which is fixed-length, is rarely used.

ISO-2022-JP is defined in RFC 1468[80]. It is a variable-length and modal encod-

ing, in which escape sequences or other special characters are used to switch between

different character sets. It is a 7-bit encoding that is suitable for electronic mail and net-

1In this thesis, we use the preferred MIME names that are registered in IANA (Internet Assigned

Numbers Authority), for the name of a coding system.
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work news systems. Although its primary purpose is for electronic mail and network

news, it is also used for some Web documents written in Japanese.

Chinese

GB2312 is an 8-bit encoding scheme for simplified Chinese that handles ASCII and

GB 2312-80[90] character sets. Despite its name, it is a variation of EUC, and is a

variable-length non-modal encoding.

Big5 is an 8-bit encoding scheme for traditional Chinese that handles ASCII and

Big Five[42] character sets. It is a variable-length non-modal encoding. Although it is

not a national standard, it has become a de facto standard in Taiwan.

ISO-2022-CN is defined in RFC 1922[36]. It specifies how Chinese text is to be

encoded for electronic mail messages. It is a 7-bit variable-length modal encoding,

which handles both simplified and traditional Chinese.

Korean

EUC-KR[65] is a variation of EUC that supports Korean. It is an 8-bit variable-length

non-modal encoding.

ISO-2022-KR is defined in RFC 1557[15]. It specifies how Korean text is to be

encoded for electronic mail messages. It is a 7-bit variable-length modal encoding.

Arabic

Two character sets are widely used for Arabic. One is Windows-1256 and the other is

ISO-8859-6[48]. Both contain ASCII characters and Arabic alphabets in a single-byte

8-bit range. Like European character sets, these are also referred to as character en-

coding schemes, in which the code points are simply used as the codes. Each character

set contains slightly different character repertoire, thus not compatible.

2.3.4 Multilingual

Unicode[100] is a multilingual character coding system that includes most of the major

scripts of the world. It is a subset of ISO 10646-1[45] and is equivalent to Basic

Multilingual Plane (BMP) of ISO 10646-1. Unicode specifies both a coded character
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set called UCS (Universal Character Set) and encoding schemes called UTF (UCS

Transformation Formats). Several encoding schemes such as UTF-7[33], UTF-8[105],

and UTF-16[47] are used according to the purpose.

ISO-2022-JP-2[86] is defined in RFC 1554, and is a multilingual extension of ISO-

2022-JP that handles simplified Chinese (GB2312), Korean (KSC5601), Japanese sup-

plementary character set (JIS X 0212), some European languages (ISO 8859-1 and ISO

8859-7) in addition to the coding systems supported in ISO-2022-JP. One of the appli-

cations that support this encoding is a multilingual text editor called MULE[82].

Although some alternative multilingual character coding systems have been pro-

posed such as TRON code[95], Multicode[79], and EPICS[88], these are not widely

used.

2.4 Operating Systems

2.4.1 L10N vs. I18N

Localization (often abbreviated as l10n) refers to the process of adapting software to

one specific language or culture.Internationalization (often abbreviated as i18n) refers

to the process of preparing software so that it can be used by more than one language

or culture.

The locale model is one method to internationalize operating systems, and appli-

cations that run on it, and has been implemented on Unix[44]. It predefines attributes

that are language- (or locale-) specific, such as the date format, time format, currency

format, numeric formatting, collation ordering, diagnostic messages, etc. Only one

locale can be specified for an application. Therefore, the user must explicitly switch

the locale in order to use languages that are not defined in the current locale.

The multilingual model is an alternative to the locale model, in which the user

does not have to switch between locales to use multiple languages. However, there

are some cases when it is impossible to correctly process (e.g. rendering characters,

sorting strings, etc.) without knowing the target locale or language.

Almost all of Unix variants are based on the locale model. However, implementa-

tion of the model is not strictly standardized, so the usage and the functionalities are

slightly different between systems. For example, there are many variations for speci-
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fying the encoding scheme to be used in the locale name (e.g. to specify the territory

as Japan, the language as Japanese, and the encoding scheme as EUC-JP, the following

different names are used: “ja”, “japanese”, “jaJP.EUC”, “jaJP.ujis”, “ja JP.eucJP”,

etc.).

2.4.2 Internationalized Operating Systems

Kataoka et al.[59, 58] proposes a multilingual input/output system that has been im-

plemented on X window system version 11 release 5 (X11R5). This system is built

on top of an operating system, i.e. Unix, and is independent from the locale models

furnished by the operating system, such as the POSIX locale model[44]. This system

is one of the typical realizations of the multilingual model introduced in the previous

section.

TRON is an operating system that is based on the multilingual model[95]. This

system stratifies multilingual handling functions into four layers, i.e.language, group,

script, andfont layers, in order to make application programs language-independent.

The TRON code system, which is used as the internal coding system of TRON, has a

capability to assign language-specifier codes to the specific portion of a text. It enables

the separation of language-dependent and language-independent algorithms for text

processing.

2.5 Multilinguality on the Web

2.5.1 Standards and Protocols

Although early protocols and standards related to the Web, such as HTTP and HTML,

assumed only European languages to be used for documents, they have already been

internationalized in some degree.

Initially, HTML was restricted to the ISO-8859-1 character set which is appropri-

ate only for Western European languages. HTML4.0[91] now specifies ISO 10646

UCS (Universal Character Set) as the document character set. It allows the use of var-

ious coding systems which covers most existing character coding systems used on the

Internet. Besides, it defineslang attribute for specifying the language of the specific
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bounds of a text, and some other issues on i18n are taken into account (e.g. bidirec-

tional text handling, character references etc.). On the other hand, at the coding system

level,language tag is defined in Unicode 3.0[100] for the same purpose as HTMLlang

attribute.

Similar to HTML, XML (eXtensible Markup Language)[12] specifies ISO 10646

UCS as the document character set. It allows various coding systems to be used. The

coding system (“encoding” in XML context) used in an XML document can be in-

dicated within the XML declaration, which should be placed at the first line of any

XML document, by usingencoding attribute. Also, XML definesxml:lang attribute

for specifying the language of the specific bounds of a text according to the language

tags defined in RFC 1766[3].

HTTP1.1[27] defines a mechanism to indicate the coding system of a document

sent from the server to the client by using thecharset parameter of theContent-Type

header. It can be used for any text-type content, including HTML, XML, and plain

text. Also, it defines the language negotiation algorithm in which a user can specify

the preferred language(s) from the multiple language versions of a document.

Unfortunately, these i18n features are not fully implemented on current WWW

servers and browsers. The most serious problem is the disuse ofcharset parameter in

current WWW documents, which causes incorrect display on browsers or incomplete

indexing on search engines.

Recently, popular Web browsers are becoming to support more languages and cod-

ing systems for the display function. Netscape Navigator version 4 supports more than

22 coding systems. Internet Explorer version 5 supports more than 34 coding sys-

tems, including Arabic and Hebrew, which are bidirectional in writing direction. Both

browsers support Unicode (UTF-8). However, the user has to install the appropriate

fonts to display a document written in the language for which fonts are not installed.

2.5.2 Cross-Language Information Retrieval

Recently, as an approach to easily access multilingual information, researches on cross-

language information retrieval (CLIR) are becoming to be paid much attention[63].

CLIR is a technique to retrieve documents written in one language using a query writ-

ten in another language. It is effective in cases such as: 1) document collection itself

is multilingual, 2) the user can read the language of document collection, but hard to

13



formulate a query. Various approaches to CLIR will be further discussed in Chapter 5.

2.5.3 Text Input/Output

Text input is a crucial issue especially for languages like Chinese, Japanese, and Ko-

rean (CJK), because CJK have a large number of characters and thus a special input

method is needed in order to input characters of these languages from a keyboard.

Text output is also a crucial issue for most languages other than European languages,

because the fonts for foreign languages are usually not installed in computers.

Yong et al.[106] proposes a technique to input characters on a Web browser without

using the input method installed on the client. Their approach is to download the input

method and the fonts for a particular language as a Java applet. Consequently, it might

take long time to download the whole applet for languages that use many characters or

that require a complex input method, such as Japanese, Chinese, and Korean.

2.6 Summary

In this chapter, we briefly introduced some basic information and current issues related

to multilingual information processing on the Internet. The current situation is much

better than the early days of the Internet and the Web, but there are still many problems

to be solved in order to handle multilingual documents in a unified manner, such as

a lack of installed fonts and input methods for some languages, an identification of

coding systems and languages, and a language-barrier to access documents written in

foreign languages. In the following sections, some solutions to those problems will be

proposed.

14



Chapter 3

MHTML: Display and Input Functions

for Multilingual Web Documents

3.1 Introduction

In order to realize true international information sharing on the Internet, it is important

to be able to read and retrieve documents from every part of the world, in the same

manner. Recently, WWW browsers that support Unicode are becoming popular, and

operating systems are becoming to support Unicode as the internal character code.

Consequently, it is much easier today to handle multilingual documents than before.

However, for languages such as Japanese, Chinese, Korean, and some minor lan-

guages, character fonts and input methods that are necessary for displaying and in-

putting texts, are not always installed on the client side. In ordinary personal computer

environments, usually only fonts for the native language in addition to English are in-

stalled by default. Therefore, in order to display documents in other languages, the user

has to install additional fonts for that language. This process is rather a hard task for

casual users of personal computers and the Internet. Moreover, even if a multilingual

coding system such as Unicode and the browsers that support it become popular, it is

not realistic to prepare fonts for all languages supported by Unicode in every client,

especially for small clients with a limited storage, such as PDAs (Personal Digital

Assistants) and mobile phones.

The simplest and the easiest solution to this problem is to realize a browser that

does not require fonts on the client side. That is, display of a text will be possible
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regardless of the installed fonts on the client, by transmitting character glyphs instead

of character codes. In this approach, it is inevitable that the number of bytes to be

transmitted will increase, but on the other hand, it can avoid the problem of installing

and storage of fonts. Incidentally, it can be used to display characters that are not in-

cluded in existing character sets. As practical methods to implement such an approach

utilizing an existing Web browser, we can think of following methods:

1. To convert the source document into a set of page images (Figure 3.1),

2. To replace each character or string in the source document into an inline image

(Figure 3.2),

3. To add fonts for characters that appeared in the source document, and use that

fonts to display the text (Figure 3.3).

The method 1 is a low-cost and practical method for digitizing existing paper doc-

uments, and used in many existing digital library systems. Hyperlinks of HTML can

be implemented by using clickable maps. The method 2 is already implemented as

a conversion service of existing Web documents, i.e. CII (Character to Inline Image)

library of DeleGate[96]1 proxy server andShodouka2.

This method has an advantage that it can utilize the HTML layout engine of Web

browsers. The method 3 is the one we propose. It converts the source HTML document

into a format called MHTML in which fonts for appeared characters are added, and it

is displayed in a Java applet which runs on a Web browser.

We have developed a browsing system which enables viewing multilingual HTML

documents using this technique[72, 93, 98, 68, 70, 69], and it is extended to implement

the text input function[99]. In this chapter, we introduce this technique in detail, and

show some applications, such as an OPAC[30], a collection of Japanese folk tales[19,

20], and an SGML-based text retrieval system[94].

1http://www.delegate.org/
2http://www.shodouka.com/
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Source HTML document

To create GIF images for
each page of the document

GIF imagesAn HTML text to
display GIF images

Converted document

Figure 3.1. The method of converting the source document into a set of page images.

Source HTML document

To replace each non-ASCII
character or string into

inline GIF images

An HTML text to
display inline GIF

images

GIF images of
non-ASCII

strings

Converted document

Figure 3.2. The method of replacing characters or strings into inline images.

Source HTML document Converted document

MHTML document

To examine characters which 
appeared in the document,

assign a code for each character,
and re-create the document

Font
glyphs

Figure 3.3. The method of adding fonts for characters appeared in the source docu-

ment.
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Figure 3.4. Outline of the MHTML document.

3.2 MHTML (Multilingual-HTML) Document Format

3.2.1 Overview of MHTML

Figure 3.4 shows the outline of the display mechanism of MHTML. An MHTML doc-

ument contains a source HTML text and a minimum set of font glyphs. The character

codes of the source text, except for HTML tags, are internalized to the document itself,

so that the codes are effective only in the document.

Figure 3.5 shows the mechanism of displaying a document using MHTML. First,

WWW browser on the client loads a Java applet called MHTML class from MHTML

server, and the applet is invoked on the browser. Then, two parameters, the URL of

the source HTML document (URL) and the coding system identifier which indicates

the coding system used for the document (coding system ID), are sent to the MHTML

server (1). The MHTML server fetches the source HTML document indicated byURL

parameter (2), and converts it into MHTML usingcoding system ID parameter. Finally,

the MHTML document is returned to the browser (3), and the document is displayed

on the MHTML class applet.
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Figure 3.5. The mechanism of displaying a document using MHTML.

3.2.2 Comparing with Other Methods

Required Transmission Size

To clarify the advantage of our method in terms of size, we conducted a comparative

experiment for required transmission size of our method and alternative methods de-

scribed in Section 3.1. Specifically, we compared the ratios between the transmitted

bytes and the source document size, for four methods: a set of page images, inline

images of characters or strings (CII: Character(s) to Inline Image), and MHTML.

For the method of page images, the transmitted bytes were calculated by summing

the sizes of GIF images of each page captured from a Web browser. For CII method, the

transmitted bytes were calculated by summing all inline images converted by DeleGate

CII library and the HTML document to display those inline images. In the case that

the same character or string appeared more than once, it is counted only once, because

a browser usually caches it at the first fetch. For CII, two methods were examined, i.e.

one character per inline image (CII/C), and at most 30 continuous characters per inline

image (CII/S).

Figure 3.6 shows the result of the comparative experiment for 30 Japanese aca-

demic articles published in HTML. In the figure, X-axis indicates the source document

size, and Y-axis indicates the ratio between the transmission size of the converted doc-
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Figure 3.6. Comparison of the transmitted bytes ratios for each method.

ument and its source. From the figure, we can observe that GIF image and CII methods

require roughly 10-20 times larger transmission size than its source, whereas MHTML

method requires only twice large for documents larger than 10 kilobytes.

Overhead of Network Connections

Another crucial factor that affects the time to complete displaying a document on the

client is the number of HTTP connections to transmit all required files. In CII method,

it requires TCP (Transmission Control Protocol) connections for inline images of every

characters or strings in a document. It causes an extreme overhead for slower network

connections such as a dial-up connection to the Internet, thus it may take very long

time to complete rendering the whole document.

On the other hand, MHTML method requires only one HTTP connection for a

document, thus it is even more efficient than other methods in terms of the network
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connection.

Comparing with Web Fonts

Web Fonts[11] is an alternative method to add fonts to an HTML document. This

method has a functionality to specify the location of a font in a HTML document,

and supported browser dynamically downloads the specified font when displaying the

document. Although its primary objective is to provide a rich presentation of HTML

documents using various font shapes, it can be used as an alternative method to display

multilingual documents without using fonts on the client.

However, Web Fonts requires a supported Web browser on the client, and the author

of a document has to add the font information to the document beforehand. In addition,

Web Fonts does not have a functionality to transmit only required fonts for a document,

thus the whole font for a character set has to be transmitted. It is not efficient for large

character sets such as Japanese, Chinese, and Korean. On the other hand, MHTML

only requires a Java enabled browser on the client, and the author does not have to

modify the source document.

Also, the input of characters is not considered in Web Fonts. In MHTML, it is

possible to input characters without requiring fonts on the client. Moreover, it is easy

to handlegaiji in MHTML as described in the next section. Gaiji refers to characters

that are not included in existing character sets. Since none of the existing character set

standards for CJK (Chinese, Japanese, and Korean) languages covers all the characters

used, it is important for applications that support these languages to be able to display

gaiji characters.

3.2.3 Mixture of Multilingual Text and Handling of Gaiji

As described in Section 3.2.1, an internal coding system, which is independent from

the encoding scheme and the language used in the source HTML document, is used for

the character coding system of the text part. As the result, it is possible for MHTML

to display a document written in multiple languages by creating an HTML document

using a multilingual encoding scheme such as ISO-2022-JP-2, and preparing the cor-

responding fonts on the MHTML server.

Furthermore, it is very easy for MHTML to display gaiji, which is particularly
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Figure 3.7. Outline of an extended MHTML document.

important for some applications such as OPACs for Asian languages. It only requires

preparing a font that contains gaiji and registering it as a new character set in the

MHTML server.

3.2.4 Extended MHTML Document Format

An extended version of the MHTML document format is defined in order to realize the

text input function, which is required for HTML forms, etc. In the extended MHTML

document format, an identifier of the character encoding scheme and the character

code are added for each character in the document, in addition to the components of

the basic MHTML document format shown in Figure 3.4. Figure 3.7 shows the outline

of an extended MHTML document.

A source character code can be reproduced from an extended MHTML document

by replacing every character in the internalized text with its corresponding source char-

acter code. The character encoding identifier is required to make the re-converted text

conform to ISO-2022-JP-2. Conversion to Unicode is also possible.

We developed a Japanese text input system which does not require fonts on the

client using this format. The information of the character code is added to the basic

MHTML format, because it is needed for the server, for example a search engine, to

interpret the submitted string. The detailed architecture of the text input system will

be described in Section 3.3.6.
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3.3 Implementation of the Browsing System

3.3.1 MHTML Document Format

Figure 3.9 shows the MHTML document format (version 0.3). An MHTML document

consists of three components; a header, a font part, and a text part.

Header

The header contains the version number, the number of fonts classified by their size, the

byte offset to the text part, and information of each font. All of the numeric values are

unsigned integer in network byte order. Actual version number is obtained by dividing

the value in ”version number” by 10 (e.g. the value ”3” stands for version 0.3). The

fonts classified by their size are sorted according firstly to their width, secondly to their

height, by ascending order.

Font Part

The font part contains the font glyphs appeared in the text. Font glyphs are classified

by their size and placed in order of appearance in the text part. If the width of a font is

not multiple of 8, padding bits are inserted in order to fit into 1 byte boundary.

Text Part

Text part is composed by ASCII and internal coding system. HTML tags are repre-

sented in ASCII, and other characters are represented in the internal coding system.

Text part always starts with ASCII. The internal coding system is unsigned 16 bit in-

teger in network byte order. Figure 3.8 shows the code structure of the internal coding

system. The code starts from 11, and is assigned in the order of appearance of the

character.

The 15th and the 14th bits are used for attributes of the character. The 15th bit

indicates the directionality of the character and the 14th bit indicates the line-wrapping

behavior of the character.

The control codes are defined in Table 3.1. The codes from 0003 to 000A is re-

served for future use. The 15th (Dir) and the 14th (Wrp) bits are zero for control codes.
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MSB LSB15 14 13 ...

Dir Wrp code (14bits)

Dir: 0 ... Written from left to right
       1 ... Written from right to left

Wrp: 0 ... Can wrap a line at a white space (e.g. Latin scripts)
         1 ... Can wrap a line between any character (e.g. CJK scripts)

9 8 1

Figure 3.8. The code structure of the internal coding system in MHTML.

Table 3.1. The control codes for the MHTML internal coding system.
Code Function

0000 Switch between ASCII and the internal coding system

0001 Carriage return

0002 Space character

3.3.2 Extended MHTML Document Format

Figure 3.10 shows the extended MHTML document format (version 0.2). An extended

MHTML document consists of four components; a header, a font part, a code part, and

a text part. The components except for the code part has the same structure as the basic

MHTML document format described in the previous section.

In the code part, a pair of the character set ID and the character code are stored for

each font, in the order of appearance in the font part.

3.3.3 MHTML Server

The MHTML server has two primary functions. One is the function to fetch the source

HTML document from a Web server, and to convert it into MHTML and send it to the

browser. The other is to send the MHTML class, which is required to display MHTML

documents, to the browser. Both functions use HTTP protocol version 1.0[10] for

network connections.

The source HTML document in the language-dependent format (e.g. in Japanese,

24



version number number of fonts (n)
(16 bits)

byte offset to the text part
(32 bits)

number of characters
in font no. 1 (16 bits)

width of font
no. 1 (8 bits)

height of font
no. 1 (8 bits)

number of characters
in font no. 2 (16 bits)

height of font
no. 2 (8 bits)

width of font
no. 2 (8 bits)

number of characters
in font no. n (16 bits)

height of font
no. n (8 bits)

width of font
no. n (8 bits)

F
ont

T
ext

(4 bits) (4 bits)

H
eader

font glyphs of font no. 1 ... n

text

reserved
(8 bits)

Figure 3.9. MHTML document format.
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Figure 3.10. Extended MHTML document format.

26



Table 3.2. Parameters of the MHTML Panel class.
Parameter Value

url URL of the source HTML document

encoding Encoding ID of the source HTML document

Shift JIS or EUC-JP) is first converted into ISO-2022-JP-2 encoding scheme[86], be-

fore converting into MHTML. This process can generalize the MHTML conversion

function to be independent from the encoding scheme, and this makes it easy to add

the supported encoding scheme or language by simply adding a module to convert from

language-dependent encoding scheme into ISO-2022-JP-2. In addition, this makes it

possible to display multiple languages in one document, by using ISO-2022-JP-2 as

the encoding scheme of the source HTML document.

For the format of fonts, PCF (Portable Compiled Format) for X-Window system

can be used. The MHTML server (version 1.4.0) supports Japanese, Chinese (both

simplified and traditional), Korean, Thai, Russian, Arabic, and some Eastern-European

languages.

The MHTML server is written in C, and it is tested to be compiled and to work on

major UNIX systems. The source code of the MHTML server is distributed as a free

software.

3.3.4 MHTML Class

As described earlier, MHTML class is realized as a Java applet. The class files are

loaded from an MHTML server into the Web browser on the client, and it allocates

an arbitrary size of scrollable area on the browser, and then it displays an MHTML

document. Multiple instances of MHTML classes can be embedded in one page.

The client first loads an HTML page to load MHTML class. This HTML page

contains parameters shown in 3.2 within an APPLET tag. These parameters are sent

to MHTML server through MHTML class.

Then, the MHTML server fetches the HTML document specified by “url” parame-

ter from the Web server, converts it from the encoding specified by “encoding” param-

eter into ISO-2022-JP-2, then converts it into MHTML, and returns it to the MHTML

class on the client’s browser. Finally, the document is displayed on the MHTML class.
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Table 3.3. Request types supported by MHTML server and content of the response.
Request Meaning of

Parameter(s) Responsetype the request

INITIAL Initial request from a user none An HTML document to invoke

MHTML Class as an applet.

APPLET Request for a class or an im-

age file

File name A class file, an icon image, etc.

MHTML Request for an MHTML

document

URL, encod-

ing

An MHTML document

The MHTML class also supports navigation through hyperlinks. In this case, “url”

and “encoding” parameters of the link are embedded in the URL for requesting the

document and sent to the MHTML server.

Figure 3.3 shows the request types supported by MHTML server, required param-

eters for the request, and the content of the response.

MHTML class supports basic HTML tags. Inlined images are supported by replac-

ing them into hyperlinks designating the images. This is because the layout algorithm

will be complicated if images are embedded in a document, and it may take time to

load images. Figure 3.4 shows HTML tags supported by MHTML class.

3.3.5 Support for Bidirectional Text

The MHTML technique has been extended to support Arabic script[35].

Arabic, one of the Semitic languages, is written from right to left, while Arabic

digits and Latin characters are shaped from left to right[8]. Arabic is spoken by mil-

lions of people worldwide, and is being increasingly used on the Internet[2]. Arabic

characters are stored in logical order different from the visual order. The logical order

corresponds to the reading/typing order. This means that the internal storing structure

does not correspond to the visual structure which depends on the contextual form of

the Arabic language. The conversion from the logical into visual order is the main

issue in rendering Arabic, and Hebrew that is also written right to left[21].

An Arabic character might take on four different glyphs depending on its position

in the word, i.e. at beginning, in the middle, surrounded and standalone. However,

popular Arabic coding systems, i.e. ISO-8859-6 and Windows-1256, do not assign
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Table 3.4. HTML tags supported by MHTML Class.
Tag Meaning

TITLE Title of a document

H1, H2, H3, H4, H5, H6 Headings

P Paragraphs

PRE Preformatted text

ADDRESS Contact information

BLOCKQUOTE Block-level quotation

UL Unordered list

OL Ordered list

LI List item

DL Definition list

DT Term in definition list

DD Description in definition list

EM Emphasis

STRONG Stronger emphasis

B∗ Bold

I∗ Italic

A Anchor

BR Forcing a line break

HR Horizontal rule

IMG Inline images

CENTER∗ Centering

FONT∗ Altering font size and color

∗ indicates elements that are deprecated or obsolete in HTML 4.01 specification[91], but these

are still widely used in current Web documents. MHTML Class supports those elements for

backward compatibility.
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different codes for those glyphs, thus the rendering engine have to employ some con-

textual analysis in order to handle those different glyphs according to their positions.

In addition, Arabic is a cursive language, i.e. characters are linked together. Rules

exist to define how to link characters, but the font still need to be adapted to this form.

Furthermore, there are some mandatory ligatures. It is also the responsibility of a

rendering engine to correctly handle those ligatures.

Figure 3.11 shows an example of displaying a bidirectional Arabic text.

3.3.6 Text Input System

Text input function, which is required in HTML forms, is realized by theText Input

System (TIS). It supportsromanji-kanji conversion for clients which do not have fonts

and input methods of Japanese, by communication between the client and TIS. Figure

3.12 shows the overview of TIS.

A Java applet called TextInput class first receives user’s input in romanji (a translit-

eration of Japanese characters which is represented in Latin alphabet) and sends it to

the Text Input server. Figure 3.13 shows the image of TextInput class applet.

Text Input server converts inputted string from romanji to kana (a syllabic script

used by the Japanese writing system) and converts from kana to kanji by the conversion

server, and returns the conversion candidates to the TextInput class. The user selects

the appropriate one from conversion candidates displayed on TextInput class, and goes

to the next phrase. The user’s desired string will be fixed by repeating this process. The

character code string will be sent to the Web server when the user presses the “submit”

button. The extended MHTML document format described in Section 3.2.4 is used

because the conversion result must be sent to the Web server in a character code string.

As the kana-kanji conversion server, Wnn version 4.2[83] is used. Although TIS

supports only Japanese at the moment, support for other languages can be added by

integrating a conversion server for the language. Since Chinese and Korean use input

methods similar to Japanese in which the source input text is Latin characters, it is

feasible to input from a Latin keyboard. However, Thai and Arabic, for example, use

special keyboard layouts to input characters of these languages[64]. In such a case, it

might be better to use a virtual keyboard[9, 35] instead of using a conversion method,

because it is usually difficult for a user to find appropriate key for a particular character

using a Latin keyboard without a label of that character.
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Figure 3.11. An example of displaying a bidirectional Arabic text.
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Figure 3.12. Overview of the Text Input System.

Figure 3.13. The image of the TextInput class.
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3.3.7 Printing MHTML Document

Since an MHTML document is displayed on a Java applet, it cannot directly printed

from the Web browser using the “print” function. In order to support the printing func-

tion in MHTML, the MHTML class implements a function to create the GIF image

of the currently displayed MHTML document. It is invoked by pressing the “print”

button on the applet. Since it is impossible for a Java applet to directly display the

created image outside of the applet (i.e. the Web browser) for security reasons, some-

what redundant process is required to realize this function. The image created on the

client is first sent to the MHTML server, and just sent back to the client without any

processing, and finally displayed on the client Web browser. The user can then print

this image using the built-in “print” function of the browser.

3.4 Example Applications Based on MHTML Technique

3.4.1 Browsing Service

Since 1996, we have been offering a browsing service which enables users browse Web

documents without requiring fonts[73, 68]. This service has been opened to the public

and freely accessible3.

The MHTMLViewer class, which is an extension to MHTML class, is used for

this service. In the MHTMLViewer class, URL input field, navigation buttons, and a

pull-down menu to choose the document language, are added in addition to the core

functionalities of the MHTML class. This service provides users with easy access

to Web documents written in, for example Japanese, from anywhere in the world,

regardless of whether the fonts are installed or not.

Figure 3.14 shows an example of viewing Korean and Thai documents using the

browsing service.

3http://mhtml.ulis.ac.jp/
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Figure 3.14. An example of viewing documents using the browsing service.
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3.4.2 Japanese Old Tales Collection

We applied MHTML to develop the user interface for a multilingual electronic text

collection of Japanese old folk tales[19, 20]4. The tales were taken from Japanese old

tales and rewritten by volunteer authors. Each tale is written in one or more languages,

including English, French, German, Spanish, Portuguese, Italian, Bulgarian, Russian,

Japanese, Chinese, and Korean.

Figure 3.15 shows an example of viewing a Japanese old tale in three languages in

parallel. In this example, three MHTML class applets are embedded in a table.

Figure 3.16 shows the overview of the system. The client first loads an HTML

document which contains three APPLET tag (1), and MHTML class is loaded into the

browser (2). Each MHTML class sends parameters such as URL of the source text, to

the MHTML server. The MHTML server fetches the source text (3), converts it into

MHTML, and returns it into the MHTML class on the client browser (4).

3.4.3 OPAC System

A simple OPAC (Online Public Access Catalog) system has developed using MHTML

technique[30]. Figure 3.17 shows the user interface of the OPAC using MHTML. The

user interface consists of two Java applets. The MHTML class at the top displays the

retrieval result, and the Text Input class at the bottom receives and displays the word

or phrase to be used as a search term. Since this is a very simplified example, the

search term given is used for a full-text search in the whole OPAC database. This user

interface can be extended to implement more elaborate search commands.

3.4.4 Text Retrieval System

An experimental SGML-based text retrieval system for multilingual documents has

developed using MHTML[94]. It can currently store and retrieve Japanese and En-

glish (ASCII) documents, and it is extensible to any languages. Its user interface was

designed using MHTML in order to provide users with ubiquitous accessibility to doc-

uments written in multiple languages.

4http://www.DL.ulis.ac.jp/oldtales/
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Figure 3.15. An example of displaying a Japanese old tale in the collection.
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37



Figure 3.17. OPAC interface image.
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Figure 3.18 shows the overview of the system. It receives documents encoded in

various encoding scheme and converts it into the ISO-2022-JP-2. The text is converted

into Unicode to create the index, and the text is also stored as is. As described in

Chapter 2.3.4, ISO-2022-JP-2 defines the escape sequence to switch between multiple

character sets. This feature is convenient for use with an existing document encoded

in various encoding scheme in the internationalized environment. However, this en-

coding scheme makes the text retrieval function complex, because of the statefulness.

Since the flat character space given in Unicode makes the text retrieval function simple,

Unicode is employed as the basic encoding scheme to build the index. The index is cre-

ated based onn-gram, and its user interface is created using extended MHTML. Thus,

this system provides a framework for retrieving texts encoded in a multiple encoding

scheme (i.e., multilingual documents) with a universal user interface for retrieval.

3.5 Summary

In this chapter, we proposed a system for providing multilingual HTML documents

without requiring to install fonts on the client. This system might be especially useful

for documents written in minor languages, for old literature which may include charac-
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ters that are not defined in any standard character set, and for newspaper articles which

may require gaiji’s for some proper nouns.

Despite the name of MHTML, it is entirely independent from HTML. Therefore,

it can also be used to encapsulate any text formats that are based on plain text, such

as electronic mail and XML (eXtensible Markup Language). For example, it might

be useful for a Japanese user to be able to read and write electronic mails in Japanese

from a public Web terminal (e.g. in a public library) anywhere in the world.

The techniques employed in this system are rather simple, but more efficient than

other approaches such as Web Fonts, CII, and page image conversion. Also, this tech-

nique is extended to the text input function, which is important for an interactive use

of the Web.
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Chapter 4

Automatic Identification of Coding

Systems and Languages of Web

Documents

4.1 Introduction

With the growth of the Internet and WWW in recent years, documents written in vari-

ous languages are being provided. Although 80% of current Web pages are written in

English, it is estimated that over a half of Web documents will be non-English in 2003.

In proportion to this growth, character coding systems used for Web documents also

keep on increasing.

However, Web documents often lack information on the language and coding sys-

tem they use. A mechanism to indicate those information to Web documents is already

developed, but it is not very popular at this moment. In such a case that those informa-

tion are not indicated, recipients of the document have to presume the coding system

and language used. And if the presumption is wrong, it might result in troubles such

as incorrect display on Web browsers. Besides, Web search engines create an index

for collected documents, and lack of those information might cause inaccurate index-

ing. Even in search engines that support only one language, if the language were not

identified for collected documents, it is most likely that documents in other languages

will also be indexed, and it might cause a significant loss in precision of retrieved

documents. Furthermore, in addition to search engines, other document processing
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applications such as categorization, summarization, and machine translation are also

dependent on knowing the document language. Of course, coding system has to be

identified before identifying the document language.

Although the use of multilingual coding systems such as ISO/IEC 10646-1[45] and

Unicode[100] will hopefully avoid such problems, it will take a long time for existing

enormous amount of documents to be replaced by such coding systems. Therefore, at

least in the present circumstances, languages and coding systems have to be identified

prior to processing, for Web documents to be correctly processed.

In this chapter, we propose a method which automatically and efficiently identifies

both languages and coding systems of Web documents by employing a simple statisti-

cal technique and heuristics together.

4.1.1 Current Status and Issues on WWW

As mentioned in Chapter 2, various languages and coding systems are used for docu-

ments on WWW.

For specifying the coding system information to an HTML document,charset pa-

rameter inContent-Type header of HTTP[27], and the same header and parameter in

META tag of HTML[91] are defined. However, usually these information are not spec-

ified. In a simple analysis of several thousands of Web documents cached in a proxy

server, only about 30% of documents indicate the coding system information.

On the other hand, for specifying the language information to a document,lang at-

tribute in HTML 4.0[91], andlanguage tag in Unicode 3.0[100] are defined. However,

usually these are not used because of lack of supported applications.

Therefore, automatic identification of languages and coding systems can be re-

garded as an indispensable technique for WWW information systems[75].

4.2 Related Work

4.2.1 Language Identification

Automatic language identification of text documents is well researched mainly for

European languages. Employed techniques include statistical-based ones such asn-
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gram[14, 1] and hidden Markov model[25], and heuristic-based ones such as counting

frequencies of characters or words that are peculiar to the language[32].

For example, in the method of Cavnar et al.[14] which is based onn-gram of char-

acters, they use the similarity of the frequency distribution of 1 to 5-grams. In their

experiment, over 98% correct rate was achieved for 8 European languages included in

ISO-8859-1. The procedure of their language identification method is as follows:

1. For training data of each language to be identified, calculate alln-gram (n =
1. . .5) frequencies and sort them by reverse order of frequency (the resulting list

is called aprofile),

2. Create a profile for the document to be identified,

3. Calculate theout-of-place distance (the sum of the differences in ranks for each

n-gram between both profiles) between the document profile and each language

profile, and the language with the smallest distance is picked as the identification

result.

Although the target languages for their experiment were only European, this method

can be applied to languages which have no clear segmentations between words. Also it

can be applied for identification of coding systems in which the number of bytes used

for one character is variable, such as CJK. Because their method is based onn-grams

of bytes, it does not depend on word or character segmentations. However, this method

is less efficient because it needs to extract, sort, and compare alln-grams in the target

document.

4.2.2 Coding System Identification

On the other hand, for automatic identification of coding systems, the algorithms are

well established for some languages such as Japanese, and are already incorporated

into applications such as Web browsers and code conversion filters. These algorithms

check differences of code ranges that do not overlap for each coding system (e.g.

Shift JIS, EUC-JP, and ISO-2022-JP for Japanese), and are accurate enough even for

short texts. However, such algorithms are not applicable for coding systems that have

the same or similar code ranges, such as language versions of EUC (Extended Unix

Code).
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As a method to support multiple languages, Kikui[61] proposes a method which

uses statistical language model. His method first extracts East-Asian language parts in

the target document using decoder for each East-Asian language. Then, it calculates

the likelihood score of each decoded character, which is obtained from the training

data, and the coding system which has the highest average score is selected as the result

for the East-Asian language part. The same method is applied for each 4-gram at the

tail of a word in the remaining one-byte part. In his experiment, over 95% correct rate

was achieved for 15 languages and 11 coding systems. However, this method needs to

decode the target document assuming every supported languages and coding systems.

Therefore, the addition of the language and coding system to support might lead a

significant drop in performance.

In this chapter, we propose an identification method, which is more efficient than

previous methods, and less dependent on the length of the document to be identified,

primary for use with the indexing of collected documents on Web search engines which

support multiple languages[74, 75].

4.3 Target Languages and Coding Systems

Our proposed method supports 12 languages and 10 coding systems as shown in Ta-

ble 4.1. For ISO-8859-1 coding system, it supports 9 languages, namely, English,

German, French, Italian, Spanish, Portuguese, Danish, Norwegian, and Swedish. Al-

though ISO-8859-1 supports 14 languages, we only support 9 languages because of

availability of training data for other languages. Besides, Chinese coding systems

GB2312 and Big5 handle different coded character sets, we regard these as different

languages.

In the table, “Unit” indicates the number of bits actually used for one octet, and

“Character range” indicates the code range within which graphic characters are as-

signed.

Although the target coding systems except for ASCII and ISO-8859-1 are all vari-

able length multi-byte coding systems, our algorithm treats all coding systems as one

byte code, regardless of the segments of multi-byte characters, for simplicity and effi-

ciency.
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Table 4.1. Target languages/coding systems for identification.
Coding System Language Unit Character range

ASCII English 7 33–126

ISO-2022-JP Japanese 7 33–126

ISO-2022-CN Chinese 7 33–126

ISO-2022-KR Korean 7 33–126

Shift JIS Japanese 8 33–252

EUC-JP Japanese 8 33–126, 142–254

GB2312 Chinese (simplified) 8 33–126, 161–254

Big5 Chinese (traditional) 8 33–126, 161–254

EUC-KR Korean 8 33–126, 142–254

ISO-8859-1 European languages 8 33–126, 161–254

4.4 Training Data

4.4.1 7-Bit Coding Systems

Because ASCII and ISO-2022 variants are 7-bit coding systems, those can be distin-

guished from other 8-bit coding systems by checking if the document contains a byte

in which MSB (Most Significant Bit) is 1. Moreover, documents written in ISO-2022

variants necessarily contain some escape sequences that is used to designate (and to

invoke) a coded character set to be used after it. Therefore, subsets of ISO-2022 (-JP,

-CN, and -KR) can be distinguished by checking those escape sequences.

Consequently, for all 7-bit coding systems mentioned, it is possible to infallibly

identify those coding systems without using any training data.

4.4.2 8-Bit Coding Systems

8-bit coding systems are identified by analyzing the distributions of character codes for

every one byte or every consecutive two bytes.

For the training data for analysis, we used the directory pages of country/language

versions of Yahoo! directory service. The languages and coding systems used in each

country/language version are shown in Table 4.2.
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Table 4.2. Country/language version of Yahoo! used for training data.

Site Language
Coding

system

Yahoo! Japan Japanese EUC-JP

Yahoo! China，Yahoo! Chinese Chinese (simplified) GB2312

Yahoo! Taiwan, Yahoo! Chinese Chinese (traditional) Big5

Yahoo! Korea Korean EUC-KR

Yahoo! English ISO-8859-1

Yahoo! Deutschland German ISO-8859-1

Yahoo! France French ISO-8859-1

Yahoo! Italia Italian ISO-8859-1

Yahoo! Espa˜na, Yahoo! en Espa˜nol Spanish ISO-8859-1

Yahoo! Brasil Portuguese ISO-8859-1

Yahoo! Danmark Danish ISO-8859-1

Yahoo! Norge Norwegian ISO-8859-1

Yahoo! Sverige Swedish ISO-8859-1
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We extracted only the descriptions of sites from all directory pages of each coun-

try/languages version, in order to avoid fixed descriptions that are identical among all

pages. From the extracted sentences, randomly selected 100 kilobytes were used for

the training data. For the training data of Japanese ShiftJIS, sentences converted from

EUC-JP using a coding system converter were used.

One byte code distributions of the training data for some 8-bit coding systems are

shown in Figure 4.1. In these figures, the horizontal axis is the one byte code values

(from 33 to 254), and the vertical axis is the occurrence frequencies for each code

values.

Some characteristics in distributions of code occurrence frequencies for each cod-

ing system can be observed from these figures. For example, in ShiftJIS and EUC-JP,

the first bytes of hiragana and katakana, that are frequently appeared in Japanese text,

converge into a particular code range (i.e. 164-165 for EUC-JP), and are relatively

high values. Similarly, in EUC-JP, code ranges for the first bytes of Greek and Cyril-

lic, and unused characters (166-174) are relatively low values compared to that of other

two-byte codes (161-254).

However, no significant characteristics were observed among GB2312, Big5, and

EUC-KR, and among languages of ISO-8859-1.

4.5 Automatic Identification Algorithm

4.5.1 Parameter Method

This method is applied for ShiftJIS and EUC-JP, in which some significant character-

istics were observed, and all 7-bit coding systems. In the method, firstly the frequencies

of code values (0-255) for each one byte in the document are calculated. Then, iden-

tification algorithm, which is derived heuristically from the statistical characteristics

of the frequency distributions of training data, is applied. The algorithm is shown in

Figure 4.2.

The input of this algorithm is the frequency distribution of the document to be

identified, and the output is the name of the identified coding system.f req(n) is the

frequency of the code valuen, andavg f req(m . . .n) is the average frequency for the

range from the code valuem to n.
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Figure 4.1. One byte code distribution of 8-bit coding systems.
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if avg f req(128. . .255) = 0

if f req(ESC) > 0

if appears(ESC,36,64) or appears(ESC,36,66) or

appears(ESC,40,74) or appears(ESC,36,40,68)
return “ISO-2022-JP”

else ifappears(ESC,36,41,65) or appears(ESC,36,41,71) or

appears(ESC,36,42,72)
return “ISO-2022-CN”

else ifappears(ESC,36,41,67)
return “ISO-2022-KR”

else

return “ISO-2022 (others)”

end if

else

return “Unknown”

end if

else ifavg f req(128. . .159) �= 0 and ( f req(130) > FK or f req(131) > FK)
return “Shift JIS”

else ifavg f req(166. . .174) < FS and ( f req(164) > FK or f req(165) > FK)
return “EUC-JP”

else

return “Unknown”

end if

Figure 4.2. Coding system identification algorithm of the parameter method.
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ESC is the special character (code 27) that indicates the beginning of an escape

sequence for ISO-2022, andappears(code seq) returns true if the specified code se-

quencecode seq is appeared in the document.

For the identification of ShiftJIS and EUC-JP, significant characteristics observed

in the one byte code distributions are used. Specifically, we assume that the frequency

of the code value of the first byte of hiragana or katakana is always the highest for

documents written in ShiftJIS or EUC-JP. Therefore, we can set the threshold value to

be the minimum frequency of the code that has the highest frequency in each document,

among the training data for these coding systems. Similarly, we can also use relatively

less appeared code value, such as the first byte of Greek and Cyrillic characters in EUC-

JP. In this case, the maximum average frequency of the code range of these characters

in each document in the training data is used. In addition, since ShiftJIS uses a code

range that is not used in other coding systems (128-159), it can also be used for the

identification.

The thresholds are defined as follows:

FK is the minimum value of the frequency of the most frequently appeared code

value (i.e. the first byte of hiragana and katakana) for each document in the training

data of ShiftJIS and EUC-JP.

FK = min
n

(max f req(0. . .255)) (4.1)

wheren is the number of documents in the training data, andmax f req(m . . .n) is

the maximum frequency for the range from the code valuem to n.

FS is the maximum value of the average frequency of relatively less appeared code

value (i.e. the first byte of Greek and Cyrillic, and unused characters) for each docu-

ment in the training data of EUC-JP.

FS = max
n

(avg f req(166. . .174)) (4.2)

The values of these parameters determined from the training data described in sec-

tion 4.4.2 wereFK = 0.06,FS = 0.005.

ASCII is not identified here despite that it is a 7-bit coding system, because it

cannot be distinguished from ISO-8859-1 documents that do not contain any accented

alphabets.

50



4.5.2 Vector-Distance Method

Using One Byte Unit (Unigram)

On the other hand, if we regard the frequencies of code values as a vector, we can

consider an alternative method for identification by comparing their distances. In the

method, in the same way as the parameter method, firstly the frequencies of code

values (0-255) for each one byte in the document are calculated. Then, that vector is

compared with vectors of each language and coding systems that are calculated from

the training data in advance, in terms of their distance.

For 7-bit coding systems, ASCII and ISO-2022 are distinguished by checking the

presence of a escape sequence, as described in section 4.4.1. For 8-bit coding systems,

vector-distances between the target document and each languages and coding systems

are calculated, and the language and coding system which have the minimum distance

is selected as the result.

The vector-distanceDc between the document to be identified and the training data

of the coding systemc, is calculated by the following formula based oncosine distance:

cosDc =
∑
i

f reqc(i) f reqd(i)√
∑
i

f reqc(i)2
√

∑
i

f reqd(i)
2

(4.3)

(i = 65. . .90,97. . .122,128. . .255)

where f reqc(i) is the occurrence frequency of the code valuei for the training data

of the coding systemc, and f reqd(i) is the occurrence frequency of the code valuei

for the document to be identified.

The vector-distancesDc between the document to be identified and each training

data for the target coding systems are calculated, and the coding system that are the

closest to the document is taken as the result of the identification. In order to avoid

the negative effect of characters that are not useful for identification such as symbols,

numerals, and control characters, the code ranges 0-64, 91-96, and 123-127 are not

counted. Figure 4.3 shows the code ranges actually used for calculation of the vector

distance.
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Figure 4.3. The code range actually used for calculation of the vector distance.
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one byte
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Figure 4.4. Statistics using consecutive two bytes.

Using Consecutive Two Bytes Unit (Bigram)

If we take the connection of consecutive characters into account, we can consider a

method using consecutive two bytes as a unit instead of one byte unit. In this case, as

shown in Figure 4.4, consecutive two bytes that slide simply one byte at a time from

the beginning, regardless of the number of bytes used for one character. This method

might catch the characteristics of connections of characters, that are dissimilar among

languages.

In case of using consecutive two bytes unit, the vector-distanceD′
c between the

document to be identified and the training data of the coding systemc, is calculated by

the following formula:

cosD′
c =

∑
i
∑
j

f reqc(i, j) f reqd(i, j)√
∑
i
∑
j

f reqc(i, j)2
√

∑
i
∑
j

f reqd(i, j)2
(4.4)

(i, j = 32,65. . .90,97. . .122,128. . .255)

where f reqc(i, j) is the occurrence frequency of the code valuei×256+ j for the

training data of the coding systemc, and f reqd(i, j) is the occurrence frequency of the

code valuei×256+ j for the document to be identified.

Similar to that of one byte unit, non-useful ASCII characters such as symbols,

numerals, and control characters are not counted. However, in the case of two bytes

unit, it might be useful to count the characters at the beginning and the end of a word,

especially for European languages, we takespace character (code 32) into account.
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Table 4.3. Correct rate of identification using the parameter method.

Coding system (language)
Correct

rate (%)

ISO-2022-JP (Japanese) 100.0

ISO-2022-CN (Chinese) 100.0

ISO-2022-KR (Korean) 100.0

Shift JIS (Japanese) 100.0

EUC-JP (Japanese) 100.0

Avg. 100.0

4.6 Evaluation

We conducted the experiment of the proposed methods in terms of accuracy. For the

test data, we used the same document collection as described in section 4.4.2 (i.e.

Yahoo! directory pages), but distinct set of documents to that of the training data. We

used 539-1,000 documents that are longer than 300 bytes (1,255 bytes on average)

for each coding system and language. The documents in ShiftJIS and ISO-2022-JP

in Japanese, ISO-2022-CN in Chinese, ISO-2022-KR in Korean, were created from

EUC-JP, GB2312 and Big5, and EUC-KR, respectively, and used as the test data. Sun

Ultra 1 (UltraSPARC 167MHz，Solaris2.5.1) were used for the experiment, and the

identification program is implemented in C language.

4.6.1 Applying Parameter Method

The execution time of the parameter method was about 0.002 seconds per document.

Correct rates of identification using the parameter method are shown in Table 4.3.

Identification using the parameter method achieved 100% for all target coding sys-

tems.

4.6.2 Applying Vector-Distance Method

The execution time of the vector-distance method was, about 0.003 seconds per docu-

ment for 1 byte unit, and about 0.1 seconds per document for consecutive two bytes.
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Table 4.4. Correct rate of identification using the vector-distance method and Cavnar

et al.’s method.

Coding system (language)
Correct rate (%)

1 byte 2 bytes Cavnar

Shift JIS (Japanese) 99.8 100.0 100.0

EUC-JP (Japanese) 99.2 100.0 100.0

GB2312 (Chinese) 100.0 100.0 100.0

Big5 (Chinese) 100.0 100.0 100.0

EUC-KR (Korean) 100.0 100.0 100.0

ISO-8859-1 (English) 90.9 98.9 99.0

ISO-8859-1 (German) 99.4 100.0 99.8

ISO-8859-1 (French) 95.1 99.9 99.4

ISO-8859-1 (Italian) 98.2 100.0 99.8

ISO-8859-1 (Spanish) 90.7 99.9 99.8

ISO-8859-1 (Portuguese) 92.8 100.0 100.0

ISO-8859-1 (Danish) 69.8 92.6 91.4

ISO-8859-1 (Norwegian) 70.1 91.5 88.6

ISO-8859-1 (Swedish) 94.9 99.7 99.4

Avg. 92.9 98.7 98.4

Correct rates of identification using the vector-distance method are shown in Table 4.4.

The confusion matrixes for the results of one-byte and two-bytes vector-distance

methods are shown in Table 4.5 and Table 4.6, respectively. In the tables, the rows

correspond to the identification results, and the columns correspond to the correct an-

swers.

4.6.3 Comparing with Cavnar et al.’s Method

In addition to the proposed methods, Cavnar et al.’s method described in Section 4.2.1

was experimented using the same test data. The GNU dbm (gdbm) library[31] was

used for countingn-grams, and qsort() built-in function was used for sortingn-grams.

When applying this method, the number of the top mostn-grams to be used for
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Table 4.5. Confusion matrix of the identification results of the one-byte vector-distance

method.

SJ EJ GB B5 EK en de fr it es pt da no sv

SJ 998

EJ 992 5 3

GB 767

B5 812

EK 1000

en 909 8 38 5 15 17 5 3

de 3 994 1 2

fr 21 3 951 4 13 8

it 8 3 982 7

es 6 11 7 907 69

pt 5 7 4 30 593

da 8 5 1 506 183 22

no 3 1 131 378 26

sv 8 3 1 1 15 12 743

CJK: SJ=ShiftJIS, EJ=EUC-JP, GB=GB2312, B5=Big5, EK=EUC-KR

ISO-8859-1: en=English, de=German, fr=French, it=Italian, es=Spanish, pt=Portuguese,

da=Danish, no=Norwegian, sv=Swedish
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Table 4.6. Confusion matrix of the identification results of the two-bytes vector-

distance method.

SJ EJ GB B5 EK en de fr it es pt da no sv

SJ 1000

EJ 1000

GB 767

B5 812

EK 1000

en 989 5 2 3 1

de 1000

fr 1 999

it 1000

es 999 1

pt 639

da 1 1 671 7

no 45 493 1

sv 1 1 781

CJK: SJ=ShiftJIS, EJ=EUC-JP, GB=GB2312, B5=Big5, EK=EUC-KR

ISO-8859-1: en=English, de=German, fr=French, it=Italian, es=Spanish, pt=Portuguese,

da=Danish, no=Norwegian, sv=Swedish
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calculating the similarity affects the performance. In this experiment, we used top 400

n-grams, which achieved the best performance in their experiments[14].

The execution time of Cavnar et al.’s method was about 1.4 seconds per document.

Correct rate of identification using the Cavnar et al.’s method are shown in the column

“Cavnar” in Table 4.4.

The average correct rate of Cavnar et al.’s method was slightly lower than that of

two bytes vector-distance method. In regard to the efficiency, Cavnar et al.’s method

requires to prepare a data structure such as a hash table in order to store the occurrence

frequencies ofn-grams, whereas vector-distance method only requires to prepare an

array to store the occurrence frequencies of character codes. In addition, Cavnar et al.’s

method requires to sortn-grams in the order of occurrence frequency. Furthermore, for

the calculation of distance, Cavnar et al.’s method requires to look up the rank in the

training data for eachn-gram in the target document.

The average number of distinctn-grams per document was 1,443 for target doc-

uments used in experiments. However, the actual length of Web documents is about

7 kilobytes on average according to a recent statistics[66]. It is much longer than the

average length of documents used in the experiments which was about 1 kilobytes.

Therefore, it may take longer time for counting and sortingn-grams for the actual

Web documents. In the experiment, the execution time of Cavnar et al.’s method was

about 14 times longer than that of two bytes vector-distance method. Although the

performance of Cavnar et al.’s method may possibly be improved to some extent by

optimization, the proposed method may still be more efficient. Consequently, the pro-

posed method has advantages over Cavnar et al.’s method in terms of both effectiveness

and efficiency.

4.6.4 Discussion of Identification Errors

From the table 4.4, one byte vector-distance method achieved 92.9% on average, but

only achieved about 70% for Danish and Norwegian of ISO-8859-1. Mostly those two

languages were mis-identified vice versa; about 25% of Danish were mis-identified as

Norwegian, and about 24% of Norwegian were mis-identified as Danish. It is probably

because the languages of Danish, Norwegian, and Swedish are very similar in terms

of linguistics, and it might be the cause of the mis-identification between Danish and

Norwegian. On the other hand, Swedish gained much better results than those two

58



languages, probably due to the difference in the usage of accented letters.

For two bytes vector-distance method, correct rates are improved for almost all

of the languages, and achieved 98.7% correct rate in average. Even for Danish and

Norwegian, in which the performances were poor for one byte vector-distance method,

the correct rates are improved over 20% for both languages.

4.6.5 Combining Parameter and Vector-Distance Methods

From the analysis described above, it may be possible to identify both 7-bit and 8-bit

coding systems effectively and efficiently, by combining the parameter method and the

two bytes vector-distance method. The procedure of this method is as follows:

1. First, the parameter method is applied for the target document, and if the result

was not “Unknown” (in the algorithm in Figure 4.2), the identified coding system

and language is selected as the result,

2. For documents that could not be identified by the parameter method (those iden-

tified as “Unknown”), the two bytes vector-distance method is applied, and the

identified coding system and language is selected as the result.

The execution time of this method was about 0.09 seconds per document. Correct

rates of identification using this method are shown in Table 4.7.

Considering the possibility of misidentification in the parameter method, correct

rate might be improved by applying the parameter and vector-distance methods in

parallel and comparing both results. However, because the parameter method achieved

100% correct rate in this experiment, and it can identify 50 times faster for supported

coding systems, we used a sequential combination of two methods as described above.

4.6.6 Text Length vs. Correct Rate

We investigated the minimum text length by which the language and the coding sys-

tem can be correctly identified in our method. Note that identification of 7-bit coding

systems such as ASCII and ISO-2022 variants does not depend on the text length, so

those were not investigated here.

Table 4.8 shows the correct rates changing the text lengthn used for identification

from 50 to 1,000 bytes. In the table, “CJK” indicates the average correct rates for five
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Table 4.7. Correct rate of identification using combination of the parameter and the

vector-distance methods.

Coding system (language)
Correct

rate (%)

ISO-2022-JP (Japanese) 100.0

ISO-2022-CN (Chinese) 100.0

ISO-2022-KR (Korean) 100.0

Shift JIS (Japanese) 100.0

EUC-JP (Japanese) 100.0

GB2312 (Chinese) 100.0

Big5 (Chinese) 100.0

EUC-KR (Korean) 100.0

ISO-8859-1 (English) 98.9

ISO-8859-1 (German) 100.0

ISO-8859-1 (French) 99.9

ISO-8859-1 (Italian) 100.0

ISO-8859-1 (Spanish) 99.9

ISO-8859-1 (Portuguese) 100.0

ISO-8859-1 (Danish) 92.6

ISO-8859-1 (Norwegian) 91.5

ISO-8859-1 (Swedish) 99.7

Avg. 99.0
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Table 4.8. Correct rate at different text length for identification.

# bytes
Correct rate (%)

CJK 8859-1 avg.

50 98.0 76.3 84.0

100 99.8 90.0 93.5

200 100.0 95.6 97.2

300 100.0 97.0 98.1

400 100.0 97.8 98.6

500 100.0 98.0 98.7

600 100.0 98.2 98.8

700 100.0 98.3 98.9

800 100.0 98.5 99.0

900 100.0 98.5 99.0

1,000 100.0 98.8 99.3

coding systems (ShiftJIS, EUC-JP, GB2312, Big5, and EUC-KR) of Japanese, Chi-

nese, and Korean, and “8859-1” indicates the average correct rates for each language

in ISO-8859-1 coding system.

Figure 4.5 shows the transition of correct rate at different text length for identifi-

cation. The horizontal axis is the text lengthn used for identification, and the vertical

axis is the correct rate of identification for that length.

From the result of this experiment, we can observe that about 100 bytes are al-

most enough for five coding systems of Asian languages, but for European languages

included in ISO-8859-1, at least 500 bytes are required in order to achieve 98% cor-

rect rate. Note that 99.8% average correct rate was achieved by excluding Danish and

Norwegian, which are prone to be mis-identified.

4.7 Summary

In this chapter, we proposed a automatic identification method of coding systems and

languages of multilingual Web documents which employs the statistics and its analysis.

In order to verify the effectiveness of the proposed method, we conducted exper-
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iments for 12 languages and 10 coding systems, and achieved over 98% correct rate

in average. Especially for Asian languages that use multiple bytes to represent one

character, we showed that it is possible to identify those languages and coding systems

effectively and efficiently, simply using one byte unit and without discriminating the

boundaries of characters. For European languages, we showed that it can achieve 98%

average correct rate for 9 languages included in ISO-8859-1, by using the consecu-

tive two bytes unit, which takes the connection of consecutive characters into account.

Furthermore, we investigated the relation between text length and correct rate, and

showed that our method can identify nearly perfect by using only first 300 bytes of

text, excluding Danish and Norwegian.

Also, our method has an advantage that it can easily be extended to other languages

and coding systems other than the target languages used in this chapter, because it does

not depend on the byte length of one character, which varies depending on the coding

system.

One of the future work for this research is an extension to other languages and

coding systems. For example, several different coding systems are used to represent

Web documents in Arabic and Russian, so automatic identification technique for these

coding systems is desired. Also, the language identification of documents in which

multiple languages are used, which is expected to be increase in proportion to the

increasing popularity of Unicode, has to be investigated in the future.

Another possible future work might be an exploration into the automatic creation

of discrimination rules for the parameter method. The parameter method has an advan-

tage that it is much more efficient than other methods, but has a disadvantage that the

rule has to be manually created by observing the code distribution and finding a signifi-

cant characteristic for a particular coding system. Therefore, a method to automatically

create such rules might be a promising future work.
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Chapter 5

Query Term Disambiguation for Web

Cross-Language Information Retrieval

5.1 Introduction

With the increasing popularity of the Internet in various parts of the world, languages

used for Web documents are expanded from English to others. Some Web search

engines such as AltaVista and Lycos can handle multiple languages in addition to En-

glish and can specify the target language of the documents to be retrieved. At the same

time, many search engines exist that handle Web documents written in a particular lan-

guage other than English. However, these search engines are essentially a collection

of monolingual search engines from the user’s perspective. Nevertheless, there might

be some cases where the user wishes to retrieve documents in unfamiliar languages.

Needs for retrieving such information must be large. For example, when Japanese is

used as a query language, target collection will represent only a very small portion of

the whole Web documents, which consist of several hundreds millions of pages. Also,

there might be cases, depending on the user’s demand, where information written in

a language other than the user’s native language is rich. For example, for the eco-

nomic trend of a particular country, there should be extremely rich information in the

language related to that country.

To fulfill such needs, researches on Cross-Language Information Retrieval (CLIR),

a technique to retrieve documents written in a certain language using a query written

in another language, have been active in recent years. CLIR is also referred to as cross-
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Text Information Retrieval

Monolingual IR

Multilingual IR

Set of
monolingual

IRs

Cross-Language
IR

Figure 5.1. Scope of multilingual and cross-language information retrieval in the con-

text of text information retrieval.

lingual IR, cross-linguistic IR, or translingual IR. Although the termmultilingual IR

is often used to indicate CLIR, it is a broader term and includes a system that handles

multiple languages but does not cross languages (e.g. AltaVista and Lycos), as shown

in Figure 5.1.

An obvious solution to CLIR is to translate all Web documents into the query lan-

guage in advance. However, considering the enormous amount of Web documents, this

approach is unrealistic. Therefore, it is feasible to translate the retrieved documents

into the specified language. Recently, relatively inexpensive machine translation soft-

wares are becoming more available. Some of them can translate and display a Web

document on a Web browser on-the-fly. Therefore, some users cannot use languages

other than their own native language in this case, increasing solutions in CLIR can be

considered as useful.

Therefore, there is a problem in the query formulation in the target language. In

order to satisfy such needs on usual monolingual retrieval system, the user has to man-
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ually translate the query by using a dictionary. This process not only imposes a burden

to the user but also might choose incorrect translations for the query, especially for

languages that are unfamiliar to the user. Accordingly, the approach in which the user

formulates a query in his/her native language and the system translates it, should be

desirable. One of the major technical problems to be solved in CLIR concerns the

translation of short queries of one or few words, appropriately. Possible translation

candidates might be numerous in such cases and resolving such ambiguities becomes

a hard task.

In this chapter, we propose a novel approach for CLIR system targeting Web doc-

uments, which uses a natural language resource that is extracted from a Web search

engine as a corpus, and resolves the ambiguities caused by the dictionary-based query

translation approach, by using a co-occurrence information[76, 71]. We have evalu-

ated the effectiveness of this method by experiments. By using this method, we do not

have to worry about obtaining expensive language resources, which is one of the in-

conveniences of existing CLIR approaches. Easy extension to other languages, as well

as the achievement of a reasonable retrieval effectiveness, are among the advantages

of our approach. We also conducted a comparative evaluation of four co-occurrence

measures; mutual information, modified Dice coefficient, log likelihood ratio, andχ2

test.

5.2 Related Work

Approaches to CLIR can be classified into three categories; document translation,

query translation, and the use of an inter-lingual representation that is language in-

dependent.

The approach based on translation of target documents has the advantage of uti-

lizing existing machine translation systems, in which more context information can be

used for disambiguation. Thus, in general, it achieves a better retrieval effectiveness

than those based on query translation. However, since it is impractical to translate a

huge document collection beforehand and it is difficult to extend this method to new

languages, this approach is not suitable for multilingual, large-scale, and frequently-

updated collection of WWW.

The second approach transfers both documents and queries into inter-lingual rep-
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resentation, such as bilingual thesaurus classes[97] or a language-independent vector

space[23, 104]. The latter approach requires a training phase using a bilingual (parallel

or comparable) corpus as a training data.

The major problem in the approach based on the translation and the disambigua-

tion of queries is that the queries submitted from ordinary users of Web search engines

tend to be very short (approximately two words on average[51]) and usually consist of

just an enumeration of keywords (i.e. no context). However, this approach has an ad-

vantage that the translated queries can simply be fed into existing monolingual search

engines. In this approach, a source language query is first translated into the target

language using a bilingual dictionary, and then the translated query is disambiguated.

Our method falls into this category. One of the crucial problems of dictionary-based

translation is the lack of headwords (e.g. compound words, coined words, loan words,

etc.). Fujii et al.[29] proposes the methods for the translation of compound words and

transliteration of phonograms (i.e. katakana in Japanese) using bigram statistics.

For the disambiguation method, various approaches have been proposed[84, 34],

such as using the first term listed in the dictionary[85], using relevance feedback[6, 7],

and using a parallel corpus[22] or a comparable corpus[103]. However, such bilingual

corpora are usually not readily available. Nie et al.[81] proposes a method to auto-

matically gather parallel texts from the Web and use them for query term selection.

However, for language pairs other than English-French in their case, the amount of

parallel documents on the Web might not always be enough. Therefore, query term

disambiguation method that does not depend on expensive language resources such as

a parallel corpus, is of practical use.

One of the practical approaches for disambiguation is the use of the target language

monolingual corpus. This approach has been adopted in word sense disambiguation

task in the field of machine translation. Dagan and Itai[18] use the combination of

syntactic rules and statistics on the target language corpus for target word selection

in machine translation. Their method is not directly applicable to CLIR application

because of the lack of syntax in queries submitted from ordinary users, as mentioned

above. Therefore, only statistics on the target language corpus can be used for the dis-

ambiguation task of CLIR. For such a type of methods,mutual information, which is

calculated from co-occurrence frequency of terms in a monolingual corpus, has been

employed in several researches[75, 67, 50]. These approaches are all based on the hy-
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pothesis that correct translations of query terms should co-occur in the target language

corpus, and incorrect translations should not co-occur.

Lin et al.[67] uses mutual information for the disambiguation of translated queries

in Japanese-English CLIR task. However, their method selects the only translation-

candidate that has the highest score for actual retrieval. In this case, there is a possibil-

ity of selecting inappropriate translation. Jang et al.[50] uses mutual information for

both disambiguation and query term weighting in Korean-English CLIR task. In their

experiments, the method achieved 85% of monolingual retrieval case.

According to Lin et al. and Jang et al. experiments, the window size of the co-

occurrence was set to 3 and 6 words, respectively. In proportion the narrower the win-

dow size, the less effect of unrelated terms. However, term pairs that do not co-occur

will increase even if the corpus is relatively large. Furthermore, mutual information

has an undesired characteristic, which is the assignment of unexpectedly high values

to rarely occurred terms[7].

Although our method[75, 26] also uses mutual information, in order to avoid the

possibility of selecting only inappropriate translations, we take all translation candi-

dates that exceed a certain threshold value. In addition, in order to avoid the undesired

effect of rarely occurred terms, we set another threshold value for the minimum occur-

rence of a term in a corpus. Moreover, by utilizing a Web search engine, we make it

possible to use it as a huge corpus of various domains for the disambiguation without

collecting enormous amount of Web documents.

5.3 Query Translation

Figure 5.2 shows the flow of query translation for the proposed query term disambigua-

tion method.

A query in user’s native language is first translated into the target language using a

bilingual dictionary. The obtained translation candidates are disambiguated using term

co-occurrence statistics and then passed to the search engine.

A query submitted by a user is first segmented into words using a morphological

analyzer. Then, each word is translated into the target language using a machine-

readable dictionary. In this phase, the longest matched term in the dictionary is used as

the translation term. For example, an English query “digital library” can be segmented
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Figure 5.2. Flow of Query Translation.

into “digital” and “library”, but if the phrase “digital library” was found in the dictio-

nary, the translation(s) of that phrase will be used instead. For the case of the longest

match overlaps, (e.g. “distributed network environment” matches both “distributed

network” and “network environment”), both phrases will be used.

Translation candidates obtained from the dictionary are then disambiguated using

the method described in the next section, which is based on 2 orn words co-occurrence

frequency information obtained from the target language corpus.

5.4 Query Term Disambiguation using a Web Search

Engine

Since Web search engines gather an enormous volume of documents that cover exten-

sive domains, they might be very useful as natural language resources. For instance,

the number of retrieved documents by searching some terms combined by AND oper-

ators, can be regarded as a co-occurrence frequency of those terms in a Web document

corpus. Ikeno et al.[41] investigates the possibility to apply it for selecting appropriate

translated words for machine translation. We apply this method to the query disam-

biguation in CLIR.
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Table 5.1. 2-by-2 table for calculating two words co-occurrence tendency.
w2 ¬w2

w1 n11 n12

¬w1 n21 n22

5.4.1 Different Measures of Co-occurrence

Here we define several different measures of co-occurrence (we call themco-occurrence

tendency). First, for two wordsw1 andw2 to calculate co-occurrence tendency, we de-

fine ni j(i, j = 1,2) in a 2-by-2 table shown in Table 5.1. In the table,n11 indicates the

number of times two wordsw1 andw2 co-occur within a text window,n12 indicates the

number of timesw1 occurs, butw2 does not occur within a text window, and so on.

ni·, n· j, andN are defined as follows:

ni· = ni1 +ni2

n· j = n1 j +n2 j

N = ∑
i, j

ni j

That is,ni· indicates the number of timesw1 occurs (i = 1) or does not occur (i = 2)

regardless of the occurrence ofw2, andN indicates the total number of co-occurrence

windows in the corpus.

Generally, the window size of co-occurrence is a fixed number of words, but mainly

for the limitation of utilizing search engines, we use one document as the window of

co-occurrence. Actually, for examplew1∧¬w2 (n12 in Table 5.1) can be obtained by

submitting a query “w1 AND NOT w2” (in syntax of AltaVista). In this case,N is

the total number of documents in the search engine. For example, for AltaVista, the

total number of documents can be obtained by submitting a query of “*” symbol that

matches arbitrary strings.

We consider four co-occurrence measures; mutual information, modified Dice co-

efficient, log likelihood ratio, andχ2 test. Each measure will be described in the fol-

lowing sections.
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Mutual Information

Mutual Information (MI) is one of the metrics that can be used for calculating the sig-

nificance of word co-occurrence associations[16]. The mutual informationMI between

two eventsx,y is defined as follows:

MI(x,y) = log2
p(x,y)

p(x)p(y)
(5.1)

wherep(x,y) is the joint probability that two eventsx andy co-occur, andp(x) and

p(y) are the probabilities that the eventx or y occur independently.

MI can be applied to the words in the documents and can be used to calculate the

correlation between those words. Two words co-occurrence tendencyCOTMI2 between

wordsw1 andw2 in a corpus is defined as follows:

COTMI2(w1,w2) = log2

n11

N
n·1
N

n1·
N

(5.2)

Note that we use one document as the window of co-occurrence instead of fixed

number of words.

Usually, co-occurrences are measured between two words mainly because of com-

putational and the storage cost. However, when using a Web search engine, it is not

necessary to calculate the frequencies for every pair of words in advance. We can use

co-occurrence frequencies among anyn words.

n words co-occurrence tendencyCOTMIn among wordsw1,w2 . . .wn is defined, as

an extension ofCOTMI2, as follows:

COTMIn(w1,w2 . . .wn) =
1

n−1
log2

f (w1,w2 . . .wn)
N

f (w1)
N

f (w2)
N

. . .
f (wn)

N

(5.3)

whereN is the total number of documents in the search engine,f (w) is the number

of retrieved documents for the wordw, and f (w1,w2, . . .wn) is the number of retrieved

documents for the wordsw1,w2, . . .wn combined using AND operators. Note that MI

is essentially a measure between two events, so this is anad hoc extension only for the

purpose of calculatingn words co-occurrence tendency.

72



Table 5.2. An example of two words co-occurrence tendency values of Japanese word

pairs.

w1 w2 COT2(w1,w2)
情報 (information) 検索 (retrieval) 1.46

情報 (information) ニュース (news) 1.41

情報 (information) 図書館 (library) 1.23

情報 (information) 負傷 (injury) 0.77

情報 (information) 団子 (dumpling) 0.25

情報 (information) 陶磁器 (pottery) 0.16

Table 5.3. An example of two words co-occurrence tendency values of English word

pairs.

w1 w2 COTMI2(w1,w2)
database multimedia 3.37

database transaction 2.41

database relational 2.01

database chair -2.96

database soul -3.43

database iron -4.62

Table 5.3 gives some examples of co-occurrence tendency values for English words

extracted from randomly sampled 14 thousand English Web documents.

Modified Dice Coefficient

Dice coefficient is rather a heuristic measure and it is also commonly used for calculat-

ing the word co-occurrence tendency[101]. The Dice coefficient between two words

w1 andw2 is defined as follows:

Dice(w1,w2) =
2n11

n1·+n·1
(5.4)
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Kitamura et al.[62] proposes a modification of Dice coefficient, which improves the

accuracy of co-occurrence tendency by adding a weight based on co-occurrence fre-

quency. In this chapter, we call itmodified Dice coefficient. Two words co-occurrence

tendencyCOTDICE between wordsw1 andw2 in a corpus, is defined as follows:

COTDICE(w1,w2) = log2 n11
2n11

n1· +n·1
(5.5)

Log Likelihood Ratio

Likelihood ratio test is a kind of hypothesis testing. It can also be used for calculating

COT , and it is said to be more accurate than MI, especially for rare occurred terms[24].

Two words co-occurrence tendencyCOTLLR between wordsw1 andw2 in a corpus, is

defined as follows:

COTLLR(w1,w2) = 2∑
i, j

ni j

(
log2

ni j

N
− log2

ni·n· j
N

)
+∆ (5.6)

Although the value of the correction term∆ does not affect the actual selection of

translations, we use∆ = 2 on the basis of AIC (Akaike Information Criterion).

Chi-Square Test

χ2 test is also a hypothesis testing and is used for testing the dependence of two vari-

ables whose probabilities are approximatelyχ2 distributed. Sinceχ2 is a continuous

distribution, some correction is needed for small counts. Yate’s correction is applied

if any of ni j is smaller than 5. Two words co-occurrence tendencyCOTCHI between

wordsw1 andw2 in a corpus, is defined as follows:

COTCHI(w1,w2) =




N(|n11n22−n12n21|− N
2 )2

n1·n2·n·1n·2
ifmin(ni j) < 5,

N(n11n22−n12n21)
2

n1·n2·n·1n·2
otherwise

(5.7)

Note that log likelihood ratio andχ2 test cannot easily be extended inton words,

because the frequencies of non-occurrence (e.g.¬w1 etc.) have to be calculated.
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Table 5.4. Comparison of various measures for co-occurrence tendency of Japanese

words “大気 (air)” and “汚染 (pollution)”.

COTMI2 COTDICE

1 consideration contamination air pollution

2 consideration pollution consideration pollution

3 air pollution atmosphere pollution

4 atmosphere pollution consideration contamination

5 air contamination air contamination

6 atmosphere contamination atmosphere contamination

7 generosity pollution generosity pollution

8 generosity contamination generosity contamination

COTLLR COTCHI

1 air pollution air pollution

2 consideration pollution consideration pollution

3 air contamination air contamination

4 consideration contaminationconsideration contamination

5 atmosphere pollution atmosphere pollution

6 atmosphere contamination atmosphere contamination

7 generosity pollution generosity pollution

8 generosity contamination generosity contamination

5.4.2 Comparing COT Measures

Table 5.4 shows the comparison of various measures for the co-occurrence tendency of

Japanese words “大気 (air)” and “汚染 (pollution)”. In this example, the pair “air” and

“pollution” is the most appropriate translation. It is ranked top forCOTDICE , COTLLR,

COTCHI, but third for COTMI2. In [77] and some other research on co-occurrence

measures[24, 40], it is claimed that mutual information is less accurate than other co-

occurrence measures. This example might support those claims.
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銀行 貯金箱 岸 土手 堤防

富 財産 資金 通貨

商売 同業者 貿易 交換 道

Query Translation candidates

…

…

…

AND

AND

9.10

漕ぎ手席

計算貨幣

常習

Figure 5.4. An example of a disambiguation usingn wordsCOT (COTMIn).

We eliminate the terms which rarely occur, in order to avoid the undesired phe-

nomenon of MI described before. For example, in Figure 5.3, if we do not eliminate

rarely occurred terms, unrelated term sets “漕ぎ手席 (seat of an oarsman or a rower)”,

“富 (wealth or fortune)” and “常習 (habitual for customary)” is mistakenly given the

highest averageCOTMI2 score.

On the other hand, when usingn words co-occurrence tendency, the terms actually

used for the target language query are determined as follows:

1. Obtain the number of retrieved documents for each term in the query from the

Web search engine,

2. Obtain numbers of retrieved documents for all possible combinations of transla-

tion candidates whose occurrence frequency for each term exceed the threshold

valueTf req, from the Web search engine (using AND operators),

3. The term sets whoseCOT exceed the threshold valueTCOT are selected as the

target language query.

Figure 5.4 shows an example of a disambiguation usingCOTMIn for the same query

as the previous example. Also in this case, the same term set, “銀行”, “通貨”, and “貿
易” is given the highestCOTMIn. All term sets which exceedTCOT are combined with

OR operators, and are used as a Japanese query.

This method may cost much time for querying the search engine, especially for

queries with many possible translation-candidate pairs. However, it can be greatly

reduced by submitting multiple requests for a query in parallel.

77



We can consider using a proximity operator instead of an AND operator. The

proximity operator matches documents containing specified terms within a specific

window of words, regarding or regardless of order. For example, AltaVista supports

the proximity operator called “NEAR” which retrieves specified terms within 10 words

regardless of order. In this case, to be exact,N is the total number of object windows,

which cannot be calculated exactly using a search engine. However, since it does

not affect the ranking of translation candidates, and since the absolute value is not

important in this case, we used the total number of documents forN in our experiments.

5.5 Evaluation

We have conducted experiments to evaluate the effectiveness of the Japanese-English

CLIR using the proposed query translation method.

The threshold valueTCOT was set as, max(COT)−4.0, max(COT )×0.7, max(COT)×
0.9, max(COT)×0.8 forCOTMIn,COTLLR,COTDICE , andCOTCHI, respectively (max(COT)
is the maximumCOT for a query). The threshold value for word occurrence frequency

Tf req was set to 1/10,000 of the total number of English documents in the search en-

gine, henceN/10,000. Those values were empirically determined based on the best

results in the preliminary experiments. Specifically, we tested max(COT)−0.0. . .6.0

for COTMIn, and max(COT)×0.1. . .0.9 for COTLLR, COTDICE , andCOTCHI.

5.5.1 Test Data

For the test data, we used NACSIS Test Collection 1 (NTCIR-1)[57] (Research Purpose

Use). It contains about 330,000 technical documents, which are summaries of papers

presented at conferences hosted by 65 Japanese academic societies, and we used E-

Collection, which contains about 190,000 English summaries. Although our system is

essentially targeting Web documents, we used NTCIR collection because there is no

other test collection suitable for evaluating Japanese-English CLIR of Web documents

at present. In fact, relevance judgment of Web documents is a difficult task because

of their diversity in format, domain, length, language, etc. Furthermore, it is also

very difficult to assess recall in a large collection of Web documents, since it is totally

unaffordable to judge all documents against a large number of topics[37]. However,
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recall is less important in Web IR than in traditional IR, because people usually do not

want to retrieve all relevant documents, which will sometimes be a very large number.

We used 39 Japanese search topics for evaluation. The TITLE fields of 39 topics

in NTCIR-1 and their English translations are shown in Table 5.5.

We used only TITLE field, which is a very short description of the topic, for

queries. It contains 1-7 words (2.7 words on average) and it resembles to the queries

often submitted by an end-user of Web search engines in terms of length.

TITLE fields are segmented into words using ChaSen[78] Japanese morphological

analyzer, and only nouns and unknown terms were used as a query.

5.5.2 Language Resources used for the Experiments

Bilingual Dictionary

For query translation, we merged three dictionaries,Japanese-English Bilingual Dic-

tionary andTechnical Terms Dictionary (Information Processing) of EDR Electronic

Dictionary Version 1.5[52], and EDICT1, which is a freeware Japanese-English dictio-

nary. The total vocabulary of the merged dictionaries was 366,041. However, it was

not sufficient for translating some of the queries used for the experiments. In order to

avoid the effect of the quality of the dictionary, we added translations for 18 words that

appeared in the queries. For example, we added “extraction” for one of the translations

of “抽出”, and “collision” for “干渉”, etc. The reason for adding translations is simply

to avoid the loss in accuracy of the experimental results. If we do not add the missing

translations, some queries will not retrieve any documents, thus dropping the accuracy

and the reliability of the experimental results. Additionally, the absolute performance

is not important in this experiment since there is no comparable experimental result

that used only TITLE field in NTCIR experiments.

Note that we used only translation candidates that consist of one term or one phrase

and did not use translation candidates that consist of descriptional sentences, because

they are not suitable for the proposed disambiguation method.

1http://www.csse.monash.edu.au/˜jwb/edict.html
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Table 5.5. TITLE fields in NTCIR-1 topics and their English translations.
Topic

TITLE field English translationID

0031 データ品質制御 data quality control

0032 ネットワークコラボレーション network collaboration

0033 メディア同期 media synchronization

0035 電子図書館 electronic library

0036 グループ ウェア groupware

0037 バッファ 制御 buffer management

0038 TCP/IP通信スループット TCP/IP communication throughput

0039 WWWトラフィック WWW traffic

0040 高精細画像生成 high definition image generation

0041 超高精細画像医療 super high definition image medical

0042 3次元動画像通信 three dimension motion image communication

0043 動画像圧縮センサ motion image compression sensor

0044 画像電子透かし image digital watermark

0047 マルチキャスト 実装 multicast implementation

0048 ホームエリアネットワーク home area network

0049 ネットワークトポロジー network topology

0050 人工知能将棋 artificial intelligence shogi

0051 次世代インターネット next generation Internet

0053 電波人体影響 radiowavehuman body effect

0054 光ファイバ通信速度 optical fiber communication throughput

0055 構造化文書検索全文データベース索引 structured document retrieval fulltext database index

0056 人工物ライフサイクル情報知識共有 artificial life cycle information knowledge sharing

0057 創造的思考モデル化支援 creative thinking modeling support

0058 Zipf 法則 Zipf law

0059 シソーラス自動構築 thesaurus automatic construction

0061 階層関係自動抽出 hierarchical relationship automatic extraction

0062 生涯学習ボランティア lifelong learning volunteer

0063 多国語文字 multilingual character

0064 生涯学習施設学校 lifelong learning facility school

0066 大学図書館建築空間 university library architecture space

0067 自然災害学校施設 natural disaster school facility

0068 デジタル 著作物 digital writing

0070 高齢者行動特性 aged person behavior characteristic

0071 著作権課金体系 copyright charge system

0072 博物館資料 museum material

0076 多面体干渉検出 polyhedron collision detection

0077 点字翻訳 Braille translation

0080 神経再生 nerve regeneration

0083 骨形成分子 メカニズム bone formulation molecule mechanism
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Monolingual Corpus

We used a Web search engine as a monolingual corpus, as described in Section 5.4.

We chose AltaVista as the Web search engine for the query disambiguation for the

following reasons:

1. It is possible to specify the target language for the retrieval,

2. It is possible to obtain the total number of documents, which is required to cal-

culateCOT ,

3. It supports the proximity operator (NEAR) in addition to the AND operator,

4. It has comparatively large index as a Web search engine (about 130 million En-

glish documents on March 2000).

Generally, Web search engines periodically update their index, and the populations

of the target collection may fluctuate as time goes on. In the experiments, in order

to avoid the effect of such fluctuation, co-occurrence frequencies for a query were

obtained continuously within a short period of time and those values were never reused.

The number of times querying the search engine for 39 queries was 107.5 on average,

but 33.7 on average for queries containing no more than 3 terms (33 queries out of 39).

Furthermore, we also experimented with NTCIR-1 E-Collection, which is identical

to the target collection, as the monolingual corpus. In this case, the AND operator was

used for calculating co-occurrence tendencies.

5.5.3 Retrieval System

For the retrieval system, we usedNamazu retrieval system2 (version 2.0.1). It is a free-

ware full-text retrieval system based on a Boolean model and supports basic functions

such as a composition of Boolean operators, ranking of the results, and phrase retrieval.

5.5.4 Evaluation Measures

For the evaluation of the retrieval effectiveness, we used standard measures of infor-

mation retrieval, i.e.recall andprecision[92].
2http://www.namazu.org/
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Consider that a setR is all relevant documents for a given query, and|R| is the

number of documents in this set. Assume that the retrieval result of a given IR system

(an answer set) for the query is setA, and|A| is the number of documents in this set.

Let |Ra| be the number of documents in the intersection of the setsR andA. Using

these variables, the recall and precision are defined as follows:

Recall is the fraction of the relevant documentsR which has been retrieved, thus,

Recall =
|Ra|
|R| (5.8)

Precision is the fraction of the retrieved documentsA which is relevant, thus,

Precision =
|Ra|
|A| (5.9)

In addition, we used a single value measure callednon-interpolated average pre-

cision. It is the average of the precisions of all relevant documents for a query, and

shows the balance of recall and precision.

5.5.5 Experiment 1 (based on MI)

Experimental Results

Experimental results forn term co-occurrence tendency based on MI are shown in

Table 5.6 and Figure 5.5.

In the table, NODIS is the result of no disambiguation, which means using all

possible translation candidates obtained from the dictionary. In this case, all transla-

tion candidates of each term were combined with AND operators, and all translation

candidates were combined with OR operators.

NOSTR is the result of using all possible translation candidates without structuring

(i.e. all translation-candidate terms were simply combined with OR operators).

ONE is the result of using only one translation-candidate that has the topCOTMI2,

by using NTCIR collection as a corpus.

NOTHR is the result of setting the threshold value for word occurrence frequency

Tf req to be zero, by using NTCIR collection as a corpus.

AND and NEAR are the results of using the proposed disambiguation method de-

scribed in section 5.4, which uses the Web search engine as a corpus. If there is no
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Figure 5.5. Recall-precision curves of Experiment 1.
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Table 5.6. Results of the experiment using NACSIS Test Collection 1 (Experiment 1).
Precision

NODIS NOSTR ONE NOTHR AND NEAR NTCIR MAN

0.00 0.4769 0.2836 0.3987 0.4820 0.4241 0.4841 0.5051 0.5301

0.10 0.3143 0.2239 0.2980 0.3011 0.2925 0.3415 0.3463 0.3480

0.20 0.2513 0.1704 0.2097 0.2447 0.2427 0.2755 0.2650 0.2778

0.30 0.2050 0.1397 0.1443 0.1868 0.1851 0.1964 0.2072 0.2166

0.40 0.1732 0.0905 0.0963 0.1412 0.1591 0.1677 0.1812 0.1984

0.50 0.1629 0.0814 0.0871 0.1359 0.1530 0.1613 0.1745 0.1813

0.60 0.0766 0.0582 0.0451 0.0630 0.0843 0.0888 0.0840 0.0742

0.70 0.0514 0.0421 0.0428 0.0549 0.0536 0.0565 0.0534 0.0526

0.80 0.0354 0.0217 0.0253 0.0368 0.0368 0.0388 0.0366 0.0344

0.90 0.0031 0.0100 0.0031 0.0031 0.0031 0.0033 0.0031 0.0091

1.00 0.0031 0.0056 0.0031 0.0031 0.0031 0.0033 0.0031 0.0005

Avg.Prec. 0.1438 0.0896 0.1084 0.1362 0.1371 0.1513 0.1544 0.1564

translation-candidate that retrieves documents by using a search engine, all translation

candidates were used.

NTCIR is the result of using the proposed disambiguation method, but by using

NTCIR collection as a corpus instead of a Web search engine.

MAN is the result of English queries manually translated from the original Japanese

queries.

In the table, the column 0.00-1.00 indicates the precisions at each recall level, and

Avg. Prec. indicates the average precision.

For relevance judgments included in NTCIR collection, we used not only full rele-

vance (A judgment), but also partial relevance (B judgment).

As an actual example of a disambiguation, the result of NEAR method for the query

that consists of two words “神経 (nerve)” and “再生 (regeneration)” (topic ID 0080)

is shown in Figure 5.6 and Table 5.7. In Table 5.7, top 7 pairs exceed the threshold

value. In this case, the 1st, 3rd, and 4th pairs seem to be appropriate translations, but

all 7 pairs combined by OR operators are used for the actual query.
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神経

再生

worrysensitivitynerve sensation"nervous system"

playback rebirth reincarnation regeneration

Query Translation candidates

…

…

2.20 1.12

Figure 5.6. An example of disambiguation for a query used in experiments.

Table 5.7. An example of co-occurrence tendency values for a query used in experi-

ments (top 15 pairs).

Rank
Translation candidate pair

COTMI2“神経” “ 再生”

1 nerve regeneration 2.20

2 nerve regrowth 1.82

3 “nervous system” regeneration 1.12

4 nerves regeneration 0.54

5 nerves regrowth 0.43

6 “nervous system” regrowth -0.17

7 sensation regrowth -1.52

8 sensation reincarnation -2.33

9 “nervous system” resuscitation -2.65

10 sensitivity playback -2.95

11 sensitivity regeneration -3.07

12 nerve resuscitation -3.07

13 sensation regeneration -3.09

14 worry read -3.27

15 sensation rebirth -3.91
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Discussion of the Results

In terms of average precisions compared with NODIS, the proposed disambiguation

method improved 1.0 point for NTCIR and 0.8 point for NEAR, but decreased 0.7

point for AND.

In general, the effectiveness of using all translation candidates in a dictionary is

about a half of the one using monolingual retrieval[7], but our result of NODIS greatly

surpassed it and achieved 92% of manual translation (MAN). It is probably because:

1) queries consist mostly of technical terms and their ambiguities were relatively low,

2) query structuring using Boolean operators was much more effective than expected.

The result of NOSTR (all translation-candidate terms are combined with OR operators)

was 57% of the result of MAN and it is comparable to previous studies.

The result of NTCIR, in which the corpus is identical to the target collection,

achieved 99% of MAN and the effect of disambiguation was significant. By using

a corpus which is consistent with the target, appropriate translations were selected in

most of the cases. However, for the results of using Web documents as a corpus, NEAR

achieved 97% of the result of MAN, but AND did 88% of MAN and it was lower than

NODIS. It is probably due to the scope of the co-occurrence. In AND, the scope is one

document and there are more chances for errors, but in NEAR, the scope is 10 words

and relatively a better co-occurrence tendency was acquired.

In this experiment, NTCIR achieved the highest performance, but our primary tar-

get is Web CLIR. It is impractical to prepare a comprehensive corpus that covers all

possible domains. Therefore, the proposed method using Web documents as a mono-

lingual corpus will be effective for Web CLIR.

On the other hand, the result of using only one translation-candidate that has the

highestCOTMI2 achieved only 69% of MAN. The reason is that the highest-ranked

translation-candidate is not always appropriate. In the proposed method, by including

all translation candidates that exceed the threshold value, appropriate translations were

selected in most of the cases. For example, in a query which consists of “Zipf” and

“法則 (law or rule)”, the highest-ranked translation-candidate was the pair (“Zipf”,

“rule”), but the most appropriate translation (“Zipf”, “law”) also exceeded the thresh-

old, and was selected as the final query. Moreover, the number of the appropriate

translations is not necessarily one. For example, the Japanese term “施設” has transla-

tions of similar meaning “facility” and “institution” in English. In some context, both
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of them might be appropriate. In the proposed method, both of them were selected as

an effect of selecting multiple translation candidates that exceed the threshold.

In addition, the topics used in this experiment are all for technical documents.

They contain many technical terms and loan words, which are usually less ambiguous

by nature. Therefore, 4 queries out of 39 were translated uniquely without requiring

the disambiguation.

Moreover, the result of NOTHR, in which the threshold value for word occurrence

frequencyTf req is zero, was 1.8 point decrease in average precision compared to the

result of NTCIR, in whichTf req is N/10,000. This result proves the effectiveness of

eliminating rarely occurred terms when calculating co-occurrence tendencies based on

mutual information.

5.5.6 Discussion Concerning the Size of Corpus

In the experiment, we used 130 million Web documents as a corpus. We investigated

the effect on selecting translations when the size of corpus is smaller.

In the case of AND operator, 2,910 candidate pairs exceeded the thresholdTCOT

for 39 queries. Among these candidate pairs, 1,233 pairs (42%) retrieved more than

100 documents (f (w1,w2, . . .wn) in equation 5.3), 2,099 pairs (72%) retrieved more

than 10 documents, and 2,689 pairs (92%) retrieved more than 2 documents. In the

case of NEAR operator, among 304 documents that exceeded the threshold, 119 pairs

(39%) retrieved more than 100 documents, 217 pairs (71%) retrieved more than 10

documents, and 243 pairs (90%) retrieved more than 2 documents.

If the size of corpus was 1/2, 1/10, or 1/100, roughly 10%, 30%, or 60% of

candidate pairs will not co-occur and will be excluded from candidates. Note that

it is just a provisional conclusion, since the candidates that exceed the threshold are

not necessarily appropriate translations. However, at least for the queries used in this

experiment, we can say that there is a possibility that 130 million documents were not

sufficient for obtaining co-occurrence ofn words.

5.5.7 Experiment 2 (comparison of COT)

We have conducted a comparative experiment for four co-occurrence tendency mea-

sures described in Section 5.4. In this experiment, NTCIR collection was used as a
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Table 5.8. Results of the comparative experiment about co-occurrence tendency mea-

sures (Experiment 2).

Precision

DICE LLR CHI

0.00 0.5051 0.4973 0.4956

0.10 0.3464 0.3504 0.3498

0.20 0.2650 0.2651 0.2658

0.30 0.2070 0.2066 0.2073

0.40 0.1820 0.1794 0.1822

0.50 0.1753 0.1722 0.1755

0.60 0.0859 0.0863 0.0862

0.70 0.0546 0.0550 0.0549

0.80 0.0366 0.0370 0.0368

0.90 0.0031 0.0031 0.0031

1.00 0.0031 0.0031 0.0031

Avg. Prec. 0.1546 0.1550 0.1549

corpus.

Experimental Results

The results of the experiment are shown in Table 5.8 and Figure 5.7. NODIS and

MAN in the figure are the same as experiment 1. DICE, LLR, and CHI are the results

of disambiguation using modified Dice coefficient, log likelihood ratio, andχ2 test,

respectively.

Discussion of the Results

In this experiment, differences of the average precisions among four measures were

lower than 0.1% and no significant difference was observed. It is probably due to the

limitation of the target collection, which is a collection of technical documents in a

limited domain. In this case, even if inappropriate translations were included in the

final query, they were not likely to appear in the target collection. But for Web CLIR

88



0

0.1

0.2

0.3

0.4

0.5

0.6

0 0.2 0.4 0.6 0.8 1

P
re

ci
si

on

Recall

MAN
NODIS

MI
DICE
LLR
CHI

Figure 5.7. Recall-precision curves of Experiment 2.
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which includes documents in various domains, difference among measures might be

significant.

Since log likelihood ratio andχ2 test require the frequency information containing

non-occurrence (e.g.w1∧¬w2 etc.) and also they cannot be extended inton words,

they require much more query to a search engine for calculating co-occurrence ten-

dencies. Therefore, at least for the test collection and the retrieval system used in the

experiments, we can conclude that either mutual information or modified Dice coef-

ficient might be the best measure for co-occurrence tendency, when considering both

effectiveness and efficiency.

5.6 Summary

In this chapter, we proposed a method for query term disambiguation using a Web

search engine, which is readily available. The results of the experiments showed that

the proposed method is effective for very short queries, which are often used by an

end-user of Web search engines. We also showed that the proposed method can achieve

comparable effectiveness with the manual translation, using a corpus which is consis-

tent with the target collection.

Our method can easily be extended to other language pairs by preparing only a

bilingual dictionary. Besides, disambiguated queries are simple Boolean queries and

can be simply fed into an existing Web search engine.

Future work include detailed considerations on setting the threshold value and the

scope of the co-occurrence, an evaluation using actual Web documents, extension to

other language pairs, and a consideration on how quality and quantity of the corpus

affect the retrieval effectiveness, as well as the possibility to apply some smoothing

method[60].
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Chapter 6

System Integration: Multilingual

Knowledge Discovery System

6.1 Introduction

The techniques which were described in previous three sections, are used as a part

of the Multilingual Knowledge Discovery System[75]. This system integrates three

techniques described in previous chapters. The goal of this system is to manage multi-

lingual Web documents in a unified manner, and to provide users with easy access to

information written in foreign languages.

6.2 Related Work

Several systems have already been developed that supports CLIR of multilingual doc-

uments on the Web.

MULINEX[13] is a cross-language Web search engine that supports English, French,

and German. It combines several existing linguistic techniques such as summarization,

categorization, machine translation of summaries, and language identification. The

language identification is used prior to summarization, categorization, and indexing.

It employs Cavnar et al.’s method[14] described in Chapter 4 for the language iden-

tification. For the disambiguation of query terms, it does not employ any automatic

disambiguation methods, but merely uses the user interaction, i.e. the user manually
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select appropriate translation(s) for the target language query from the candidates ob-

tained from a bilingual dictionary. In order to help users who do not understand the

target language, it shows the translations how each translated query term translated

back into the source language.

TITAN/CLMS[39] is a cross-language Web search engine that supports English,

Japanese, Chinese, and Korean. It is based on TITAN[38] that supports English and

Japanese. It employs Kikui’s method[61] described in Chapter 4 for the language

and coding system identification of the documents to be indexed. Like MULINEX, it

does not employ any query term disambiguation methods. One notable feature of this

system is the metasearch functionality. The system consists of several search sites that

have different supported languages, e.g. site A supports English and Japanese, site B

supports English and Chinese, and so on. The query requests that are not supported by

the current site are routed to the site which can handle them. A similar approach has

taken by Powell et al., which defines a translation request protocol for federated CLIR

systems[89].

6.3 System Implementation

6.3.1 System Overview

Figure 6.1 illustrates the overview of the system. The system consists of three subsys-

tems, i.e.document collection subsystem,indexing subsystem andretrieval subsystem.

6.3.2 Document Collection Subsystem

The document collection subsystem collects documents using a Web robot (also re-

ferred to as a Web crawler or a Web spider). An Web robot is a program that automati-

cally traverses the Web’s hypertext structure by retrieving a document, and recursively

retrieving all documents that are referenced.

6.3.3 Indexing Subsystem

In the indexing subsystem, the collected documents are classified usinglanguage and

coding system identification module which is implemented using the automatic identi-
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Figure 6.1. Overview of the Multilingual Knowledge Discovery System.

fication algorithm described in Chapter 4, then indexed by language dependent index-

ing modules, and finally stored into the index database.

6.3.4 Retrieval Subsystem

In theretrieval subsystem, user’s query requests are translated into the language(s) the

user specified, then documents are retrieved using translated query and returned to the

user, using the CLIR technique described in Chapter 5.

Currently, it supports Japanese-to-English and English-to-Japanese CLIR. For query

translation, we use EDICT freeware Japanese-English dictionary that was described in

Chapter5. For query term disambiguation, the user can select between the AltaVista

search engine and a locally maintained monolingual corpus. For co-occurrence mea-

sure for disambiguation, the user can select among four measures described in Chapter

5; mutual information, modified Dice coefficient, log likelihood ratio, andχ2 test.

6.3.5 Text Input/Output Subsystem

Figure 6.2 illustrates the overview of thetext input/output subsystem. This subsystem

is implemented using the text display and input functions described in Chapter 3.

A query can be inputted using the MHTML Text Input System, and the search

results are shown in the MHTML class. Thus the user does not have to install fonts
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and input methods for searching Japanese documents.

Figure 6.3 shows the homepage of the prototype system.

6.4 Summary

In this chapter, the architecture of theMultilingual Knowledge Discovery System,

which integrates the techniques described in previous three sections, was introduced

and described in detail. This system is a prototype for Web-based multilingual infor-

mation system which manages multilingual Web documents in a unified manner, and

supports end-user access to information written in foreign languages.

This system realizes several functionalities that are not available on state-of-the-art

Web search engines, such as multilingual text input/output without requiring fonts and

input methods, and cross-language information retrieval of Web documents in diverse

domains.

Still, there remain many unsolved problems in terms of multilingual information

processing on the Internet. These problems might include a suitable indexing tech-
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Figure 6.3. Homepage of the Multilingual Knowledge Discovery System.
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nique of multilingual Web documents, a retrieval method of text including gaiji, and an

implementation of input methods other than Japanese. And especially for CLIR, a con-

sideration on cultural elements such as units, era names and color names in query trans-

lation, and a query translation through intermediary language dictionary[75] might be

some of future works.
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Chapter 7

Conclusions

In this thesis, we introduced practical solutions to several issues in realizing a informa-

tion system which can handle multilingual documents in a unified manner. The issues

we focused on are summarized as follows:

In Chapter 3, we introduced display and input functions of multilingual text which

does not depend on installed fonts and input methods on the client side. The advantages

of this technique are, it is easy to use by casual users of the Internet, it is inexpensive

because no additional installation is required on the client side, and it is light-weight.

This system might be especially useful for documents written in minor languages,

for old literature which may include characters that are not defined in any standard

character set, and for newspaper articles which may require gaiji’s for some proper

nouns.

In Chapter 4, we developed an algorithm for automatic identification of languages

and character coding systems of Web documents based on combination of both statis-

tics and heuristics. It is basic but important function in order to handle multilingual

documents in practice. We conducted experiments for 12 languages and 10 coding

systems, and achieved over 98% correct rate in average. For Asian languages that

use multiple bytes to represent one character, we showed that it is possible to identify

those languages and coding systems effectively and efficiently, simply using one byte

unit and without discriminating the boundaries of characters. For European languages,

we showed that it can achieve 98% average correct rate for 9 languages included in

ISO-8859-1, by using the consecutive two bytes unit, which takes the connection of

consecutive characters into account.
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In Chapter 5, we investigated a cross-language information retrieval technique

which is suitable for Web documents in diverse domains. The results of experiments

showed that the proposed method is effective for very short queries which are of-

ten used by an end-user of Web search engines. We also showed that the proposed

method can achieve comparable effectiveness with the manual translation, using a cor-

pus which is consistent with the target collection. The main advantages of this tech-

nique are, since it is based on word co-occurrence information obtained from a Web

search engine, we do not need to collect a large corpus of diverse domains, and it can

easily be extended to other language pairs by preparing only a dictionary.

Finally, In Chapter 6, by integrating three techniques describe above, we realized

a system which supports access to documents written in languages other than user’s

native language. This system provides some solutions to the problems in multilingual

information processing that are specific to the Internet.

Future work of this research might include the extension of the overall system to

other languages and coding systems, especially to multilingual coding systems such as

Unicode.
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