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Abstract

In multi-agent environment, each agent can be working at common goals with
globally cooperative behaviors. In order to form cooperation, agents first migrate
related knowledge, locally evaluate the others’ requirements, then agents finally
can form a plan to achieve goals. In order to construct a model integrating agent’s
behavior and cooperation among agents, we propose four goals; (1)cooperation
of software agents in the multiple processes of its architecture and the commu-
nication between agents to achieve a common goal, (2)adaptability of a software
agent when its autonomous software agent can control its correct behavior in
the environment and can manage both its knowledge and other agents’ migrated
knowledge to execute its behavior in knowledge-level, (3)mobility of a real-world
mobile agent when mobile computer and autonomous mobile robot equipped with
a network can execute its behavior by knowledge migration between mobile com-
puter and autonomous mobile robot, and (4)transparency of knowledge migration
when the communication requires to construct transparent knowledge boundaries
between real space and virtual space which a computer generates in its display.

In this dissertation, we present two approaches for agent collaboration to
resolve the above mentioned issues. As for the first approach, we introduce so-
cial agency model for constructing a prototype system for guide activities in a
laboratory. We,then, formalize the interaction between agents based on the no-
tion of rational agents. As for the second approach, we present an autonomous
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agent’s architecture in social agency aimed at communicating with other agents
in knowledge-level. Its architecture is designed by three criteria; (1)to execute
services on heterogeneous environments, (2)to develop independent software com-
ponents, and (3)to negotiate agent’s behavior between software components using
protocols.

The main contribution of this dissertation has been to introduce role models
in object-oriented software engineering, propose the agent’s model to determine
both agent’s behavior and cooperation among agents allowing to express (1)co-
operation, (2)adaptability, (3)mobility, and (4)transparency, and verify its model
by developing the prototype system. Moreover, it has been to verify real-time
performance of autonomous agent’s architecture for an autonomous mobile robot
in the model. The latter research has proved that the implementation of agent
architecture level promises to have the potential of finding improved components
of autonomous learning and planning allowing efficient parallel processing and
quick task switching.

Keywords:

agent architectures, autonomous mobile robots, multi-agent collaboration, real-
time performance, rational agency, social agency
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1. Introduction

Due to the spread of computing and networking, the demand of interconnection,
and the need to make data accessible at any time and any place are increased. In-
formation environments are composed of distributed, autonomous, heterogeneous
components. Recent approach introduces software agents into such environments
to deal with these requests. As open environment introduces the dynamism, the
complexity and dynamism of the information environments have led to a need for
active interfaces and adaptive agents. There are applications such as information
access, information filtering, electronic commerce, work-flow management, intel-
ligent manufacturing, education, entertainment, and personal assistant. These
applications have a requested common mechanisms of searching, editing, using,
presenting, managing, and updating information. The sources of information
are autonomous and heterogeneous, and may be added or removed dynamically.
The processing mechanisms must be extensible and flexible. Agent technology
will perform the above mentioned tasks over unpredictable environments. Fur-
ther, agents can be constructed locally for each resource and provided to satisfy
high-level protocol of interaction.

In this dissertation, we have extended the server-client model, and have pro-
posed a new computational model. In this model, modules and processes of
computer systems have a goal to realize autonomy, cooperation, adaptability,
and transparency of knowledge to form cooperation among agents in multi-agent
system. We research design methodology on four agency models: rational agency,
social agency, interactive agency and adaptive agency. And we research mobile
agent’s function for an efficient computing resource management and an enhance-
ment of services in order to construct a distributed cooperative processing. We
propose social agency model which is designed focusing on a role to achieve a
common goal, and cooperative method which is knowledge migration with guid-
ing authority between agents in its social agency model based on ontology-based
knowledge description following KQML([13]. This proposed model is realized and
evaluated by a prototype system of guide activities in a laboratory using a mo-
bile computer and an autonomous mobile robot. And an autonomous agent’s
architecture including a human interaction for an autonomous mobile robot is
developed to compose by independent software components. As a result of exe-




cuting guide activities in a laboratory, a common goal among agents have been
achieved. To enhance this system,an adaptive task scheduling policy and coop-
erative co-evolving architecture are proposed as future research.

1.1 Motivation

Computational models of intelligence have a number of advantages over problem-
solving methods. First, they can be applied when one has only limited knowl-
edge. Second, artificial intelligence can be applied in the context of non-noisy or
stationary objective function. So, artificial intelligence works for a well-defined
domain if the domain knowledge is limited and defined completely without an
interaction from the environment. Distributed artificial intelligence is a subfield
of artificial intelligence which has been investigating knowledge models, as well as
communication and reasoning techniques that computational agents might need
to participate in societies composed of computers and people[43]. The hypothe-
sis underlying this dissertation is that to apply agency model effectively to solve
interactive problems with the environment, explicit notions of autonomy must be
introduced. Autonomy is defined as autonomous agent described in 2.3.2.

1.2 Current Approaches

It is pointed out that researchers in distributed artificial intelligence are con-
cerned with understanding and modeling action and knowledge in collaborative
enterprises[17]. Two main areas of research in distributed artificial intelligence:
distributed problem solving and multi-agent systems are distinguished[4]. Dis-
tributed artificial intelligence considers how the task of solving a particular prob-
lem can be divided among a number of modules that cooperate in sharing knowl-
edge about the problem. All interaction strategies are incorporated as an integral
part of the system. Research in multi-agent systems is concerned with the be-
havior of a collection of autonomous agents aiming at solving a given problem.
These problem solvers are autonomous and heterogeneous agents. Jennings[43]
proposes a framework that provides a structure for analyzing and classifying most
of distributed artificial intelligence research activities. The themes that J ennings
will examine are as follows:




o The agent which includes all the elements characterizing an agent involved
in a multi-agent system.

o The group perspective to gather the elements that characterize a group of
agents which is composed of organization of the group, coordination and
planning, and communication and interactions.

e Specific approaches such as open systems, reflection, autonomous agents,
and organizational information systems.

¢ The designer’s topics such as methods and implementation techniques for
building multi-agent systems, test beds, design tools and applications for
distributed artificial intelligence.

1.3 Objectives

The traditional server-client approach to support wireless and mobile applications
has resulted in the development of new computational models. Extensions of the
server-client model are based on the stationary agents between the mobile client
and the fixed server. In a prototype system of guide activities, a new model is
required to communicate between the mobile server and the mobile client. The
primary goal of this dissertation is to develop a new agency model of cooperation,
adaptability, mobility and transparency that combines and extends ideas from
rational agent of BDI architecture[45] to improve its ability to communicate in
knowledge-level. The following objectives are our milestones in achieving this
goal. ‘

o To design and implement a computational model of cooperation, adaptabil-
ity, mobility and transparency that includes the explicit notion of autonomy.

o To formalize interaction between agents based on coupling design.
o To study the effect of some important characteristics of system design.

e To apply the its model to agent architecture that can be decomposed into
layers and tasks in a task-specific domain.




e To evaluate real-time performance of its architecture in a task-specific do-

main.

e To analyze its efficiency to improve components.

1.4 Methodology

Role theory[3] deals with collaboration and coordination. Roles have also been
applied to distributed systems management and to agent and robot systems. Role
models are new concepts in object-oriented software engineering that emphasize
patterns of interaction. A role defines a position and a set of responsibilities
within a role model. A role has collaborators. These are other roles that it
interacts with. A role’s services and activities are accessible through an external
interface. Usually there is a distinct interface for each collaboration path between
two interacting roles. In object-oriented software engineering, role models have
been developed in response to the following needs:

¢ Role models emphasize how entities interact with each other.

Role models describes systems in terms of their patterns of interaction.

Role models can be instantiated, generalized, specialized, and aggregated

into compound models.

¢ Role models can be dynamic, involving sequencing, evolutions, and role
transfer.

In this dissertation, role modeling can be introduced into object-oriented design

model.

1.5 Contributions
The main contributions of this dissertation are as follows:

e We have designed and implemented a novel agency model of cooperation,
adaptability, mobility and transparency in which the subcomponents of a
problem solution are drawn from a collection of agents that collaborate with
one another to achieve a common goal.
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® This research in the dissertation has proved that the implementation of
agent architecture level has the potential of finding improved components
of autonomous learning and planning allowing efficient parallel processing
and quick task switching.

1.6 Dissertation Outline

The rest of this dissertation is organized as follows. In section 2 we provide
background and related work. We describe a survey of agency model and previous
related work. In section 3 we provide social agency model for agents collaboration
with knowledge migration. We show terminology and goals of this model. This
is followed by descriptions of system overview, modeling, evaluations, related
work and summary. Section 4 provides autonomous agent’s architecture with
knowledge migration. We explain design of agent architecture, evaluation, related
work and summary. Fiﬁa.lly, conclusion in this dissertation is presented in section
5.




2. Background and Related Work

2.1 Agency Models

An agent is a module or a process which has autonomy, cooperation, adapt-
ability, mobility and transparency of knowledge. Agents can work when they
are constructed in the development of techniques for designing agents with the
above-mentioned features. As a result, agents fulfill their rational, social, adap-
tive, and interactive functions. In this section, we describe the survey on agency
model and the definition of four agency models.

2.1.1 Rational Agency

Rational agency models the abstractions as modal operators in a logic, and de-

scribes a set of requirements on its semantics. Rational agency is reviewed in

[21][43]. There is theoretical and logical work on this agency. The first attempt

to formalize this agency was done by Cohen and Levesque[9]. These works give
‘the grounds for many other formalisms which have been developed[45][52]. Rao

and Georgeff[45] present a formalization of the belief, desire, and intention (BDI)

architectures for agents. BDI agents must have implicit or explicit representation
of the corresponding abstractions or attitudes.

2.1.2 Social Agency

Social agency models societies. Social agency is reviewed in [21][43]. Gasser
developed a framework for representing and using organizational knowledge in
distributed artificial intelligence. After that, Gasser[17] points out that social
concepts of knowledge and action are considered a foundation for distributed ar-
tificial intelligence. He offers the duality between agents and the societies in which
they exist and function. In Gasser’s notion, social agents played the multiple si-
multaneous roles. Hewitt and Inman[19] develop some enhancements suited to
multi-agent systems based on actor concept, which is a means to implement multi-
agent systems that supports concurrency and autonomy. The enhancements take
the form of organizations of restricted, coordinated sets of actors. Wooldridge
and Jennings[59] develop a formalization of Cooperative problem solving is one




of the most important capabilities of agent-based systems.

2.1.3 Interactive Agency

Interactive agency models how the agents can commit to one another socially and
reason about the social commitments of others. Interactive agency is reviewed in
[21][43]. Decker and Lesser[10] propose a generic approach to developing coordi-
nation algorithms, which can work in a cooperative environment with preserving
execution autonomy. Lux and Steiner[28] study cooperation among agents from
an agent’s perspective. This generic framework is instantiated to define a variety

of cooperation primitives.

2.1.4 Adaptive Agency

Adaptive agency models an adaptive approach to cope with complex environ-
ments with agents of limited computational power. Adaptive agency is reviewed
in [21][43]. Weiss[58] presents an analysis of reinforcement learning for several
agents to coordinate their actions in an environment where they share a common
goal but have limited and inexact knowledge. The results can be applied to rel-
atively simple agents. Tan[56] presents on simple hunter-prey experiments with
multiple reinforcement learning agents, which share sensory information, policies,
and experiences. Sen[47] researches the problem of learning to coordinate and the
problem of learning in the absence of explicit sharing of information among the

agents.

2.2 Mobile Agents

Mobile agents give a new computational model for mobile computing, which we
call the Mobile-Agent Model. This model enables the server-client model to be
extended and flexible.

Mobility can be classified into hardware and software mobility[35]. Hardware
mobility deals with mobile computing, such as with limitations on the connec-
tivity of mobile computers and mobile IP. A few techniques in mobile computing
have security, locating, naming, and communication forwarding. Software mobil-
ity can be classified into the mobility of passive data and active data. Passive




data represents traditional means of transferring data between computers. It has
been employed ever since the first two computers were connected. Active data
can be classified into mobile code, process migration and mobile agents. These
three classes represent incremental evolution of state transfer. Mobile code, such
as Java applets, transfers only code between nodes. Process migration deals pri-
marily with code and data transfer. It also deals with the transfer of authority,
for instance access to a shared file system, but in a limited way. Authority is un-
der the control of a single administrative domain. Finally, mobile agents transfer
code, data, and especially authority to act within the entire Internet. In our
dissertation, we proposed mobile agents which transfer knowledge and authority
to guide people between machines.

Mobile agents derive from two fields: agents, as defined in the artificial intelli-
gence community, and distributed systems, including mobile objects and process
migration[35]. However, their popularity started with the appearance of the Web
and Java. The former opened vast opportunities for applications suited for mobile
agents and the latter became a driving programming language for mobile agents.
In a Web environment, programming languages focus on platform independence
and safety. Innovations in OS services take place at the middle-ware level rather
than in kernel. Research in distributed systems has largely refocused from local
to wide-area networks. Security is a dominant requirement for applications and
systems connected to the Web. In this environment, mobile agents are a very
promising mechanism. Typical uses include electronic commerce and support for
mobile, distributed computing for which agents overcome limitations posed by
short on-line time, reduced bandwidth, and limited storage. Java has proven to
be a suitable programming language for mobile agents because it supports mo-
bile code and mobile objects, remote object model and language and run-time
safety independent from operating system. Here, IBM’s Aglets[26], MEITCA’s
Concordia[36], Fujitsu’s Kafka[41] and Sun’s JINI[23] are Java-based agent ar-
chitectures primarily directed towards building mobile agents which move from
machine to machine during execution.

2.3 Related Work

We describe the development based on the above-mentioned agency model.




2.3.1 FRIEND21

FRIEND?21 is a national project name of “Future Personalized Information Envi-
ronment Development”, which aimed at an ideal figure of 21th century’s human
interface in Ministry of International Trade and Industry. It had started in 1988
and had finished in 1994. As a result of this project, human interface architecture,
which was called agency model, was developed. This agency model is a executive
environment model of meta-ware which is a method of interface design equipped
with a real cognitive mechanism so that it may be a dynamic drive by a symbol
suitable for a task. It is an integrated operating environment. A memory space
of studio is mediated between autonomous modules which are called agents to
communicate with each other[16]. In this dissertation, data on shared memory
is accessed by independent processes and control functions through socket-base
communication in our autenomous agent’s architecture of an autonomous mobile
robot. If we follow a guideline of FRIEND21, a graphic character and a voice
guidance are classified as meta-ware which presents an internal state of data.

2.3.2 Autonomous Agents

Brooks[6] proposed a different approach to creating artificial intelligence that we
must incrementally build up the capabilities of intelligent systems. Maes[29] sum-
marizes that the emphasis in autonomous agent architecture is on more direct
coupling of perception and action, distribution and decentralization, dynamic
interaction with the environment and fundamental mechanisms to cope with re-
source limitations and incomplete knowledge.

2.3.3 Intelligent and Cooperative Information Systems

The idea of intelligence in information system is important. Intelligent and co-
operative information system emerged during the early 1990s. Its system gathers
researchers from the fields of information systems, artificial intelligence, data
base, software engineering and programming languages. They aim at integrat-
ing AT and information system technologies. In [43], Brodie and Ceri indicated
that an information system can be considered as intelligent when it incorporates
reasoning mechanisms, and that intelligence can be used to improve the quality




of user interaction and an information system functionality. The integration of
distributed artificial intelligence technology in information systems is appeared.
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3. Social Agency Model with Knowledge Mi-

gration

A prototype system for guide activities in a laboratory is constructed based on
the multi-agent environment. Introducing mobile computing into the multi-agent
environment, mobile agents between machines are able to enhance computing ef-
ficiency and services. To realize the robust model for required additional services,
the following points are considered.

e to execute services on heterogeneous environments
e to develop independent software components

Especially, this section focuses on the basic loop determining both agent’s be-
havior and cooperation among agents. These subsections give some backgrounds
by providing terminology and goals, and describe its model, its evaluation and
summary. '

3.1 Terminology

The terminology of some backgrounds in social agency model is provided:

(1) A real-world agent is software agent which has facilities to obtain informa-
tion from the physical environment or to do something to the environment[40].
This agent can have an autonomous control as an autonomous agent which
is defined that an autonomous agent is a system situated within and part of
an environment that senses that environment and acts on it so as to effect
what it senses in the future[5]. In this paper, a real-world agent is a robotic
software agent on an autonomous mobile robot.

(2) Mobile agents move dynamically from one machine to another, trans-
ferring code, data, and especially authority to act on the owner’s behalf
within the network[34]. In this paper, a mobile agent with authority can
move between the mobile client and the mobile server.
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(3) Knowledge is state and task of a source agent in Figure 1. It is ontology-
based knowledge description to control agents’ behavior. And it contributes
to the agent’s duality described in 2.1.2.

(4) Knowledge migration shown in Figure 1 is the act of transferring author-
ity between agents. The transferred authority of the source agent includes
the state of a guide and the task to guide a visitor in knowledge-level.
After knowledge migration, the destination agent gets the authority and
guides a visitor in a laboratory. Throughout this process, agents can share
knowledge to achieve a goal of guide activities.

knowledge (state & task)
transfer

l authority : :: authority '
source agent \ | / destination agent

visitor
Figure 1. Transferring Authority for Guide Activities by Knowledge Migration

(5) Autonomy is defined as autonomous agent described in 2.3.2.

(6) Social agency is defined as a model described in 2.1.2.

3.2 Goal

The goals of unifying agent’s behavior and cooperation among agents include:

(1) Cooperation is a goal of social agency when the multiple processes in the
communication between a guide agent and a robotic software agent can
work to achieve a common goal that is guiding a visitor to his destination.

(2) Adaptability is a goal of social agency when its autonomous software agent
can manage both its knowledge and other agents’ migrated knowledge to
execute its behavior in knowledge-level.

12




(3) Mobility is a goal of social agency when mobile computer and autonomous
mobile robot equipped with a network can guide a visitor in a laboratory
by knowledge migration between mobile computer and autonomous mobile

robot.

(4) Transparency is a goal of knowledge migration because the communica-
tion and guide activities in a laboratory require to construct transparent
knowledge boundaries between real space and virtual space which a com-
puter generates in its display[2]. Real space means the environment in which
a visitor, a hand-held mobile computer, and an autonomous mobile robot
exist. Virtual space means the graphical map to show that environment in
the computer display.

3.3 Overview

Figure 2 illustrates the overview for guide activities based on the multi-agent
environment in the experiment rooms of a laboratory. It is composed of an
infrared location system, its management server, a hand-held mobile computer
and an autonomous mobile robot (Pioneerl mobile robot) connected by wireless

LAN.

13




ELPAS Infra-Red
Identification and
Search System

Location
R Detection

Knowledge
robot agent igration
on an autonomous

mobile robot \\ / -

Personalized
Information
Collection

visitor

guide agent
on the hand-held
mobile computer

Figure 2. Overview of the Agents’ Cooperation Model for Guide Activities in
Multi-Agent Environment

3.4 Model

3.4.1 Component

This model’s organization is described as follows.

(1) Guide Agent(GA)
Figure 3 shows a guide agent that displays a map in a laboratory and
a graphic character to guide a visitor on the hand-held mobile computer.
This mobile computer is “VAIO PCG-C1” made by Sony. The network con-
nection between this mobile computer and other computers utilizes wireless
“WaveLan,” which operates at a 1.2 G Hz bandwidth. This system can
transmit data at 1 megabit per second.

14




Figure 3. Guide Agent on Hand-Held Mobile Computer

(2) Robotic Software Agent(RA)

Figure 4 shows a robotic software agent that assists visitors to utilizes an
autonomous mobile robot made by ActivMedia. This autonomous mobile
robot shown in Figure 4 has seven sonars, an encoder, an electrical compass,
and two motors. It is controlled by an operating system only used for this
robot (PSOS), and this OS is installed in a control board on the robot. A
client system terminal is connected to the OS. This terminal is a notebook
type personal computer, “SOLO” made by Gateway, in which Red Hat
Linux release 5.1 is installed. This client system receives a packet from
PSOS including input from seven sonars, an encoder and a compass data.
The data transmission rate is one packet per 100 m sec. This client system
was developed by using Saphira Libraries to connect with PSOS.

15



Figure 4. Prototype Autonomous Mobile Robot for Guide Activities

(3) Location System(LS)
It is utilized to detect the location of the robotic software agent and the
visitor’s mobile computer. The location system can read the infrared emis-
sion from a badge put on a mobile robot and a mobile computer. The
infrared location system’s readers on the ceilings of the hallways detect the
mobile computer’s and mobile robot’s location. This location information
is updated on the location system’s server.

3.4.2 Interaction

In the multi-agent environment, there are four kinds of interaction as follows.

(1) Personalized Information Collection
A visitor inputs his research interest on the hand-held mobile computer
according to a guide agent’s instruction.

(2) Knowledge Migration
Authority for guiding a visitor is transferred by knowledge migration be-
tween a guide agent and a robotic software agent.

(3) Guiding
A visitor is navigated by a guide agent and a robotic software agent to a

16




visitor’s destination in a laboratory.

(4) Location Detection
ELPAS infra-red identification and search system detects the physical loca-
tions of the mobile computer and the mobile robot.

3.4.3 Knowledge Migration

(1) Design
Figure 5 shows ontology-based knowledge sharing. Each agent has its own
knowledge constrained by its role and its obligation. The location sys-
tem detects a guide agent’s and a robotic software agent’s locations, and
notifies each location to each agent. A guide agent collects visitor’s per-
sonalized information which is context for guiding. This knowledge of a
guide agent is transferred to a robotic software agent. After transferring,
related knowledge to migrated one is combined and the robotic software
agent’s knowledge is newly formed. After that, the robotic software agent
can decide its behavior in the environment and have authority to guide a

visitor.
Location System Guide Agent Robot Agent
(def-agent GuideAgent (def-agent GuideAgent (def-agent RobotAgent
:location (site 1)) L :location (site 1) :location (site  5)

-

:state idle

(def-agent RobotAgent %
sJocation (site  5)) J

migration

Figure 5. Ontology-Based Knowledge Sharing and Knowledge Migration

(2) Protocol
Using knowledge migration, authority of guiding is transferred from a guide
agent to a robotic software agent. Figure 6 indicates a protocol and pro-
cesses to execute authority. This protocol trace is described as follows.

1. to detect and avoid obstacles by using input from the seven sonars at
one packet per 100 m sec.

17




- to transmit a site number sent by the location system through the
communication layer to the behavior layer.

. to transmit an internal state from the behavior layer to the communi-
cation layer for updating this state.

. to transmit input from seven sonars, a compass value and an encoder
value from the action layer to the behavior layer at one packet per 100
m sec.

. to migrate knowledge of a guide agent from the communication layer
to the behavior layer.

. to execute path planning in the behavior layer, and to transmit motor
control from the behavior layer to the action layer.

Robot Agent
Location Guide I Communication Behavior Action 7
System Agent Layer Layer Layer
¢))
Collision
@ Avoidance

site number

&)

internal state

@

7 sonars
5) encoder compass ©)
Knowledge | 100msec/packet | Path
Migration Planning

6)
motor
controll

Figure 6. Protocol Trace to Execute Authority which is Migrated from Guide

3.4.4 Formalization

A key objective of this work is to develop a formalism that provides useful and

powerful abstractions for the agent designer, while having a well-defined inter-
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pretation in terms of real systems. In this section, we focus on the relationship
between agents. A formal representation of the agents’ cooperation model[42] is

introduced.

AgentSystem =< Agents, Environment, Coupling >

where;
(1)

Agent =< State, Input, Output, Process >

— State is the set of properties (values, true propositions) that completely
describes the agent.

— Input and output are subsets of state whose variables are coupled to
the environment.

— Process is an autonomously executing process that changes the agent’s
state.

(2)

Environment =< State, Process >

— The environment has its own process that can change its state, inde-
pendent of the actions of its embedded agents.

(3) Coupling is a mapping of an agent’s input and output from/to the environ-
ment’s state.

Based on this formalization[42], It shows precisely how agents’ interaction
and communication can be proven to guarantee the navigation for a visitor in a
laboratory. The formal model is defined by the following five elements.

Definition 1.
The multi-agent model, M, is a structure:

M= (AE,C)
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where:
- A = {GA, RA} is a set of agents.

- E = {LS} is a set of environment which has the its own process that can

change its state, independent of the actions of A.

- C is coupling model that the agents has a mapping of input and output to

or from the environment.
Definition 2.

Coupling model, C, is a structure:

C=(1,0)
where:
- I = {INTEREST} is a set of inputs from the environment.
- O = {DESTINATION} is a set of outputs to the environment.

Definition 3.
GA model, A(GA), is a structure:

A(GA)=(S,1,0,P)
where:
- S = {attention, calculating, pushing, waiting} is a set of GA’s states[11].
- 1 = {INTEREST, SITE} is a set of inputs to the environment.
- O = {KNOWLEDGE} is a set of outputs to the environment.

- P = {instruction, guiding, migration} is a set of processes that change the

agent’s states98.

Definition 4.
RA model, A(RA), is a structure:
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'A(RA) = (5,1,0, P)

where:
- S = {idle, transmission, guiding, goal} is a set of RA’s states.
- 1= {GA(KNOWLEDGE), SITE} is a set of inputs to the environment.
- O = {DESTINATION} is a set of outputs to the environment.

- P = {wandering, guiding} is a set of processes that change the agent’s

states.

Definition 5.
LS model, E(LS), is a structure:

E(LS) = (5, P)

where:
- S = {GA(SITE), RA(SITE)} is a set of LS’s states.

- P = {detection, notification} is a set of processes that change LS’s states.

3.5 Evaluation

Social agency model is evaluated by guiding a visitor in a prototype system.
Knowledge migration between a guide agent and a robotic software agent can
guarantee the agent’s duality described in 2.1.2. As for its duality including
people, they conducted experiments, and proved a visitor’s guiding context per-

sistence in a laboratory in [44].
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3.6 Related Work

We survey and review [18][21][54] concerning multi-agent systems. Socket-based
communications with text messages such as FIPA[14] or KQML[13] like our re-
search are employed. They allow large communities of agents to be built. In these
systems, images and complex data structures would need to be explicitly serialized
by each agent. IBM’s Aglets[26], MEITCA’s Concordia[36], Fujitsu’s Kafka[41]
and Sun’s JINI|[23] are Java-based agent architectures primarily directed towards
building mobile agents which move from machine to machine during execution.
In this dissertation, knowledge, which is described based on ontology, is migrated
between agents, and this migration transfers authority of guiding people between

machines.

3.6.1 The Open Agent Architecture

The Open Agent Architecture[30] makes it possible for software services to be
provided through the cooperative efforts of distributed collections of autonomous
agents. Communication and cooperation between agents are brokered by one or
more facilitators, which are responsible for matching requests, from users and
agents, with descriptions of the capabilities of other agents. In this architecture,
a blackboard style of communication is introduced as a global data repository
which can be used cooperatively by a group of agents. Cooperation among the
agents of the Open Agent Architecture system is achieved through messages ex-
pressed in a common language, ICL. ICL is the interface, communication, and
task coordination language shared by all agents, regardless of what platform they
run on or what computer language they are programmed in. In this disserta-
tion, ontology-based knowledge description is used to communicate with agents
through socket-base knowledge migration. Our social agency model in guide ac-
tivities is realized without a blackboard style of communication. Our autonomous
agent architecture of an autonomous mobile robot in social agency model, which
is described in Section 4, uses a blackboard style of communication between mul-

tiple processes.
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3.7 Summary

In summary, this section provided our social agency model’s design and formaliza-
tion on agents cooperation with knowledge migration which was introduced into
a prototype system of guide activities in a laboratory. Our goal was cooperation
to achieve a common goal that is guiding a visitor to his destination, adaptability
to manage both its knowledge and other agents’ migrated knowledge to execute
its behavior in knowledge-level, mobility to guide a visitor in a laboratory by
knowledge migration between mobile computer and autonomous mobile robot,
and transparency to comstruct transparent knowledge boundaries between real
space and virtual space which computer generates in its display. This was ac-
complished using psychological experiments using a robot interface model with a
lifelike agent in order to construct a relationship between humans and robots[44].

In subsection 3.4 we described an agent system model which is focused on
agents, environment and coupling that is a mapping of an agent’s input and
output from/to the environment’s state. We demonstrated the model as the
knowledge level of cooperative interaction between four agents within machines.

In the final subsection, related work with cooperation and multi-agent system
is investigated. Socket-base communication with text message and mobile agent
which is composed of data and code with authority are employed to construct
multi-agent system. We emphasize that our social agency model is specialized
towards the needs of executing services on heterogeneous environments and de-
veloping independent software components.
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4. Autonomous Agent’s Architecture

This section will describe a design and its evaluation of real-time control archi-
tecture for an autonomous agent in guide activities. An autonomous agent is’
an autonomous mobile robot which is a robotic software entity. An autonomous
agent decides its behavior from environment inputs, controls interface agent with
warning voice and a life-like graphic character, and communicates with other
agents in knowledge-level connected by TCP. This agent is introduced into a
prototype system for guide activities in a laboratory to evaluate its real-time
performance. To realize the robust model for required additional services, the
following points are considered.

e to develop independent software components

o to negotiate agent’s behavior between software components using protocols

4.1 Agent Architecture

This section describes the implementation of determining both agent’s behavior
and cooperation among agents. This software architecture shown in Figure 7 has
three layers of “communication layer,” “behavior layer” and “action layer.” The
functions in each layer are described as follow.

4.1.1 The control layers

(1) Communication Layer
This layer has two functions. One is to manage four internal states for a
robotic software agent’s behavior: “Idle,” ”Transmission,” ” Guiding” and
“Goal” according to the interruption of its state change. Its interruption
details describe in a next subsection. Another is to control interface agent
which displays life-like graphical character and outputs a voice guidance
according to these internal states.

(2) Behavior Layer ,
This layer has two functions. One is to manage several inputs which are
a site number given by the location system, data from the seven sonars, a
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compass value, an encoder value, an internal state, and a door number as
a destination. Another is to execute path planning to direct the real-world
mobile agent’s behavior.

(3) Action Layer
This is composed of Saphira control architecture, three input components
from and one output component to Saphira control architecture, and the
management system for input information from the location system by TCP.

Figure 7 illustrates the structure of a robotic software agent’s software archi-
tecture within Pioneerl mobile robot holding the Saphira’s control architecture[24].
The robotic software agent’s software architecture organizes multiple processes to
the cooperative architecture. Running processes in each layer communicate with
each other using UNIX sockets. These modules of encoder, sonars, compass in-
puts, and motors’ outputs using Saphira Libraries are controlled in task switching
manner using finite-state machine. Interface agent control of graphic character’s
behavior and voice guidance are implemented on Java applets in Web. Internal
state data on shared memory is accessed by control functions(encoder, sonars, and
compass), path planning, and internal state management. The robotic software
agent receives its environment inputs through packet communication protocol,
migrated knowledge, and a site number sent by the location system through TCP.
It manages its present location and running direction, executes path planning,
and carries out run operation to find a destination.
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Figure 7. Agent’s Software Architecture on Autonomous Mobile Robot

There are three generic control paths that are illustrated in Figure 8 a-c. The
bottom-up control mechanism can be always worked in the action layer. Figure 8
a) describes the reactive path. Emergency situations or situations that can be
dealt with by a routine without requiring explicit planning are recognized and
handled at the action layer. When the agent is running and recognizes the change
of site, control takes the local planning path. Situations handled by using this
path are requiring local path planning. A plan is generated and executed by acti-
vating sequences of a procedure(Figure 8 b)). The cooperative path additionally
involves the communication layer, as they require coordination with other agents




a)reactive path b)local planning c)cooperative path
path

Communication
Layer >

Behavior Layer

Action Layer

Figure 8. The Flow of Control

4.2 Saphira’s System Control

Saphira’s system control is a set of routines that interpret sensor readings relative
to a geometric world model, and a set of action routines that map robot states
to control actions. Registration routines link the robot’s local sensor readings to
its map of the world, and the Procedural Reasoning System sequences actions to
achieve specific goals. Pioneerl mobile robot provides the Saphira control archi-
tectures built on top of a synchronous, interrupt-driven OS[24]. Micro-tasks are
finite-state machines that are registered with the OS. The OS cycle per 100 ms
through all registered finite-state machines performs one step in each of them.
Because these steps are performed at fixed time intervals, all the finite-state ma-
chines operate synchronously. In Figure 8, task control’s component is designed
and implemented based the above finite-state machines. Figure 9 indicates the
design of task division. ’

Figure 9. Design of Task Control to Determine Basic Loop of Robotic Software
Agent
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Following this design, micro-task is described in Figure 10. sflnitProcess is
a top level of task control. Task executes its operation sequentially by changing
state.

void main(int argc, char **argv){
sfOnConnectFn(myConnectFn); /* register a connection function*/
sfOnStartFn(myStartupFn); /* register a startup function*/
!

|
|

}

void myConnectFn(void){

- sfInitProcess(GetPacket,"GetPacket");
sfinitProcess(GetStates, "GetStates");
sfinitProcess(CkeckDir, "CheckDir");

}

void GetPacket(void){
switch(process_state){

case sfINIT;

case 20: PacketReceive();
process_state=30;
break;

case 30: WnteDataIntoSharedMemoryO,
process_state=20;
break;

Figure 10. Description of Micro-Task in Task Control

4.3 Protocol
4.3.1 Internal State Transition

Figure 11 illustrates an internal state transition model. This model is described
as the following cycle.

1. In the idle state shown in Figure 12, the robotic software agent goes back
and forth in a corridor, stops in front of each door and outputs a voice
guidance.

2. In the transmission state shown in Figure 13, the robotic software agent
meets visitors in the idle state. And the guide agent on the visitor’s mobile
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computer migrates authority to the robotic software agent after sending a
transmission command from the guide agent to the robotic software agent.
In the case of no visitor with a mobile computer or no need for migration,
the robotic software agent continues in an idle state.

3. In the guiding state shown in Figure 14, the robotic software agent starts
to guide the visitor to the destination.

4. In the goal state, the robotic software agent reaches its destination and
sends a transmission end command to a guide agent. After that, the robotic
software agent is in the idle state.

Knowledge Goal
Migration State

Figure 11. State Transition to Determine Basic Loop of Agent’s Behavior

Figure 12. Idle
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Figure 13. Transmission

Figure 14. Guiding

4.3.2 Transition of Robotic Software Agent’s Behavior State

Following this internal state transition, path planning is executed in the behavior
layer, and a forward, backward or rotation control command is sent to the action
layer to control the two motors. Figure 15 illustrates the trigger protocol to
transit an internal state in the communication layer as follows.

1. tosend an internal state from the behavior layer to the communication layer
for updating the robotic software agent’s internal state.

2. to be in the idle state in the behavior layer.

3. to send a transmission command from a guide agent through the commu-
nication layer to the behavior layer.
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. to be in the transmission state in the behavior layer. If the agent cannot
change its state to the idle state within 60 m sec, its state will default to
the idle state (back to above 2.).

. to transfer knowledge for guiding from a guide agent through the commu-
nication layer to the behavior layer.

. to be in the guiding state in the behavior layer.
. to execute path planning, and to run forward a destination location.

. to send a goal state through the communication layer from the behavior
layer to a mobile computer.

. to send a transmission end command from a guide agent through the com-
munication layer to the behavior layer. If the agent cannot receive this
command within 60 m sec, it will default to the Idle state in the behavior
layer (back to above 2.).

r Robot Agent
Guide Communication Behavior Action
Agent Layer Layer Layer
M @
Internal State (idle)
) @ I
Transmission Command Transmission

Internal State (transmission)
O] ()

Knowledge Migration Path Planning
6 @
Destination_Setting | Guiding
Internal State (guiding)
®
Internal State (goal)
) idl
Transmission End Command idle
Internal State (idle)

Figure 15. Protocol Trace to Transit Agent’s Behavior State
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4.4 Path Planning

Figure 16 and Figure 17 indicate the division of a mobile robot’s running space
in the east and west directions. The robotic software agent goes back and forth
between a starting point of a site number “2” and an ending point of a site
number “7” which exist rooms and exhibitions available for guiding. A visitor
can walk between a site number “1” and “8” with the hand-held mobile computer.
In the guiding state, an agent calculates the distance from the present location
to a destination’s location by executing path planning in the behavior layer and
orders a running command for this distance to the action layer. In this path
planning, one path is defined as the section between site numbers indicating
changed points. The agent runs until it receives a site number of a destination by
checking an order of receiving a site number, and it runs from the entrance of a
final site and the destination location by checking its encoder value. The robotic
software agent runs until a site number includes a destination, and when it enters
a destination site area, it runs the distance between the entrance of a site point
and the destination by using the encoder. The following procedure is taken.

WEST doorl door3 door5 door6 door7 EAST
- sied siteb 7

door2 door4

sitel site8

Running Direction

Figure 16. Space Division in East Direction where Robotic Software Agent is
Running ‘
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WEST doorl door3 doors door6 door7 EAST
1

Sit

door2 door4

sitel site8

Running Direction

Figure 17. Space Division in West Direction where Robotic Software Agent is
Running

1. checking a running direction
If a running direction is different from that of the destination from the
present location, the robotic software agent rotates 180 degrees.

2. running until a site number includes a destination

3. calculating the distance from the entrance of a site including the destination
to the destination. Goal-Distance means this distance. For example, when
a running direction is east and the destination is door4, the entrance of a
site indicates the first point to detect site4 closely connected with site3.
When Goal-Site is detected, '

GoalDistance +— (D1, ......,Dn)

D: the distance between an entrance point in a site including the desti-
nation and the destination
(UNIT:mm)

n: a door number including the destination

Goal-Site: a site number including the destination

4. arranging running direction by using the location system
In updating a site number, a heading degree is calculated by a theta value
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and a compass value in order to minimize the gap of the encoder value with
respect to straight running.

4.5 Evaluation
4.5.1 Description of the experiments

Navigation experiments were conducted on a robotic software agent with a multi-
agent system under 0 percent of TCP packet loss. The interruption of task
switching and receiving data through TCP, and the inputs from the environment
affect a robotic software agent’s control in the architecture. The robot runs in
a corridor between sites number “2” and “7.” The robot’s running is compared
between a program for straight forward running and a program for a robotic
software agent in axis(x,y) and a theta value. X and Y are the coordinates of
the robot in a 2-D Cartesian coordinate system and theta is its orientation. Y
indicates a value of a straight running distance. X indicates a value of sideways,
which is a gap from a straight running. All x,y coordinates are in millimeters.
Theta indicates a gap of a runﬁing direction between the starting point and the
present point. Theta is in degrees from -180 to 180. The following experiment
involves running in the east and west directions. In the graphs plotted for these
experiments, “STANDARD” means a result of a program for straight forward
running and “EVALUATION” means a result of a program for a robotic software
agent’s execution.

4.5.2 Results

Results of the experiments are described as follows.

(1) East Direction
Figure 18 indicates location X-Y. The horizontal value means Y. The ver-
tical value means X. Figure 19 indicates location theta-Y. The horizontal
value means Y. The vertical value means theta.
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Figure 18. AXIS X and Y in East Direction of Robotic Software Agent
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Figure 19. Theta Value in East Direction

(2) West Direction
Figure 20 indicates location X-Y. The horizontal value means Y. The ver-
tical value means X. Figure 21 indicates location theta-Y. The horizontal
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value means Y. The vertical value means theta.
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Figure 20. AXIS X and Y in West Direction of Robotic Software Agent
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Figure 21. Theta Value in West Direction

Due to the gap in degrees between standard and evaluation, the robotic soft-
ware agent in the physical world can run against a wall even if collision avoidance
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management is executed. This gap is attributed to running at un-uniform velocity
and slipping because task switching and receiving data through TCP interrupt
its behavior control.

4.6 Related Work
4.6.1 BDI architecture

Rao and Georgeff[45] considered a particular agent framework. These individ-
ual rational agents incorporate certain “mental attitudes” of Belief, Desire and
Intention (BDI). These are used to represent, respectively, the information, moti-
vational and deliberative states of the agent, and determine the system’s behavior.
The core components of the BDI framework are rational agents[22]. These are
autonomous entities, which execute independently, and have complete control
over their own internal behavior. The core elements of BDI agents are as follows.
Beliefs correspond to the information that the agent has understood the world.
The set of beliefs is typically incomplete and may be incorrect with respect to
the true situation. Desires are the agent’s high-level goals. They need not to
be achievable simultaneously, but are usually consistent. Intentions essentially
represent a subset of the agent’s desires that it has commitied to achieve. A
practical development approach still does not consider the maintenance of formal
properties. So far, the need for high-level logic-based languages capturing the key
components of the BDI model remains. : .

4.6.2 INTERRAP architecture

Based on BDI architecture by Rao and Georgeff, the INTERRAP architecture
has been developed in the MAS Group of DFKI[37]. INTERRAP is a layered
architecture. This agent consists of three components which are a World Interface
(WIF), a Knowledge Base (KB), and a Control Unit (CU). WIF provides the
agent’s sensors, communication, and actors liked to its environment. KB and
the control unit has three layers which are the Behavior-Based Layer (BBL),
the Local Planning Layer (LPL), and the Cooperative Planning Layer (CPL).
BBL has a role of fast reaction on crucial events. All actions which a agent
can perform are encoded in the BBL. The LPL plans its behavior and decided
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sequences of behavior patterns to achieve his goal. When some goals cannot be
achieved without the cooperation with other agents, an agent communicates and
builds cooperation plans. In our dissertation, knowledge migration can execute
cooperation between agents.

4.7 Summary

In summary, this section provided an autonomous agent’s architecture with knowl-
edge migration in social agency aimed at communicating with other agents in
knowledge-level. This architecture was designed by two criteria;(1)to develop
independent software components and (2)to negotiate agent’s behavior between
software components using protocols, and evaluated in it real-time performance.

In subsection 4.1, 4.2, 4.3 and 4.4, we described a design of an autonomous
agent architecture which is focused on above mentioned two criteria. We demon-
strated that a task of controlling inputs and output, a task of managing path
plan, and a task of presenting a guidance can work cooperatively in its architec-
ture and that knowledge migration can contribute to the communication between
agents in order to achieve a common goal.

In subsection 4.5 real-time performance of our autonomous agent architecture
was investigated. We conducted experiments that the robot’s running is compared
between a program for straight forward running and a robotic software agent in
axis(x,y) and a theta value.

In the final subsection, related work in a layered approach is investigated. BDI
architecture and INTERRAP architecture have no socket-base communication
with text message and mobile agent which are employed to construct cooperative
multi-agent system. We emphasize that our approach of knowledge migration
can overcome the limitation of adaptability in controlling over agent’s internal
behavior.
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5. Conclusions

5.1 Summary

This dissertation has addressed a domain limitation of artificial intelligence that
reduces its effectiveness when applied to increasingly complex problems, namely
they lack the explicit notion of autonomy. Our goal has been to find compu-
tational extensions of rational agent to improve its ability to communicate in
knowledge-level. The primary issue has been how to develop a new agency model
of cooperation, adaptability, mobility and transparency.

To accomplish this mission, we designed, formalized and analyzed a computa-
tional model of cooperation, adaptability, mobility and transparency to achieve a
common goal. Section 3 provided our social agency model’s design and formaliza-
tion on agents cooperation with knowledge migration which was introduced into
a prototype system of guide activities in a laboratory. Our goal was cooperation
to achieve a common goal that is guiding a visitor to his destination, adaptability
to manage both its knowledge and other agents’ migrated knowledge to execute
its behavior in knowledge-level, mobility to guide a visitor in a laboratory by
knowledge migration between mobile computer and autonomous mobile robot,
and transparency to construct transparent knowledge boundaries between real
space and virtual space which computer generates in its display. This was ac-
complished using psychological experiments using a robot interface model with
a lifelike agent in order to construct a relationship between humans and robots.
We described an agent system model which is focused on agents, environment
and coupling that is a mapping of an agent’s input and output from /to the en-
vironment’s state. We demonstrated that as the knowledge level of cooperative
interaction between four agents within machines. The usability of our social
agency model was investigated. We conducted experiments for the inspection
that as a result of the migration the robot can inherit the context from the inter-
actions between a user and an agent so that a relationship between a user and a
robot is formed. Related work with cooperation and multi-agent system is inves-
tigated. Socket-base communication with text message and mobile agent which
is composed of data and code with authority are employed to construct multi-
agent system. We emphasize that our social agency model is specialized towards
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the needs of executing services on heterogeneous environments and developing
independent software components.

Section 4 provided an autonomous agent’s architecture with knowledge mi-
gration in social agency aimed at communicating with other agents in knowledge-
level. This architecture was designed by two criteria;(1)to develop independent
software components and (2)to negotiate agent’s behavior between software com-
ponents using protocols, and evaluated in it real-time performance. We described
a design of an autonomous agent architecture which is focused on above mentioned
two criteria. We demonstrated that a task of controlling inputs and output, a
task of managing path plan, and a task of presenting a guidance can work coop-
eratively in its architecture and that knowledge migration can contribute to the
communication between agents in order to achieve a common goal. Real-time per-
formance of our autonomous agent architecture was investigated. We conducted
experiments that the robot’s running is compared between a program for straight
forward running and a robotic software agent in axis(x,y) and a theta value. This
result have showed that this implementation of agent architecture level promises
to have the potential of finding improved components of autonomous learning and
planning allowing efficient parallel processing and quick task switching. Related
work in a layered approach is investigated. BDI architecture and INTERRAP
architecture have no socket-base communication with text message and mobile
agent which are employed to construct cooperative multi-agent system. We em-
phasize that our approach of knowledge migration can overcome the limitation
of adaptability in controlling over agent’s internal behavior.

Finally, this research in the dissertation has proved that the implementation
of agent architecture level promises to have the potential of finding improved
components of autonomous learning and planning allowing efficient parallel pro-
cessing and quick task switching.

5.2 Future Research

Throughout this dissertation we have suggested a number of possible directions for
future research into the design of computational models of agency. To conclude,
we now briefly expand on a number of these ideas.
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5.2.1 Adaptive task scheduling policy

According to a priority of task or semantics of knowledge for behavior, it is
possible to control task switching by the policy of task allocation. Task is classified
into a task independent from a context of agent’s behavior and a continual task
dependent on a context of agent’s behavior. To maintain a continual procedure
of task switching, queuing theory[57] is applied to design a scheduling policy of
task allocation. Under a condition that a requested transaction rate a (request
per second) is greater than a queuing rate 8 (input per second), a response time
at average T is calculated using Kleinrock’s proof as follows:

1
— )

When a number of a task which is possible to be allocated is n, each task has
queuing system, but it cannot be worked parallel, the above-mentioned formula(1)

T=

can produce a response time at average as follows:

1
na-—np

(2)

Executing time of a continual task dependent on a context of agent’s behavior
in queuing at time t is calculated by the following algorithm:

T/n=

n : a number of task allocation

t : a time to start calculating a number of task allocation

continual_task : a continual task dependent on a context of agent’s behavior
ExecutingTime : a continual task executing time(unit:second)

Job : the total time of continual task executing

Buffer : queing buffer
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procedure JOBTIME;
begin
i=0
while termination condition not satisfied do
begin
select cotinual task from Buffer(i);
add ExecutingTime to Job,_y;
i=i4+ 1;
evaluate termination in Buffer(i);
end
end{JOBTIMFE};
Task allocation is executed at a present time t based on the above-mentioned
formula(2) as follows:

1
T/n = m < Job;_4 . (3)

According to the above-mentioned procedure and formula(3), a number of
task allocation is decided and task switching will be done.

5.2.2 Cooperative co-evolving architecture

By knowledge migration, agents’ knowledge is shared, reused and coupled. Co-
evolutionary model is introduced into learning of behaviors for autonomous mo-
bile robot in knowledge-level. It is possible to generate new knowledge for com-
plex behavior in order to adapt the un-descriptive environment. We propose a
co-evolving model with knowledge sharing and utilization. Based on two layered
approach of learning classifier system, a cooperative co-evolutionary architecture
which will realize its model is constructed(Figure 22).
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Figure 22. Cooperative Co-evolutionary Architecture

Each agent is constructed based on a layered learning classifier system. It
has its own knowledge. When each agent selects a best rule, each agent offers its
best rule into shared space and each agent get a best rule from shared knowledge.
This procedure is as follows:

FOR Each agent s THEN BEGIN
Choose representatives from agents;
i « individual from agent s requiring evaluation;
Evaluate fitness of collaboration by applying i to target domain;
Assign fitness of collaboration to agent s;
END

The above-mentioned architecture will be introduced into knowledge manage-

ment of an agent.

In these future research, we will investigate its efficiency of modeling and

design in agency model.
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