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Abstract

Current automatic summarization systems basically consist of extraction and
concatenation of phrases and sentences of particular features, but humans seem
to summarize in a more fine-grained manner. In order to improve the quality
of machine summarization, not only lexical but also textual features relevant to
summarization as well as the operations humans adopt for summarization need to
be determined, and each of them must be carefully examined from the viewpoint
of implementation. This dissertation consists of 3 major topics as follows:

First, we carefully observe the pair of the original texts and their summaries
by humans in terms of text structure, paying special attention to sentence reduc-
tion and sentence combination. Sentence reduction is an operation that shortens
the original sentence by removing some of its constituents. Sentence combination
is an operation that makes two or more original sentences are combined into a
summary sentence. Both operations are constantly used by humans in order for
a summary sentence to be concise and consistent, but they presuppose the un-
derstanding of the relations between sentences, the text structure. We discover,
by manually analyzing human summaries of newspaper articles, that even human
subjects have difficulties in judging the relatedness between sentences when the
related sentences are not adjacent, though humans are far more accurate than au-
tomatic summarization systems in determining the relatedness between adjacent
sentences. We also discover that relatedness between adjacent sentences is cru-

cial in summarization. Using a machine learning method, we confirm that a set
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of linguistic features can characterize how strongly an adjacent pair of sentences
relates to each other.

Second, in order to analyze summary operations in detail, we introduce an
algorithm dealing with the dependency structure of sentences for aligning a sum-
mary expression with the corresponding original expression in the source text. We
use this algorithm to investigate human summaries of newspaper editorials. We
discover that most of the summary expressions keep their dependency structure
in the original sentences, and thus the proper sentence combination plays a cru-
cial role in generating a consistent summary. We also categorize new expressions
in summary sentences from the viewpoint of paraphrasing.

Finally, we discuss an experimental implementation of sentence reduction.
Support vector machines (SVMs) are used for acquiring knowledge for sentence-
reduction operation. The training data are extracted from human summaries
with an automatic alignment program. In result, we determine that linguistic
features acquired with the help of SVM include the knowledge required for sen-

tence reduction.

Keywords:

Text Summarization, Sentence Generation, Automated Alignment,Text Struc-

ture,Paraphrasing
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Chapter 1

Introduction

1.1 Motivation

Due to the rapid growth of the Internet and the emergence of low-cost, large-
capacity storage devices, we are now exposed to a large amount of on-line infor-
mation in daily life. This situation makes it difficult for us to find and gather the
exact information we need. Automatic text summarization is a key technology
to overcome this difficulty; with the properly summarized information, we can
quickly and easily understand what the major points of the original document
are and find how relevant the original document is to our own needs.

However, summarization is a hard problem of the Natural Language Pro-
cessing (NLP), for summarization, in principle, presupposes a fair understanding
of the content of the original document. When we summarize a document, we
firstly try to understand what the document says, then try to extract the ”more
important” parts from it, and finally try to compose a consistent passage, the
summary. However, the current NLP technology can deal only with very basic,
if at all, meaning of the text, most of which are lexical or logically semantic; it
cannot understand where the "more important” parts are in a true sense; and
there still exists many difficulties in the coherent text generation. In a sense, the
true text summarization, which humans do, goes far beyond the current NLP
technology. Still, even when a machine, or even a human, cannot understand
the meaning of a text, it can distinguish, for example, the more frequent, seem-

ingly important, parts from others, which enables the extraction of seemingly



important sentences.

At the same time, the itemized pieces of information, each of which are not
so coherent, may well work for obtaining the overview of the original document.
From this viewpoint, most automated summarization systems today focus on the
proper extraction of important phrases or sentences in the original document by
using various types of formal but not semantic features, though their achievements
are still below our satisfaction.

In order to extend such limits of the extraction and of the technique of text
processing, we have to know how a human produces a summary from the orig-
inal. The purpose of this dissertation is to model human process of generating

summaries by an investigation of human-written summaries.

1.2 Attempts on Automated Text Summariza-
tion

Although the attempts at automated text summarization have been done since
1950s, there is a gap between the summaries produced by current automatic sum-
marization systems and the summaries written by humans. Earliest attempts at
summarization [19] essentially relied on lexical and locational information within
a text. Such an approximation called extraction is still a fundamental method
today. To create an extract, a system simply needs to identify the most impor-
tant/topical /central topic(s) of the text, and return them to the reader.
Compared with answering queries in database, it is very difficult to define
what the correct summary is in the summarization system because the notion of
importance is very ambiguous. Clearly, the importance of a text varies with its
genre, domain, and so on. Furthermore, the importance also varies with what
kind of summaries a user wants. One of the general types of summaries that have
been identified is a contrast between indicative and informative. The summaries
of the former can be used to indicate what topics are addressed in the source
text, and can be used to alert the user to the source content. The purpose of
the latter is to suggest the contents of the article without giving away detail on
the article content. It can serve to entice the user into retrieving the full form.

Book jackets, card catalog entries and movie trailers are examples of indicative



summaries. In order to decline the discussion of such diversity of the importance,
most of researches prepare the target extractions of the texts that are assumed
to be important to design or to evaluate a summarization system.

In most of the summarization systems, the importance of sentences or phrases
is determined with the features of the original text. The following features are
examples of such features that summarization system always adopt and are es-

sentially multiple clues for the importance.

e Frequency of keyword appearance in an article.
e Title or headline of an article
e Key expressions that appear in an article

e Position of a sentence in an article or in a paragraph

Those features become richer corresponding to a continuum of increasing com-
plexity in text processing techniques. For example, the improvement of the im-
portance measurement of words has drawn upon traditional information retrieval
indexing methods to incorporate knowledge of a text.

There are adaptations that have employed an automated method to combine
these feature sets through the machine learning techniques such as [18, 1]. The
advantage of such approaches is that once ’good extractions’ are provided, re-
searches can concentrate on inquiry into clues and on improving the machine

learning techniques.

1.3 Approaches Based on Text Structure Anal-
ysis

Although it is intuitively understandable why the features that we showed in the
section 1.2 work well in the extraction, such features do not rely on the model
of text understanding. For example, we know that the first sentence of a text
usually shows the important content, but it is not derived from a model of text

understanding or from a result of text analysis.



Figure 1.1. Representation of a text structure in RST

Motivated by the lack of such sophisticated models, much of the work focus
on the text structure to identify the important candidates. Discourse model can
orgnaize individual discourse features. Ono and his colleagues consider the way
to select the sentences based on the representation of the rhetorical structure
of texts [30, 34]. Rhetorical Structure Theory is a theory to represent how the
text consists their sentences. Figure 1.1 shows an example of text structure.
Each short horizontal line with a number represents a sentence in the text. Such

sentences are connected with each other with arcs and form the tree structure.

Marcu [23, 22] also challenges automated summarization using such represen-
tation. He extracts sentences by the positions in the tree structure and gives a

few candidate methods to extract important sentences.

A series of such development of automated summarization systems influences
us in many ways. However, there is no concrete way to make a summary through
a representation of text structure. Moreover, what representation in various dis-
course model is reliable for generating a summary is not clear. In this dissertation,

we discuss this problem in Chapter 3.



1.4 Summarization based on Investigation of human-

written Summaries

There are two reasons why there are gaps between human-written summaries
and ones by a system. One is that the definition of “good summaries” is very
ambiguous as we described in Section 1.2. The other is the output of such a sum-
marization system have not focused on generation process of readable summaries.

According to the progress of the researches, summarization systems came to

have the following two general phases.

e Extraction phase: select the significant sentences that show the main infor-

mation of the text.

e Revision phase: revise the extracted sentences into simpler ones.

Although the central issue of the summarization system was the improvement
of the extraction phase, some works have started focusing on revising phase.
In the revision phase, however, the problem of defining the good/ readable/
high quality summaries arises again. In order to know the properties of good
summaries, which should be explained in terms of the model of text structure,
more investigation into the human-written summaries is needed.

Researches such as [20, 29] propose models to revise extracted sentences. Such
works decompose a process how people revise extracted sentences into several
operations from the investigations of human written summaries.

Jing and McKeown, among others, propose a model, namely a cut and paste
base text summarization [12]. They divide the summarization process into six op-
erations, which are derived from their manual investigation on human-generated
summaries. Those operations can be used alone, sequentially, or simultaneously
to transform extracted sentences.

In this dissertation, we discuss text summarization from that point of view.
Figure 1.2 shows the overview of our project. In the figure, the solid arrows show
the flow of information from an original text to the summary. Our summarization
model decomposes revising process into 3 operations. On the other hand, the

dotted arrows reprsent a plan how we acquire the knowledge to the operations.
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1.5 Outline

The target data in this dissertation is Japanese texts. We investigate operations
in manually generated summaries from the viewpoint of discourse analysis. In
this section, we introduce the outline of this dissertation referring the overview
of project in Figure 1.2.

In Chapter 2, we will briefly describe the notions of text analysis and the
operations that related works assumed.

We, then, describe two investigations in Chapter 3. One is to estimate the
consistency of human analysis on text structure and to investigate clues for form-
ing such consistent structure. The other is to investigate operations how human
do to produce summary sentences. Those investigation contribute why we fo-
cus on operations in summary generation and relate with the Relevant Sentence
Extraction and Sentence Combination in Figure 1.2.

In Chapter 4, we further investigate the operations in summary generation
based on dependency structure. The results of the Chapter 4 contribute to find
the properties of the operations and techniques used there strongly relate with
the arrows with a broken line in Figure 1.2.

In Chapter 5, we describe an experimental implementation of one of the op-
erations to generate summary sentences. The process corresponds to the broad
arrow in Figure 1.2.

Finally, Chapter 6 is the conclusion and shows some implications for future

research.






Chapter 2

Related Work

2.1 Notions of Text Analysis

2.1.1 Cohesion

A text is not just a random collection of sentences. It possesses coherence and
thematic structure, with which the content is expressed in a way that is easy for
humans to understand. A computer database can accept updates and facts in
random order, but a human reader finds information much easier to assimilate if
it is presented in a well-structured manner.

One way of classifying text model used in text summarization is in term of
the linguistic distinction between cohesion and coherence proposed by Halliday
and Hasan [6]. In their book, the property that makes up a text is called texture.
Readers can tell whether or not a series of sentences exhibits texture. In the
following pair of sentences, sentence (a) exhibits texture and sentence (b) does

not.
a) Wash and core six cooking apples. Put them into a fireproof dish.
b) Wash and core six cooking apples. The prices of computers drop regularly.

Cohesion is one of the elements of a text which contributes to its texture. Hal-
liday and Hasan identify the following cohesive relations which make a sequence

of sentences be a text.



e Reference
References are like pointers. Rather than repeating a phrase in the text,
a writer or speaker may use a a pronoun instead of the original phrase.
Halliday and Hasan distinguish two main types of reference. Exospheric
references are to the entities in the world of the discourse and endophoric

references are to the positions of the text itself.

e Substitution
Substitution and reference are similar, but differ in that substitution occurs
prior to semantic interpretation while reference occurs after interpretation.
That is, a substitute acts merely as a pointer to a region of text which refers
to an entity in the world of the text or the discourse, while a reference refers

directly to an entity without the mediation of the original referring phrase.

e Ellipsis
Ellipsis can be viewed as a special case of the substitution. It avoids obvious

repetitions and substitutions by omitting such entities.

e Conjunction
Conjunction holds between elements of a text when they are ordered tem-
porally, one causes the other, when they describe a contrast or when one

elaborates on the other.

e Lexical cohesion
Lexical cohesion holds between two words in a text which are either of
the same type or are semantically related in a particular way. Halliday
and Hasan propose 5 semantic relations that constitute lexical cohesion.

However, their definition of the lexical cohesion is ambiguous.

Although some criticizes that Halliday and Hasan’s categories overlap to some
degree, the notion of cohesion is recognised as a fundamental notion of text anal-
ysis.

On the other hand, coherence is defined as element that conveys the better
interpretation of a text, however, Halliday and Hasan did not propose a concrete

model for the coherence.

10



2.1.2 Coherence Representation: Rhetorical Structure

Cohesion is basically related to the linguistically realized cues as shown in the
previous section, but coherence is considered to be a more abstract notions.

A number of theories to discuss the coherence structure in text have been
proposed in the literature. More concretely, there is a model to produce a tree
whose leaf nodes are messages and whose internal nodes specify the following

information [9].

e how sentences are grouped together thematically

e the order in which sentences (or groups of messages) should appear in the

text.

e which groups of sentences correspond to text structure such as paragraphs

and sections

e the discourse relations which hold between sentences or group of them

In the researches we described in the Introduction, Rhetorical Structure The-
ory (RST) [21] is used as a model to represent such a text structure. RST is one
of the well-known models for text structure representation and is mainly used to
represent coherence of texts. With RST we can decompose a text into sub-parts
forming a hierarchical structure. Every sub-part has a relationship to another
sub-part with one of the relation types (rhetorical relations). These relations
form an overall coherence structure of the text.

For example, the representation of the following simple text is shown in Figure
2.1.

a) I like to collect old Fender Guitars.
b) My favourite instrument is a 1951 Stratocaster.

¢) However, my wife does not like the guitars.

In the simple text, the sentence b connect with the sentence a in the meaning

of the text. And the sentence ¢ prefer to connect with the sentence a rather than

11



Figure 2.1. Representation for a simple text in RST

the sentence b. Such a meaning of the text is represented by the arcs in the
Figure 2.1. The connection that is represented by an arc does not only denote
the pair which has relation, but also holds one of the semantic types. In this case,
the relation b — a holds ”Elaboration”, ¢ — a does ” Contrast”.

The notion of rhetorical relation is a key concept in RST. Rhetorical relations
specify the relationships that hold between messages or groups of message. In
particular, RST claims that a small number of defined rhetorical relationships,
such as Motivation, Contrast, and Elaboration, can be used to explain the rela-
tionships that hold within an extremely wide range of texts.

Marcu [25] proposes a comprehensive corpus analysis of cue phrases and devel-
ops new algorithms that identify discourse usages of cue phrases, divide sentences

into clauses, and generate valid rhetorical structure trees.

2.1.3 Discourse Segment

The notion “discourse segment” must play an important role in identifying the
coherence structure of a text, because it provides the basic subpart that corre-
sponds with the main / sub topic of the text.

Texts frequently exhibits varying degrees of cohesion in different sections.
For example, the start of a text cannot be cohesive with preceding sections, nor
can the end exhibit cohesion with succeeding sections. In the middle of a text,
however, the quantity of cohesion can vary greatly.

Morris and Hirst [27] introduce a method for finding such segments in text

12



based on lexical cohesion. They called the manually built lists of related words
lexical chains, which identify cohesions.

Hearst develops an algorithm that automatically assigns multiple topic cate-
gories to texts, based on the posterior probability of the topic given its surround-
ing words [7], which is a segmentation method relying on similarity between
blocks of text based on vocabulary overlap. She also proposes a method to detect
the discourse segments in the text using a variant of the TextTiling approach by
herself [28].

However, there remains an open question for such algorithms: to what degree
of segment leads to better information to text processing. Although Hearst found
good agreement between the segments by the method and the segments identified
by human judges, the length of the segment is section or chapter level in a long

document.

2.2 Discourse Clues in Japanese

2.2.1 Clues for Cohesion and Coherence

Gross and Sidner [5] that explain some words in discourse are used to indicate
changes in the discourse structure rather than to convey the information about
the subject being discussed. Such words are called as cue words. Other re-
searchers have examined the relationship between particular words and phrases
and discourse structure as well.

Cue words play an important role in the discourse segmentation work by
Hirschberg, Litman and their colleagues [8]. They present a number of cue words
that indicate changes in discourse structure which they gleaned form various
sources.

Passonneau and Litman [32] present an algorithm using cue words, pauses,
and other surface cues to determine whether empirically validated discourse seg-
ment boundaries of a test corpus correlate with these linguistic devices. Pas-
soneau and Litman claim that, although their algorithms do not perform as well
as humans, the results suggested human performance could be achieved with ad-

ditional knowledge. This implies that their algorithms are weak as an approach

13



to discourse phenomena.

In Japanese, there are other well-known discourse phenomena. Many re-
searches claim ellipses and the entity that is assigned as a topic role in the sentence
play an important role in the cohesion and coherence structure of a text. In the

following subsections, we introduce short summaries for such Japanese discourse
cues [37, 17, 36].

2.2.2 Sentential Topic

The term ”topic” has been used in either of the two apparently similar but actu-
ally very different meanings: what a passage or paragraph is about and what a
sentence is about. The latter is what we deal with here.

Each sentence in any language has a topic for which the rest of the sentence is
said or written. In English, for example, a topic is usually realized as a subject,
or is sometimes introduced by as to, when it comes to, etc. In other words, a
topic in English has no distinctive grammatical feature for its own. In Japanese,
however, a topic is marked by one of the topic markers, the most typical of which
is "wa.” A phrase marked by "wa” is typically the subject of the sentence, but
the subject marker in Japanese is "ga” and even an adverbial can be topicalized

by 2 Wa.”

000000000 (Subject topicalization)
(Hanako read a book.)

000000000000 (Adverb topicalization)

(Yesterday Taro was absent.)

00000000000 (Adverbial topicalization)
(I am feeling better than yesterday.)

In addition, by using "wa” and ”ga” in a sentence, we have a so-called Dou-
ble Subject Construction, in which a topic is not an element topicalized from
somewhere else but is an element functioning as a topic for the proposition in the

sentence.

14



ogoooood
(An elephant has a long nose.)

goooooodn
(As for Tokyo, the price is high.)

guoooogog
(As for the price, the Tokyo’s is high.)

The functions of "wa” have been discussed extensively, but the point here is

that a topic is related to the perspective the writer takes when writing a sentence.

2.2.3 Ellipsis

Another phenomenon relating to the writer’s perspective is ellipsis. As is well
known, Japanese permits an ellipsis, or omission, of phrases in a sentence rather
freely, and ellipsis in Japanese is said to be heavily related to the contextual
information. In other words, those contextually recoverable elements can be
omitted quite freely. In the following examples, ¢ denotes the omitted element,

usually called a zero anaphora.

gubbodobod e onbg
(If possible, Taro will do it.)

gobbbooodououubbebobboboboboobbg

(If you can hold up this rock, please move it.)

In the first example, @ is an ellipsis that refers to ”0 0 ” (Taro) while in the
second example, @ is an ellipsis that refers to "0 ” (rock). An interesting point
is that in Japanese, ellipsis is not only a possible operation but also a desirable
operation for decreasing redundancy and keeping writer’s perspective. So if @ in
the latter example is substituted by the original phrase or a pronoun, then the
sentence becomes rather awkward because it is unnecessarily redundant, and the

phrase ”this rock” is too much focused on.

15



000000000000 0000000o/oooo0oo0ooooooood
(If you can hold up this rock, please move this rock/it.)

On the other hand, as is easily predicted, the excessive use of ellipsis causes
unrecoverable ambiguity. So the following sentence is too ambiguous, though

similar sentences are found everywhere in daily conversation.

Oo0O00oooooooOoooooooooon
(If you can carry, you can, in the sense that if you carry this rock, you will be
able to beat that man.)

Thus, in analyzing the source text, it is important to find the omitted ele-
ment and specify its antecedent, while in generating the summary, it is equally

important to properly omit the redundant elements.

2.3 Operations in Summary Generation

2.3.1 Improve Cohesions in Extracted Sentences

One of the famoous previous works dealing with ways to produce more cohesive
extracts is Paice [31]. As Paice pointed out a problem that computer produced
extracts tend to suffer from a ’lack of cohesion’. We introduce, here, some related
works that consider the improvements of cohesions in extracted sentences.

Mani and his colleagues address the problem to improve extracted sentences
using revising [20]. When humans write a text, they frequently revise it for
refinement. This idea is the basis for their work. In order to realize such a revising

system on a machine, they assume the following three types of operations.

e Elimination
Elimination operation eliminates constituents from a sentence. This in-

cludes the elimination of sentence-initial PPs and adverbial phrases.

e Aggregation
Aggregation operation combines constituents from two sentences, at least

one of which must be a sentence in the extracts, into a new constituent which
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is inserted into an extracted sentence. For example, if a relative clause is
added to an extracted sentence, the addition of relevance information is one

of the aggregation operations.

e Smoothing
Smoothing operation applies to a single sentence, performing transforma-
tions for obtaining more compact, stylistically preferred sentences. For

example, in the smoothing operation, a coordinate expression is removed.

They manually make revision rules to realize such operations in the automated
revising system for extracted sentences. In an evolution based on Questions and
Answers of human subjects, they show that revising to the extracted sentences
by such rules contributes to improve the readabilities of summaries.

Nanba and Okumura [29] investigate how people revise extracts of Japanese
articles to produce more readable ones. They classify the factors that causes such

revisions into five categories, most of which are related to cohesion.

e lack of conjunctive expressions / presence of extraneous conjunctive expres-
sions.
Extracted sentences do not always adjoin each other in the original text.
Because conjunctive expression of the extracted sentences is added for the
cohesion in the original text, such expression is added or eliminated accord-

ing to the new cohesion among the set of the extracted sentences.

e syntactic complexity
Long sentence tends to have complex syntactic structure. In the revision,

such a sentence is sometimes divided into two simpler sentences.

e redundant repetition
In the original text, the elements such as reference expressions and elimi-
nations avoid redundant repetitions in the sentences that are close together
in the original text. Extraction breaks such cohesion so that elements of

cohesion among the extracted sentences should be reconstructed.

e lack of information

Each sentence in a text does not give enough information for the all of its
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constituents within the sentence. If extraction does not extract sentences
in which relevant information to the constituents of extracted ones, such

information should be added in revision.

lack of adverbial particles /presence of extraneous adverbial particles.

In Japanese, adverbial particle " [0 * emphasises that a sentence gives addi-
tional information to the entity which is marked by the particle. However,
extraction does not always extract the base information for the additional

information. In the case, the adverbial particle should be eliminated.

Based on the result of the investigation, they devise revision rules for each

factor and partially implemented a system that revises extracts. The following

four modules are implemented.

Deletion of conjunctive expressions
They prepare a list of 52 conjunctive expressions, and make it a rule to
delete each of them whenever the extract does not include the sentence

that expression is related.

Omission of redundant expressions
If subjects (or topical expressions marked with topical postposition "0 ) of
adjacent sentences in an extract are the same, the repeated expressions are

considered redundant and are deleted.

Deletion of anaphora

They implement a rule with ad hoc heuristics to teat anaphora and ellipsis:
If an anaphora appears at the beginning of a sentence in an extract, its
antecedent must be in the preceding sentence. On the other hand, if that

sentence was not in the extract, the anaphor was deleted.

Supplement of omitted subjects
If a subject in a sentence in an extract is omitted, the revision rule supple-
ments the subject from the nearest preceding sentence whose subject is not

omitted in the original text.

They evaluate the outputs of the readability by comparing judgements be-

tween the automated revised and the original extracts. As result, they report the

experimental revising system can improve the readability of extracts.
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2.3.2 Decomposition of Summary Process

Recently, a number of researchers have started to address the model of generating

coherent summaries instead of revising extracted sentences.

Jing and McKeown present the cut and paste model, which is assumed as a

new computational model for generating a summary [10, 13, 12]. In their model,

the summarization process is divided into six operations, which derived from their

manually investigation on 30 human-generated summaries. Those operations can

be used alone, sequentially, or simultaneously to transform extracted sentences.

Sentence reduction

Removes extraneous phrases from an extracted sentence.

Sentence combination
Marge material from several sentences. It can be used together with sen-

tence reduction.

Syntactic transformation
In both sentence reduction and sentence combination, syntactic transfor-
mations may be involved. For example, the position of the subject in a

sentence may be moved from the end to the front.

Lexical paraphrasing
Replace phrases with their paraphrases. For instance, the summaries sub-
stituted point out with note, and fits squarely into with a more picturesque

description hits the head on the nail.

Generalization or Specification

Replace phrases or clauses with more general or specific descriptions.

Reordering
Change the order of extracted sentences. For instance, an ending sentence

in an original text is sometimes placed at the beginning of the summary.

Jing and McKeown report that 19% of sentences in their analyzed summaries

are written from scratch instead of applying such operations. In the 6 opera-

tions above, they regard sentence combination and sentence reduction as Major

components in a summarization system.
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Furthermore, Jing and McKeown show some directions to developing summa-
rization system using cut and paste techniques. Decomposition program is one of
the fundamental components of such directions. They developed a decomposition
program in order to automatically analyze a large quantity of human-written ab-
stracts. The automatic decomposition helps building large corpora for studying
sentence reduction and sentence combination.

Some researchers have already started to build such corpora from the pairs
between summary and the original text and to acquire a piece of knowledge from
the corpora [24, 14, 15]. However, the fundamental investigations on the process
of the humans summary generation are not enough to build a large corpora in
Japanese. We will address this problem in Chapter 4.
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Chapter 3

Relationship between Text

Structure and Summaries

3.1 Introduction

In the research of automated summarization, some researchers such as Ono et al.
[30] and Marcu [23] use tree structure models to represent text structure and to
select important sub-parts in texts. By doing this, they exploit relations among
the sentences in a text.

Although text structure plays an important role in developing an automated
summarization system, there is no concrete model to make a summary through
a representation of text structure. Moreover, what representation is suitable for
generating a summary is not clear. We investigate mainly two problems in this
chapter. One is to estimate the consistency of human analysis on text structure.
The other is to investigate what kind of role the text structure plays to generate a
summary. First of all, we set up an experimental scheme to analyze text structure.
We ask human subjects to produce summaries of texts, where the structure of the
source texts is analyzed in advance. After those preparations, we examine how the
alignment is done between the sentences in the source text and the sentences in its
summary. By means of the structure and the alignment analysis, we confirmed
that the text structure plays an important role in generating a summary. In
particular, pairs of adjacent sentences that have a direct relationship in the text

structure exhibit a special role in both of the stages; in the analysis of text
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structure and in the generation of summaries. We could regard such a relationship
as the clues for sentence combination, which is one of the crucial operations
for a human to produce a summary. To investigate the characteristics of the
relationship further, we apply a machine learning method using some linguistic
features and make it sure that the clues are to act as the trigger for sentence

combination.

3.2 Analyzing Text Structures

3.2.1 Coding Scheme for Text Structures

In general, properties of a text are classified in terms of the linguistic notion of
cohesion and coherence. According to Halliday and Hasan [6], the notion of cohe-
sion is closely related with linguistic cues such as anaphora, ellipses, conjunctions,
lexical relations, etc. Those linguistic cues contribute to create semantic connect-
edness in a text. Compared to cohesion, coherence is related to more abstract
semantic structure of a text. Although a number of models for text structure
analysis have been proposed, there is not yet a specific model that can provide
us with useful information for generating summaries.

In the previous researches we described in the introduction, Rhetorical Struc-
ture Theory (RST) [21] is used to represent the text structure. RST is one of
the well-known models for text structure representation and is mainly used to
represent coherence of texts. With RST we can decompose a text into sub-parts
forming a hierarchical structure. Every sub-part has a relationship to another
sub-part with one of the relation types (rhetorical relations). These relations
form an overall coherence structure of the text.

We propose a coding scheme with which a human subject analyzes text struc-
ture in order to investigate how well the representation of text structure works for
summarization. In the coding scheme, we modify RST in two ways as described
below to help a subject to code the text structure.

First, since the original RST proposes more than 20 types of rhetorical rela-
tions, a human subject often finds difficulty in selecting a proper relation between

sentences. Furthermore, as Moore and Pollack [26] point out, a pair of sentences
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sometimes inherently has a multiple-analysis. To avoid such complexities we in-
troduce two fundamental relations in terms of the degree of importance between
a pair of sentences. One is the relation where there is unclear distinction in de-
gree of importance between the pair. The other is the relation where the pair has
relative degree of importance. We assume this simplification does not contradict
with other’s work in automated text summarization using text structure.

Second, we define a sentence as the elementary unit of text structure. How-
ever, in the original RST, a more fine-grained fragment (which usually corre-
sponds to a clause) is considered as the elementary unit. Since the coherence
between sentences is our main interest in this chapter, we currently assume a
sentence as the elementary unit.

We developed an annotating tool for text structure analysis as shown in Figure
3.1. It helps the subject to annotate the texts based on simplified version of RST
described above. On the screen-shot, boxes correspond to the sentences in the
annotating text and arrows stand for coherence relations between sentences. In
practice, a subject simply selects a tag through a graphical user interface(GUI)
of the tool. For each sentence S; in the annotating text, a subject acts as follows:
1) selects the most relevant sentence S; while S; must be more important than or
equal to S with regard to the meaning of the whole text. (S5 is the root of the
text structure if S does not have such a sentence in the text. The root must be
only a single sentence in a text.)

2) selects the relation type for the pair of sentences (S; and Sy).

3.2.2 Evaluation of the Analyzed Text Structures

We let three human subjects analyze text structures using our coding scheme
described in the previous section. Note that the analysis is done by a different
group of subjects from ones that produce summaries. We use 32 Japanese report
articles from Nihon-keizai-shinbun (Japanese financial newspaper) in 1995. The
total number of sentences in the articles is 500.

To observe the overall tendency among agreement of subjects’ analysis, we use
the Kappa coefficient, which is used to assess agreement in the area of behavioral
science. Carletta [2] introduces and discusses the use of it as an agreement mea-

sure in the discourse analysis. The Kappa coefficient measures pairwise agreement
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among a set of coders making category judgments and is defined as:

P(A) - P(E)

K —
PP =T p(E)

where P(A) is the proportion of frequency that the subjects agree and P(FE)
is the proportion of frequency that they agree by chance. Intuitively, the measure
shows the degree of agreement adjusted by the agreement by chance.

In our experiment of text structure analysis by human subjects, P(A) stands
for the agreement ratio of selected sentences. ! We obtain Kappa coefficient of
0.58 (P(A) = 0.63, P(E)=0.11). In the evaluation of agreement using Kappa
coefficient, there is a guideline that is used to evaluate the degree of reliability of

the agreement in a coding scheme [3]:
e 0 < Kappa < 0.2 is regarded as “slight” agreement

0.21 to 0.40 as “fair”

0.41 to 0.60 as “moderate”

0.61 to 0.80 as “substantial”

and 0.81 to 1.0 as “near perfect”

According to the guideline, our coding scheme is evaluated as “moderate”
level, close to the “substantial” level with the overall agreement.

Then, we observe the tendency of the assignments of relation types between
pairs of sentences. We found that agreement rate of the assignment for the
relation between adjacent pairs of sentences is much higher than that of the other
pairs. The difference of tendency among subjects’ assignment is observed when
it is evaluated in terms of the distance between dependent sentences as shown
in Table 3.1. The distance of relation is defined as the relative distance between
the dependent sentences. If a sentence relates with the preceding sentence, the

distance of relation is 1. We define the ratio as follows:

! Unfortunately, we have not discovered the role of two relation types that we distinguished
in the text structure on the stage of summary generation. Since we need to investigate the
problem more in the further work, we concentrate on the selection of sentence pairs on the
analysis of the text structure in this chapter.
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Table 3.1. Agreement ratio against Distance

at least 1 majority
n subj. selected selected ratio(n)
1 352 293 0.832
2 113 48 0.425
3 93 21 0.396
4 36 14 0.389
n>>5 85 29 0.341

the number of pairs that have distance n

(agreed by the majority of subjects)

ratio(n) =
(n) the number of pairs that have distance n

(assigned by at least one subject)

From Table 3.1, compared with other distances the relations of distance =
1 agree more frequently. This indicates that even a human has difficulty in
judging the relation between sentences when the distance is two or more. On the
other hand, when two related sentences are adjacent, the judgment by humans is

significantly more accurate.

Figure 3.2 shows an example of text structure in the representation of RST.
In the figure, a number corresponds to the position of a sentence and an arrow
corresponds to a relationship between sentences. To summarize the result using
the representation, the relationships between adjacent sentences such as 2 — 1

agrees more often by human subjects compared with the relations like 4 — 1 and
8§ — 4.

In the rest of this chapter, we regard the coherence structure that are deter-

mined by the majority of the subjects as the text structure.
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Figure 3.2. Representation of a text structure in RST
3.3 Analysis on Human-generated Summaries

3.3.1 Making Summaries

We ask two Japanese native speakers to summarize 20 texts. They are educated
in literature, but are not professional summarizers. We ask them to generate
summaries up to the length of 40% of the source texts. We pick up the 20 source
texts to be summarized from the set of texts of which structure have been analyzed
beforehand according to the experimental analyzing scheme described in section
3.2.1. The group of human subjects who made summaries are different from the
group of the subjects who analyzed the text structures. Since we assume that
human can generate summaries without explicit information of text structure and
word importance, we removed paragraph breaks and the titles from the texts in
the experiment.

In the summarization task, we give two instructions:

e The summary should keep the overall story of the source text and author’s

main opinion.

e [f the summarizer uses proper nouns in the summary, the form of the proper

nouns should be kept as the originals.

Basic information about the source texts and their summaries are shown in Table

3.2. In the table and the rest of this chapter, we refer to the summaries made by
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Table 3.2. Source Texts and Their Summaries
Source | Summaries

(Average number) | Texts A B

# Characters 882.6 | 342.0 | 320.4
# Sentences 16.1 7.2 6.9

summarizer A as Summary A and those of summarizer B as Summary B.

3.3.2 Operations for Generating Summary

In order to analyze the human behavior in generating summaries, it is important
to know the alignment between the sentences in the human-generated summary
and the corresponding source sentences that have been used to generate the sen-
tences. There are some related work of the summarizing task. For example,
Jing and McKeown [13] identified 6 operations in human summary generating
process. In this chapter, we focus on the operations where a summary sentence
is generated from one sentence or more and classify the operations into following

two types.

1. sentence reduction: the summarized sentence is generated from exactly one

source sentence.

2. sentence combination: the summarized sentence originates from two or more

source sentences.

We manually perform the alignment. For each summary sentence, two human
subjects select which sentences in the source text are used in summarization. Only
case where two subjects agreed with the analysis of the alignment, we accept the
human analysis as valid. For other cases, we accept the most similar sentence in
the source text to the summary sentence by using word-based cosine similarity.

Table 3.3 shows the number of two types of operations in summary generation.
Comparing the number of sentence reduction with that of sentence combination,
the former has more examples than the later in both cases. However, 103 source

sentences are used to create 49 combined sentences in summary A, and 58 source
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Table 3.3. The number of sentence reduction and sentence combination

Operation Type Summaries

A B
sentence reduction 94 110
sentence combination | 49 27

sentences are used to create 27 combined sentences in summary B. This shows
that the number of the sentences used in sentence combination with respect to

the total number of source sentences for summary should not be ignored.

3.3.3 Coherence Structure and Sentence Combination

From the alignment result, we notice an explicit tendency in the sentence com-
bination operation on the source text. Table 3.4 shows the number of sentence
pairs combine into summary sentences. In both set of summaries, the summary
sentences that are generated by sentence combination are mostly the adjacent
sentences. However, even if a pair of adjacent sentences in a source text is likely
to combine, the pair is not always combined to the summary sentence. We as-
sumed the clues for sentence combination is adjacency relation in the coherence
structure. This assumption comes from the fact that the adjacency relationship
in coherence structure is comparatively easy for humans to analyze as we de-
scribed in section 2. The bracketed figures on the upper line in Table 3.4 shows
the number of examples that have coherence relation. This result shows that the

text structure can act as the clues for sentence combination.

On the other hand, the number of examples of sentence combination of non-
adjacent sentences is not enough to draw a conclusion. We think that the struc-
ture between non-adjacent sentences involves more complex mechanism than ad-

jacency relation.
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Table 3.4. Sentence Position in Source Texts and in Text Structure

Position of pairs | Summary A | Summary B
adjacent 38(34) 19(18)
non-adjacent 11 8
Total 49 27

Table 3.5. Features for Characterizing a pair between adjacent sentences

Feature Categories | Features ID
cue words of S; CUE
predicate type of S;_; PRDO
Syntactic Features | predicate type of .S; PRD1
topic marker type of .S; TPC
omission of topic or subject of the S; OMIT
Semantic Features | S; introduce a new proper noun NEWT
or S; refers the proper noun in S;_;
Character based similarity between S; and S;_; | SIM

3.4 Clues for Coherence between Adjacent Pairs

As we described in Section 3, we discover that the coherence relationship between
a pair of adjacent sentences plays an important role in summary generation. In
this section, we investigate clues for those relationships. Our investigation consists
of two steps. The first step is to see how well a machine predicts whether a pair
of adjacent sentences has a coherence relationship or not. The second step is to
see whether the clues of the relationships between adjacent sentences work as the

clues for the sentence combinations as well.

3.4.1 Clues for Relationships between Adjacent Sentences

In order to investigate the clues for the relationship between pairs of adjacent

sentences, we apply the machine-learning program C4.5 [33]. C4.5 is a decision
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tree learning program that acquires general rules from the training examples
that consist of features and the target class. In our learning task, the target
class is assigned using the relations between the pairs of adjacent sentences in
a coherence structure described in section 2.3. Suppose S;_; and S; are a pair
of adjacent sentences in a text. If S; has relationship to S;_; in the coherence

structure, the pair of adjacent sentences classified as “yes”, and “no”, otherwise.

We arrange the information of an example into the sets of features as shown
in Table 3.5. Since the relations in coherence structure are abstract and complex,
we use not only syntactic information, but also information that influences the
meaning. In practice, our features can be divided into two categories; syntactic

features and semantic features.

Syntactic features represent the characteristics of a sentence using the result
of syntactic structure analysis. We used automated word dependency structure
analyzing program developed by Fujio et al.[4]. Japanese dependency structure is
usually defined in terms of the relationship between phrases called ‘bunsetu.” The
relationships reflect the underlying syntactic structure of a sentence. Bunsetu is
a segment that consists of one or more words and that includes a head word.
Fujio’s program outputs not only the syntactic relationship between Bunsetus
but also the pos (part-of-speech) tags of the words. Since the reliability of the
program is not perfect yet, we manually correct the result of the dependencies
when the result has some errors. Value of the syntactic features is assigned using
the analyzed dependency structure.

The value of CUE feature is assigned based on the type of conjunctive expres-
sions at the beginning of the corresponding sentence (e.g., For example, However,
Therefore, etc. in English). Since conjunctive expressions provide cohesive con-
nectivity between adjacent sentences in general, we divide conjunctive expressions
into 10 types according to the function of connectivity (e.g. Exemplify, Contrast,
Restating, etc.). The features PRDO and PRD1 represent the type of the predi-
cates of S;_1 and S;. Each predicate type of the sentence is classified according to
its modality or its tense. These two features are expected to indicate the writer’s
attitudes in the sentence. TPC feature represents the type of topic marker in the
sentence. In Japanese, the grammatical role such as topic and subject is marked

by particles called postpositions. We distinguish the grammatical role using the
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analyzed dependency structure. OMIT feature shows whether the topic or the
subject of the sentence S; is present or not. The absence will show the stronger
cohesion between S; and S;_;. Some researchers such as Walker et al.[37] claim
that the entity that marked by topic maker and its omission play an important
role in the discourse. Note that the values of TPC and OMIT are hard to be
assigned only by the pos information. Therefore, we use the analyzed dependency
structure to assign the features.

On the other hand, semantic features represent the relevancy between the
contents described in the two sentences. In order to represent the meaning of the
sentences, we use two features as an approximate relevancy between the sentences:
NEWT and SIM features. NEW'T feature represents whether S; introduces new
proper nouns as a topic or not. We assign four different values to this feature

based on four cases of S; described bellow 2 :

1) the topic/subject includes the proper nouns that S; ; does not include.

2) the topic/subject includes referring expressions that refer to the proper

nouns of S;_;.
3) a part of S; (except for the topic/subject) refers to the proper noun of S; ;.

4) S; satisfies none of the above cases.

Proper nouns and expressions referring the proper nouns in the text are manu-
ally annotated. In this experiment, we annotated only person names, place names
and organization names as proper nouns and referring expressions are restricted
to pronouns and nouns that refer to the proper nouns without any inference.
SIM feature uses similarity between the subpart that expresses topic/subject in
S; and the whole S; ;. The similarity is calculated by character (Kanji) based
cosine similarity. If topic/subject is absent in S;, the value of the SIM is assigned
1.0 (i.e. SIM includes a piece of information of OMIT feature). We expect that

2The notation of ‘topic/subject’ in this chapter stands for the subpart of a sentence. The
subpart contains not only the entity marked as topic or subject, but also the phrases modifying
the entity.
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the SIM feature gives the simple approximation for NEW'T features. We, however

do not claim that our features set is an exhaustive one.

We evaluate the learned decision tree using the “leave-one-out” cross valida-
tion as follows. For every example z; in the training example set, a decision tree
learns from all the examples except the x; and the learned tree is evaluated by
x;. Table 3.6 shows the results in terms of precision, recall and accuracy that are
defined by following equations.

Precision =
# examples decision-tree classified correctly

# examples decision-tree classified

Recall =
# examples decision-tree classified correctly

# examples human classified

Accuracy =
# examples decision-tree classified correctly

# examples

We assume a system which always classify examples as “yes” as a baseline,
whose accuracy is 0.626. Comparing with the baseline, from the obtained results,
we can conclude that the features are able to predict whether a sentence has

coherence relationship to the preceding sentence.

Moreover, we also evaluate the impact of each individual feature for the
learned decision tree to classify the example into the target class correctly. We
remove each feature in turn from the set of features listed in Table 3.5 and ap-
ply the same process to construct the decision tree with the reduced member of
the features. The accuracy of each learned decision tree in shown in Figure 3.3.
The figure shows when CUE, PRD1 or SIM feature is removed from the original
features, the accuracy decreases significantly. The result shows that these three
features have the ability to capture the characteristics of the relationship between
the adjacent sentences. Although we carefully designed NEWT in the semantic

features, the feature does not show good effect on the accuracy.
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3.4.2 Discussion on the clues for sentence combination

In this section, we want to verify that the clues for relations between adjacent
sentences are also the clues for sentence combination. We conduct an experiment
by using the reliability of prediction for coherence relationship between pairs
of adjacent sentences. The reliability is provided by the learned decision tree
and takes value from 0 to 1. The higher the reliability is, the more likely the
sentence relates to the preceding adjacent sentence. In practice, we calculate the
reliability as follows: A leaf node of the learned decision tree is constructed to
classify the training examples. Note that the leaf node does not always classify
the “real” training examples when the decision tree is pruned. We regard the
confidence-ratio of classifying the training examples with the leaf node of the
learned decision tree as the reliability. For example, if the all of the corresponding
training examples to a particular leaf node are classified into class “yes”, the
reliability of the leaf node is 1.0.

We compare the average reliability for the pairs of adjacent sentences that
have coherence relationship with that of the pairs of sentences in which sentence
combination takes place. As shown in Table 3.7, both the average reliability
and its standard deviation(stds) give similar tendencies between the pair of sen-
tences that have coherence relationship and the pair of sentences where sentence
combination occurs. Thus, the clues for sentence combination characterized by
our features are quite similar to the ones for pairs of adjacent sentences with

coherence relation.

In this section, we show that the strong relationship between adjacent sen-
tences give us some hints to understand the operation of sentence combination.
The relationships between adjacent sentences must represent the relevancy be-
tween the contexts or meaning of the corresponding sentences. Since the sen-
tences produced by the operation of sentence combination are more constrained
in terms of the relevancy, the investigation of the sentence combination will help
us understand how to represent the coherence structure. Practically, the strength
of coherence relation triggers the sentence combination operation in generating

summary.
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Table 3.7. Averaged Reliability for Pair of Adjacent Sentences

type of the pair of sentences | Reliability
Ave. | stds

coherence relation 0.631 | 0.301

sentence combination 0.615 | 0.295

3.5 Conclusion

In this chapter, we investigate human-generated summaries from the point of
view of text structure. Even if human generates a summary without explicit
discourse clues (such as paragraph breaks), the coherence structure analyzed
in this paper can represent implicit clues for automated summarization. Our

conclusion includes the followings.

e In analysis of coherence structure of text, even a human has difficulty in
judging the relation between sentences when the related sentences stay apart
from each other. On the other hand, when two related sentences are adja-

cent, the human judgment is far more accurate.

e Human summary generation is based on two types of operation; sentence
reduction and sentence combination. An existence of relationship between
the pair of adjacency sentences is a trigger to determine whether the oper-

ation of sentence combination is activated or not.

e Coherence relationships between adjacent sentences are automatically iden-
tified using features. We confirm that the features characterizing the rela-

tion can also characterize the occurrence of sentence combination.

Our work provides new perspective for automated summary generation. The
perspective has three steps. At the first step, we analyze the strength of coherence
relation between every adjacent pair in its source sentences. Second, we combine
strongly related adjacent pairs to a new summary sentence. Finally, we reduce
redundant clauses and words from the combined summary sentences. Based on
this experimental results, we are motivated to develop a full-fledged summary

generating system in the future.
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Chapter 4

Analysis on Human-generated

Summaries

In the previous chapter, we manually performed the alignment. For each summary
sentence, two human subjects made clear which sentences in the source text were
used in summarization. In this chapter,we investigate the manually generated
summaries in detail. In doing so, we introduce an automated alignment method
based on dependency structure analysis. The method detects not only one-to-one

sentence alignment but also one-to-many sentence alignment.

4.1 Operations for Generating Summary

In order to analyze human behavior in generating summaries, it is important to
know the alignment between the sentences in the human-generated summary and
the corresponding source sentences that have been used to generate the summary
sentences. There are some related work in the summarizing task. For exam-
ple, Jing and McKeown [13] identify 6 operations in human summary generating
process. In this dissertation, we focus on the operations with which a summary
sentence is generated from one or more sentences and classify the operations into

two types.

1. sentence reduction: the summarized sentence is generated from exactly one

source sentence but in a reduced form
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Table 4.1. Basic Information about the Summary Data

# Sentences
Summarizer A 763
Summarizer B 773
Summarizer C 931

2. sentence combination: the summarized sentence originates from two or more

source sentences

4.2 Data

The target summaries in this chapter are summaries of newspaper editorials. In
comparison with the summaries of articles in newspaper that we use in Chapter
3, editorials are longer in length and have richer and more complex contents. We
ask three Japanese native speakers to summarize 90 editorials. The length of the
summaries is supposed ti be up to the 40% of the source texts.

The conditions to summarize a text are the same as what we give in Chapter

3 as follows.

e A summary should keep the overall story of the source text and the author’s

main opinion.

e [f the summarizer uses proper nouns in a summary, the form of the proper

nouns should be kept as the originals.

Since we assume that humans can generate summaries without explicit infor-
mation of text structure and word importance, we removed paragraph breaks and
the titles from the texts in the experiment.

The numbers of sentences that each summarizer summarize are shown in Table
4.1. The total number of sentences in 90 editorials is 2869.

In 2467 summary sentences, only 692 sentences keep the original form. The
remaining 1775 sentences have surface forms that are changed with a certain

process of summary generation.
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4.3 Automated Alignment

To investigate the manually generated summaries, we propose an automated
alignment algorithm that aligns a summary expression with the corresponding
original expression in the source text.

A summary sentence is not always generated by only one original sentence.
As we mentioned in Chapter 3, when sentence combination is applied to generate
a summary sentence, more than one original sentences needed to be combined
into the summary sentence. Moreover, expressions in the summary sentences
are sometimes different from the original ones. We take such complexities into
consideration to design our alignment algorithm.

Figure 4.1 shows the overview of the algorithm. In the following subsections,

we describe each process in the Figure 4.1 in detail.

search new candidate to align

»| Sentence alignment (section 4.3.1)

!

Segment alignmet (section 4.3.2)

paraphrase identification
(section 4.3.3)

yes

un-aligned segments > 1

(or)no more condidate to align

terminated the alignment for the summary sentence

Figure 4.1. Alignment Algorithm
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4.3.1 Sentence Alignment

We assume that the operation “sentence combination” is applied in the summary
generation. We take this assumption into consideration to design the alignment

algorithm.

The dependency structure represents the syntactic structure of sentences. In
a dependency structure, the fundamental unit is “bunsetu segment”, which is
the base phrases used as the basic units in the syntactic structure of Japanese
sentences. In this paper, segments are referred to as bunsetsu segments or simply
segment.

The dependency structure represents the modification relationship between
segments. Each segment, except for the final segment in the sentence, modifies
one of the segments in the sentence. The modification relationship of segments
do not cross each other and always go from left to right in a sentence. From
the definition, a representation of the dependency structure of a sentence forms
a tree structure, in which a node represents a segment and the last segment in a
sentence forms the root of the tree. An example of the dependency structure of

a sentence is shown in Figure 4.2.

T~ N

ood 00O DbOOoo O0OO0Oo 000 O0Ooooo ooo oooooo
(yesterday) (their) (of interests) (aconclusion)
(meeting TOP) (suggestions) (because of conflict) (isnot arrived at)

Figure 4.2. An Example of Dependency Analysis

The dependency structure has the property that hardly changes even if a
word order is changed in the summary sentence. For an example, the following
sentences have the same relationship between the segments:(“0C 0”7 -7 00 07,
“000” 5”00 07) and describe the similar meaning while their surface orders
are different.
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gub ob oooo

(to her) (the flower) (give)

b oo oggad

(the flower) (to her) (give)

gob boboouo oo ooogo
(to her) (at any cost) (the flower) (give)

This property works beneficially in aligning a summary sentence to the corre-
sponding source sentences in the original text if the surface form of the summary
sentence is changed.

Our algorithms is based on paths in dependency trees. In our algorithm, a
path is defined as a list of nodes from a leaf to the root in a dependency tree. When
a tree consists of only one node, we do not regard it as a tree. The dependency
structure of a sentence is analyzed by the dependency structure parser CaboCha

[16]. The example sentence in Figure 4.2 has the sets of paths as follows:

bbb -0db -0000d
gbb-t0db-0budb -ggobod
gbd -00bbd-ubgago

gbd -gogoo

We extract all paths in a summary sentence and the all of sentences in the
source text.

Now we are to explain the method to align a summary sentence s with the
corresponding sentence a in the source text. Assume the set of paths in s to be
P, and the set of all paths of the sentences of the source text to be P,.,,s. The
most similar sentence to s in the source text is decided to be the corresponding
sentence a. The longest common subsequences (LCS) are evaluated for the all
combinations of the paths between the P, and P,,,q to search the similar can-
didate to s. When a sentence has the path whose length is j, the sentence is

defined as the corresponding sentence a. The following formula gives j.

J = argmazaep, yer,,,.(LCS(2,y))

In the formula, LCS(x,y) is a function that returns the length of LCS between
the path x and the path y.
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Table 4.2. Table to compute LCS

P 01 09 | ... 05 | --. Op,
S1 | C11 | C1,2

S2

S; Ce cee | e | Gig

Sm Cm,n

The LCS is calculated with DP matching. Given the comparing pair of paths
[$1, 82, .., Sm]and[oy, 09, ..., 0,], a table exemplified in Table 4.2 is created in
order to calculate LCS. Elements s; and o; of the path, are referred to as a
segment of the path. In the table, each cell represents the cost to make the
corresponding pair (s;,0;) correspond. Each cell of the table is calculated in the
order: ¢i1,¢12,...,Cin,C21,-.. and then the path in the table from (sy,01) to
(Sm, 0,,) shows the total cost to make the LCS between the path. The cost ¢; ; is

calculated with the following formula.

Ci,j = mm(cz-,l,j + 1, Ci,j,1 + 1, Ciflyjfl + ZU(Z,]))
.. 0 if S; = 0j
(i, j) = . ’
1 if Si 7é 0j

In the function (i, j), the comparison between s; and o; is that of segments.

The comparison between segments allows the changes of the segment as follows.
e compression of a long compound noun into a shorter form
e changes of postposition to mark its constitute as a topic

e inflectional change of verbs, adjectives and nouns that are used as a verb
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Original Sentence (a)
T N

oo o0obo ooo obo obbo obooo ooo boooobo

N

oo oobob O0bobo oo 000 Oboboo

Summay Sentence

Figure 4.3. Sentence Aligned Pair

4.3.2 Segment Alignment

Following the sentence alignment, we apply the segment alignment. On the pro-
cess of the segment alignment, we use the information of the set of LCSs which we
use in the sentence alignment. The LCS that are included in the set are restricted
to the one whose length is 2 or more, because we manage the source expression
which has 2 or more related segments. For example, the sentence aligned pair in

Figure 4.3 has the set of paths as follows:

bbb -000 -00000

bbb -00b-0budb -00bodg
gbod -ggbobd -0bggn

gbod -gbdgogo

On the other hand, that of sentence (a) is as follows:

gbd-gbgoo

gbd -ggbobd-obggn
gobot-0odgoo

gbd -gbdgoo

In these sets, we find the following set of LCSs are common in the above two

sets:
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god,b0good
gogboo,ggbod
god,bobog

We align each segment of the summary sentence with the corresponding seg-

ment in the original sentence based on the set of LCSs. When a summary segment
can be aligned with that of the original, both of the segments between the sum-
mary and the original are marked as 1. The result of the segment alignment is

shown in Figure 4.4. In this chapter, such mark is referred to as a edit strings.

In the Figure 4.4 such edit string 0,1 is shown under each segment.

Original Sentence
/m

000 000 000 000 000 00000 000 000000
0 1 0 0 0 1 1 1

Summary Sentence %‘
/\4 ~ X

000 00000 00000 000 000 000000
0 1 0 1 1 1

Figure 4.4. Example of Segment Alignment

4.3.3 Automated Extracting of Paraphrasing

We collect examples of paraphrasing to capture the basic properties of paraphras-
ing. Figure 4.5 shows the parts which we regard as simple example of paraphras-
ing. In Figure 4.5, boxes represent the segments in the sentences and the shaded

ones represent the segments that are aligned by the process described in Section

4.3.2. More concrete explanations for each case is described as follows:

e Pattern A: the case in which an un-aligned segment is modified by more

than one aligned segments.
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e Pattern B: the case in which an un-aligned segment modifies another aligned

segment and one or more aligned segments modify the un-aligned segment.

Origianl

Pattern A ali un-aligned

Summary

Origianl

aligned

Pattern B aligned Eun-allgned

Summary

Figure 4.5. Automated Extraction of Paraphrasing

4.3.4 Iteration for detecting the occurrences of sentence

combination

So far we have discussed, a summary sentence always corresponds to only one
sentence in the source text. In order to deal with the one-to-many correspondence
between a summary sentence and the source sentences, the algorithm iterates the
sequence of the processes described in the section.

The following pair of sentences shows an example of the pair where the sum-
mary sentence corresponds with the original sentence in the trial of alignment. At
the first iteration of the alignment, the alignment program yields the edit string

00011 for the summary sentence.
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Original 00000000 ODOODOOOO0ODOODOOD ODOOOOd
(the prefecture office TOP) (precedents) (being unconcerned)
(the proper measures) (to be needed)
Summary O0O0O0O0O0O OO0 00000 OO0OOOO ODOOOMO
0000 obooo Dooo oo oooom
(the official leases) (an effort to) (such as making)

(the proper measures) (to be needed)

As shown in Figure 4.1, more than one un-aligned segments existing in the
summary sentence is the condition to make the alignment process to be iterated.
For the pair in the example, the sequence [0 000 0,00,00000 ] (3 seg-
ments) still remains as a candidate expression for alignment. If the source text

gives a sentence as shown below, the sentence is aligned to the subsequence.

gbobuobbbto abobobbbod bboooodd

(the official leases) (an effort to) (making) (temporal residents) (should secure)

As the result of the sentence alignment, each segment in the pair of sentences
is aligned as follows and the edit strings ’11011° is obtained for the summary

sentence.

Originall O O0O0O0OO0O0OO0OOO0OO0OOO0OO ODOODOO DoOooDOd

Original2 OO0O0O0ODOO0O0O OO0 O0OOOO ODOOoOooOoU

Summary 0 O0O0O00O OO 00000 O0OODOOO DOoOOOd
gobl bod1l ggoo bobodl ggoobm

Note that, in the example above, the segment “00 0 00 00 ”does not align to
the segment “00 0 7. This is reasonable to identify the summary expressions that
are not occurred in the original text.

The condition to terminate the iteration of alignment is the case when subpart
of the summary sentences does not align with the expression in the original text,
and when there is no subparts which has two or more un-aligned segments in the

summary sentence.

46



Table 4.3. Results of Alignment Iterations

# Trial # un-Aligned Segments (1) | Total
in the iteration | 0 D‘ 1 < 50% ‘ 1> 50%

1 990 444 164 | 1598
2 141 401 67 609
3 25 118 3 146
4 3 14 1 18
5 0 1 0 1
Total 1159 978 235 | 2372

4.4 Results of alignment and un-corresponding

expressions

In this section, we describe the the results of applying the alignment algorithm
to the summaries that we have collected. The rows in the table are divided into
the number of trails in which the alignment iteration ended. The columns in
the table are classified into the ratios of un-aligned segments in the summary
sentence. The ratios of the un-aligned segments in the summary sentence are
classified into 3 cases as described below.

e all segments are aligned
e less than the half of the segments are still un-aligned

e half or more of segments are un-aligned

The number of the summary sentences which align to only one sentence is
990. Those aligned pairs include 672 examples in which the aligned sentence is
the same as the summary sentence.

As is found in Table 4.3, most of the sentence alignment end within the third
iteration. There are 978 summary sentences that have half or more aligned seg-
ments, beside the completely aligned 1159 sentences, which have no un-aligned

segments. As compared with these, there are only 235 summary sentences in
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which half or more segments are still un-aligned. From the results, we can con-
clude that 81% of summary sentences have half or more aligned segments.

In 2467 summary sentences, only 95 summary sentences do not have the ex-
pressions that are based on the dependency relationship in the source text. This
also supports the assumption that summary sentences are generated based on the
expressions that closely relate with the dependency structure of the source text.

In the rest of this chapter, we analyze the results of the alignments by the
two points of view. One is the expressions with the un-aligned segments, in other
words new expressions in the summary sentences, are how a human summarizer
generate such expressions. The second is how sentence combination is applied in

generating the summaries.

4.5 New Expressions in Summary Sentences

As a preparation for analyzing the un-aligned segments, we categorize the ex-
pressions by the position where the expression appears in the summary sentence.
We categorize the position into three cases: un-aligned expressions appearing at
the beginning, the middle, and the end of the summary sentence. Furthermore,
when the un-aligned segments appear in the middle of the summary sentence, the
un-aligned segments can be divided into two cases. When the expression in the
middle of the original sentence is paraphrased into another expression as in the
summary B in Figure 4.6, the un-aligned segments must appear in the middle of
the summary sentence. The other reason is concerning with the sentence com-
bination as in summary A in Figure 4.6. In this section, we discuss the former

examples, and the the latter cases are described in the next section.

4.5.1 Un-corresponding segments in the beginning of the
sentence.

In general, un-aligned segments appear when a new expression is added to the

summary sentence and when paraphrasing of the original expression is applied.

Addition of a new expression tends to appear in the beginning and the end of the

sentence.
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Original 2

Original 1
SummaryA /4

un-aligned segments

un-aligned segments

Summary B

Original 3

Original 4

Figure 4.6. Patterns of Un-aligned Segments in the Middle of the Summary

Sentence

Table 4.4. The Length of un-Aligned Segments

length of un-aligned Segs
Position 1] 2] 3] 4] 5
Beginning of Sent. | 369 | 157 | 72 | 47 50
End of Sent. 93| 75131139 33
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Table 4.4 shows the number of the substrings of the un-aligned segments in
the beginning and the end of the summary sentences. The table shows one of
the specific features that there are many un-aligned segments of length 1. Such
examples that has a single un-aligned segment at the beginning of the sentence are

shown as follows in which the bracketed segments represent un-aligned segments.

oo ooooodgo d...

([the inquiry TOP] the most difficult problem is cleared ...)

godoodm ooobooogooo ...

([Liberal Democratic Party TOP] though the agreement on the matter was reached ...)
000 ooooooooo...

([And,] Because of the doversofocation of the service ...)

The first two examples have a single un-alignment segment that is TOP in
the sentence and third example has a conjunction. Such expressions are also
known as expressions in which the state-of-the-art dependency analysis module
have difficulty in deciding the relationship with other expressions. One of the
reasons for the un-alignment of the beginning single segment must be errors in

dependency analysis.

However, the expressions that appear in the beginning of the general summary
sentences play a special role in generating summaries even if such problems of

the dependency analysis modules are eliminated from the considerations.

The following pairs of sentences show typical examples of the initial expres-
sions in the summary sentence. Each pair is aligned by our algorithm and the
sentence marked by ”s” shows the summary sentence and that of "0” shows the

corresponding sentence. The bracketed expressions show the un-aligned segments.
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(lo) 00O0D0O0OOO0OOOOOO0..
(1s) [0000 000]00000000000000..

[in the disaster] [in Hyogo Prefecture] public works spaces and employment offices are ....

(200 OOO0OO0DOOOUOOOOOOODOOOOOODODOOOO
(2s) [D0O0|)0000COOOOOOOOOOODOODOODOOOOO

[And] The construction of lasting residents is fundamentally needed.

(30) [DO0O0O0O0O0OO0OOO|DO0O0O0O0OODODOOO

[it used for 30 years] there are a conspicuous number of damages in the equipment.
(3s) [DO0DOO0O0O0ODOOO0O|ooOooOOooOoOOd

[(Especially) (Tokaido-Shinkannen TOP) ]

The pair of sentences (1o) and (1s) is an example in which the information of
the event or the location is added. Information such as location, time, and the

event is sometimes omitted from the middle of the text.

The pair of sentences (20) and (2s) is an example that the conjunction “00 0

0 ”is added to improve the coherence between the generated summary.

In the last pair (30) and (3s), both the sentences have the un-aligned segments.
Instead of the eliminating the unimportant information from the source sentence,
the summary sentences adds the information for understanding the proposition

of the summary sentence efficiently.

4.5.2 Un-correspond segments in the end of the sentence

The length of un-aligned segments at the end of the summary sentence is shown
in the second row in Table 4.4. The following pairs are the examples of such

un-aligned segments.
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(40) OOOO DOODOO
(declining) (cases TOP

(4s) ODOODOO ODOODOO
(declining) (cases TOP

00000 000
(be more than 600 cases)
00|0

(many cases exist there)

~—_ T~ —

(o) OOOD [DO0OO0 OODOO OOOOO]
(the poverty) (is inexcusable)

(5s) OOOO [DOOO0O]
(the poverty) (is exposed)

(6o) OO0 OO0 DOODOOOOOOOODODOO
(the existence) (at once) (is needed to be investigated)
(6s) OO0 OO0 ODOODODOOD (D00 000 ODO0OO0O OO0 OO0

(the existence) (at once) (is needed to be investigated) [in order to relieve the social unrest]

The pair (40) and (4s) show a paraphrasing of the original expression in a
different expression which has the same number of the segments. In this example,
the original expression “00 0 0 0 OO O O” gives the actual number of the subject
in the original sentence and it is paraphrased to the expression “0J 0”7 in the
summary sentence. The summary expression “[1[]” states that there are many
occurrence of the event that the subject of the sentence mentions.

An example of the similar paraphrasing is given in the pair of (50) and (5s).
This example shows an example where the original expression is changed into
a shorter expression. We understand that such a paraphrasing is one of the
operations to simplify the original sentence.

However, there is an example like the pair (60) and (6s), in which the length
of the summary expression is longer than that of the original. This is a special

property of the paraphrasing at the end of sentences.

4.5.3 Paraphrasing in the middle of sentence

We have already described an automated extraction of paraphrasing in Section
4.3.3. Although there are not so many examples that are extracted by the ex-

traction, those examples are regarded as reliable examples of paraphrasing. Table
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Table 4.5. Paraphrases Extracted Automatically

Group | # Examples
G1 expl Original 000 (000000000
Summary 00 [0O]000000O
*In this case, the notation was changed from by Hiragana to by Kanji.
exp2 Original 000 000 [00O]
Summary 000 OO0 [O00O]
*An example for error of using Kanji
exp3d Original 00000 000 [00O0O]
Summary 00000 000 [0DO0O0O0O]
(IF CLAUSE) (the competitions) (to be activated)
G2 expd Original 0000 [00O00O0O00O]
Summary 0000 [0000000]
(Denjiren NOM) (the reason why they discoluse TOP)
expdb Original 000000000 [D0O0 O0OO]
Summary 000000000 [D0OOO0OO)]
(such as) (is a problem)
exp6 Original 00000 [D0000 OO0O0OOOO]
Summary 0000 [0DO0O0O]

(the rate of the supporting) (reaches 67%)

4.5 shows such examples that are automatically extracted. The total number of

those is 121. They are divide into two types. One type is examples in which the

summary expression can be aligned to the original expression in one-to-one basis.

The other type is examples in which the original expression is paraphrased into

a shorter expression in the summary sentence. We label the former group as G1

and the latter group as G2 in Table 4.5. To discuss un-aligned segments in the

middle of the summary sentences, we employ such a distinction of the groups as

a tool for analysis.

Before discussing paraphrase in the middle of summary sentences, we show

another operation that simply adds segments to the summary sentence as shown
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Table 4.6. Examples of un-aligned segments in the middle of summary sentences

Pattern n=m|n>m|n<m
Examples | 210 241 42

(fo) O0O0O0O ODOODOOOODO ODOOOOO
(rs) 0O0OOODO OODO [D0O0O0OO0OO0O)0OD0O0O00 ODOOOO0O
(infection NOM) (weak) [with daily connection] (the spreading of the infection) (there is no anxiety)

(80) DOODO OO
(8s) D OO [DOOO)O0O
(moreover) [North Korea TOP] (after this)

(90) OOO OO
(9s) OO0 [DOO0)00O0
(the demands) [broadly] (to be complied)

The total number of such examples that add the new segments to the sum-
mary is 113. Both pairs (70)-(7s) and (80)-(8s) show examples where the TOP
expressions are added to the summary sentence. The pair (90)-(9s) is also an
example that gives additional information.

To discuss the remaining examples, we introduce two length m and n as
shown in Figure 4.7: n refers to length of the un-aligned segments in the sources
sentence, and m refers to that of the summary sentence. For example, when
m < 0 and n = 0 in a pair of segments, an addition of new segments is applied in
the summary sentence of the pair. Table 4.6 shows the number of the occurrence
such paraphrasing categorised in terms of n, m.

When the length of the un-aligned segments in the summary sentence is the
same as that of the original sentence, the pair of the un-aligned segments is a
paraphrase that is grouped as G1 in Table 4.5. Such paraphrases are shown in

the following examples.
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Origind [T oo oo

Summary \ --------------------------------------------

SHRHN ARNINMNAN I 0] 0] 0] 0 H SHIHIHINR AN
aligned un-aligned n=4

IR I 0] 0 ] SRt
un-aligned mM=2

Figure 4.7. The Length of Un-aligned Segments between the Corresponding Pair

(100)

(10s)

(110)
(11s)

(120)
(12s)

00000 [D00o]joOoo

(the politicians TOP) [South Korean] (the development)
00000 [0O0]00oo

(the politicians TOP) [PRONOUN] (the development)

000 [000]0000
000 [000]0000

(of a situation) [the transition] (with notice for)

000000000 [000 000|0000o oood
000000000 [D00000 0000000000 oooo
(Related with Aum) [(establishments OBJ) (at once)] (domiciliary search) (did)

The pairs of (100)-(10s) and (110)-(11s) show simple examples that are very

similar to the examples (expl),(exp2), and (exp3) in Table 4.5. The pair (120) and

(12s) shows the case where simple paraphrase occurs twice in adjacent segments.

On the other hand, the following examples show those of the group where the

original expression is changed into shorter expression in the summary sentence.

The major pattern of such examples is that only one un-aligned segment appears

between the aligned segments (101 out of 241 examples). Such paraphrases are

shown as follows:
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(130)
(13s)

(140)
(14s)

(150)
(15s)

(160)

(16s)

000000 OO0 boooooOo)oooo
OOo00OQ0D0 [DoOo)oooo
[the supporting network] — [the supporting]

00000000000 00000000D0 boboooo)ooo
000000000 [DoooOooojood

[the acts and the aggressive war and the colonial rule] — [such as the acts of aggression]

00000 D000 000 ooojoooo
00000 [D0oo0o|joooo

[those policies and the behaviour] — [those policies]

0000 0000000 0000 0oooojooo
(to apply) [(the plan) (700 cases) (over)] (the major cases TOP)
0000 00000o0oojooo

(to apply) [of the plan] (the major cases TOP)

000 [00000 000 000 ooooo)jooo
(the authorities) [(force) (use) (to warn) (in the strict watch) ](to face)
000 [00000000 Doooo)jooooog

(the authorities) [(democratisation group) (with decisive attitude)](to face)

The examples (130)-(13s), (140)-(14s), and (150)-(15s) show examples that
have the common case marker between the original segments and the paraphrased

ones. In semantic of those paraphrases, original segments are abstracted or rep-

resented by showing an example.

The example (160)-(16s) show an example in which the original verb is phrases

paraphrased into the noun phrase. Such paraphrases are characterized by the

occurrence of “A [0 B”, where “00” is a postposition and A and B are noun

phrases.

(170)-(17s) is an example of complex paraphrasing. In this case, the addition
of segment “00 00 00O O” and the elimination of segments “0O 0 00O 0O O
OO0 4007 are applied, and segment “[0 0 00 0 ” is paraphrased into segment “[]

ooor.
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There are some exceptions that the summary sentence has an expanded ex-
pression of the original one. The pair (180) and (18s) is just the opposite para-
phrase to those in Group G2 of Table 4.5. On the other hand the pairs (190)-(19s)
and (200)-(20s) may relate with the addition of segments rather than with simple
paraphrases.

(180) ODDOODDOO [DOD|]ODOOO
(for the future) [an idea] (is needed)

(18) 0O0O0OO0ODO [DO00O0 O0O0OO0)oOooO
(for the future) [(an idea) (thinking out)] (is needed)

(190) OODOOO DOOO|]O0O0O0OOOO
(of the police office) [(the head)] (was shot)

(19s) 0O0O0OOO0 DO0OO0ODOODOO0OO0OO0OO0]0O0O00O00
(of the police office) [(the head) (Kunimatu)] (was shot)

(200) OO0 [0D0O0OO0)O0DO0O0OCOOO

(schools TOP) [(at last)] (adopt an every other week holiday)
(20s) [0 ODOOO|0ODDOO0 ODODOOOOO

[(now)(at last)] (schools TOP) (adopt an every other week holiday)

4.6 Sentence Combination

4.6.1 Sentences in which Sentence Combination is applied

In Chapter 3, we found most of the sentence combination applied between ad-
jacent sentences. In order to examine that in the longer and more complex
summaries, we analyze the distribution of the positions of the pair of sentences
that sentence combination is applied. There are 1054 examples that sentence
combination is applied. Table 4.7 shows the distribution of the examples. In
Table 4.7, the distance is corresponds how far the pair of sentences that sentence
combination is applied is apart from each other. If a summary sentence comes
from an adjacent pair of sentences, the distance is 1.

As a result of Table 4.7, the most examples of sentence combination are applied

between adjacent sentences. Furthermore, we found that the number of examples
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Table 4.7. The position of sentence that Sentence Combination is applied

distance n | # examples

601
197
84
49
29
23
11
10
7

> 43
Total 1054

© 00 1 O Ot = W N =

=

\Y%
—_
)

of sentence combination decreases according as the distance between a pair of

sentence becomes apart from.

4.6.2 Types of Sentence Combination

The examples of the sentence combination are divided into examples with and
without un-aligned segments. In order to characterise the properties of the sen-
tence combination, we first investigate 169 sentences in which the sentence com-
bination is applied without un-aligned segments (Those examples are in the sen-
tences that have no un-aligned segments in Table 4.3). Those sentences contain
232 examples. From the analysis of the examples, they are further classified into
4 types of connections as shown in Table 4.8.

Type A is the combination where one sentence is connected with another
sentence to describe two or more proposition in a single sentence. Most of the
connection between the propositions have a rhetorical relationship such as back-
ground, reason and result. This shows that generating a summary is not only
an extraction of important sentences but also contains additions of the relevant
information to the extracted sentences.
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Table 4.8. Types of Sentence Combination

Type

Example

Original 1

Original 2

Summary

0oo0 0db oobbbo boouooooboog

University should adopt joint researches flexibly.

000000 000 000000 ooo oo oooooooo
Especially, the local universities must reflect what the area demands.
goo0 oo obuooboo oo boub ooog
goooobD Oobo oo obboobboooon

University should adopt joint researches and the local universities must

reflect what the area demands.

Original 1

Original 2

Summary

gooo oobuoboodb o0 oo bobooo

The negotiation in Beijing is in a last stage.

000000000 O0o00ooo0O oooog ooo oooo
gooooooobobb booooooooo

The North Korea side keeps the attitude that does not want to discuss the
political issues other than the rice aid.

0000 0000oooooooO o000 ooooooo

00000 00D D000 D0O00oooooooD oooogoag

As talking about the negotiation in Beijing, the North Korea side keeps
the attitude that does not want to discuss the political issues other than
the rice aid.

Original 1

Original 2

Summary

goobob 0bo 0o oo o obbub oo ooooobogo
The movement of establishing new political party from the Socialist
Party is confusing the political fundation of the prime minister.

000 oooooooogooo

The prime minister did not concentrate on the speech.

goobob bbo oobbo oo obbuo obbooo b oo
0000 ocoooooooooodg

The prime minister whose political fundation was being confused did

not concentrate on the speech.

Original 1

Original 2

Summary

0000000000000 ooooooooooooooooooo

The prefecture office is very busy with the constructions of lasting residences

and a few supports are provided for the people that live in the temporary houses.
oo o bbb ooooo g

Henceforth, the supports in the life side such as the aid for employment are needed.
OO0000oO0Oooooooooooooooooood

The supports for the people that live in the temporary houses is needed.
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Type B is the combination where a sentence is combined with another sentence
and plays the topic segments of the summary sentence. This combination can
be divided into two cases: the topic segments of the summary sentence is also
the topic of the original sentence or not. The following pair of sentences is an
example of the latter case, in which the bracketed expression shows the segments

that play a topic role in the summary sentence.

Original 1 O0O0O00O0OODODODOODOO OODOODOOOOO
It is the dispute-settlement system to ensure the effect of an agreement.
Original 2 0000000000 0O0OO0OOOOOOOOODOOOOOOOOO
ogooooood
The dispute-settlement mechanism can offer a mediation plan or can execute
a process to mediate the dispute.
Summary 000000000000 O0OOOOOOODOOOOOOOOOOO
0o
(The phrase ’the dispute-settlement system’ in the original sentence 1 is com-

bined as the topic of the summary sentence.)

Type C is the combination where a sentence changes its form by modifying a
segment in the other sentence in the summary sentence.

Type D is the combination where a part of sentence is used as an argument, of
the predicate of the summary sentence and the other segments of the summary
sentence come from another sentence. In Japanese, an argument of a predicate is
indicated by a postposition according to the semantic role between the argument
and the predicate.

Table 4.9 shows the numbers of examples of those types of sentence combi-
nation. The numbers of examples without un-aligned segments are shown in the
first row in Table 4.9 and those with un-aligned segments in the second. The
tendency of un-aligned segments with the sentence combination is similar to that
of the un-aligned segments appear in the beginning of the sentence.

As a result of Table 4.9, major type of sentence combination is Type A. It
shows the rhetorical relation between propositions of the pair of sentences to

combine into a summary sentence.
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Table 4.9. Occurrence of each combination Types

# un-aligned | Combination Type | Others | Total
segments Al B|C| D

0 176 | 25 | 19 | 10 2 232
rather than 0 | 319 | 46 | 56 | 11 41 473

4.7 Conclusion

In this chapter, we investigate operations in summary generation. In order to
align a summary expression with the corresponding original expression in the
source text, we introduce an automated algorithm based on the dependency struc-
ture of sentences. Our algorithm detects not only one-to-one sentence alignments,
but also one-to-many sentence alignments. We apply the algorithm to human
made summaries, and analyse the results of the alignments. As a result of the
analysis, we find most summary expressions keep their dependency relation in
the original sentences and confirm one of the operations called ”sentence combi-
nation”, in which more than one source sentence are used to generate a summary
sentence, plays an important role in summary generation. Furthermore, we char-

acterise operations and paraphrasing that cover most summary generation.

61






Chapter 5

Implementation of Sentence

Reduction

5.1 Introduction

In this chapter, we describe an experimental implementation one of the operations
in summary generation, sentence reduction. As we described in Introduction,
most of the automated summarization systems adopt the following two general

phases.

e Extraction phase: To select the significant sentences that show the main

information of the article.

e Revision phase: To revise the extracted sentences into simpler ones.

In this dissertation, we decompose the process in the revision phase into 3
operations as shown in Figure 5.1. Among them, sentence reduction, which elim-
inates unimportant segments from sentences, is the major operation for generating
more readable and simpler summaries.

The right hand side of Figure 5.1 shows an overview of knowledge acquisi-
tion for realizing such an operation from human-written summaries. For the
experimental implementation, we apply support vector machines (SVM), based
on machine learning method. The training data are extracted automatically from

the pairs of the original texts and their corresponding summaries.
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Corpus of

Human written Summaries 8 .
Human-written Summaries

S~ v
Extracted Sentences .
Automated Alignment

Revision Phase l |
|

|

|

Paraphrasin Sentence Sentence
P g Reduction Combination

Corpus for improving
Operation Modules

N

Knowledge Acquiring

Output Summary

Figure 5.1. Acquisition of Knowledge for Revising Operations

According to Chapter 4, we assume the units in the sentence to be eliminated
are bunsetu segments, which are very basic phrases used as the basic units in the
syntactic structure of Japanese sentences. In this chapter, segments are referred
to as bunsetu segments.

This chapter is organized as follows. Section 5.2 describes the target operation
that deletes segments in a sentence while keeping their main meaning. Section
5.3 describes the algorithms to build the corpus data for learning. Section 5.4
describes the experiment using support vector machines (SVM) for acquiring the

rules to realize the target operation.

5.2 Target Operation in Revision Phase

Several previous works point out that there are various operations in the revision
phase. For example, Jing and McKeown [13] introduce 6 types of operations to
revise sentences. Moreover the revision operations that humans perform in sum-
marization are very complicated. From our previous work, however, we consider
that machines are capable of emulating some of the operations on the revision

phase.
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Example 1. Source Sentence

S1: agoo goog goog gooooo
(new law) (this month) (as a planned) (be approved)
Q Sentence Reduction
Summary 000 oogd oboooDoo

Example2. Source Sentence

S1: ood ooog oooo ooooog
(new law) (this month) (as a planned) (be approved)

S2: ogoooo ogoooo oo ogoooooon
(therefore) (construction Industry) (partly) (be deregulated)

Q Sentence Combination

Summary oo dOo0o0 o0Oodooo boboooo 00 oOodgooooo

Figure 5.2. Examples of Summary Operations
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Prior to constructing the system, we have investigated the revising operation
that human performs. From the investigation, we decide to focus on the following
two operations as the most fundamental operations to revise sentences. Examples

of each summary operation is shown in Figure 5.2.

e Sentence reduction: A summarized sentence is generated from exactly one

source sentence.

e Sentence combination: A summarized sentence originates from two or more

source sentences.

According to our investigation, the operation of the sentence reduction that
makes a sentence into a simpler one is used when the summary sentence is gen-
erated with sentence combination. In this chapter, we concentrate on discussing
sentence reduction. Our implementation of the operation is to eliminate the

unimportant segments from the source sentences.

5.3 Construction of Aligned Data

Recent research on statistical natural language processing has shown that statis-
tical learning approach is useful and can be applied to various applications, such
as POS tagging, syntactic dependency analysis, etc. In the studies of automated
summarization, some works acquire summarization knowledge from human made
summaries, for example, Jing and McKeown [11] uses a statistical model to ac-
quire the rules that specify how sub-parts are removed from the original sentence.

The main obstacle of Machine Learning based summarization research is the
lack of adequate corpora today. Only a few small collections of texts whose units
have been manually annotated in terms of textual importance are available. To
circumvent this problem, some works propose an algorithm that constructs train-
ing corpora automatically [23, 10]. Their algorithm takes a set of the document
and the corresponding summary as input, and extracts the sentences that are
used to produce the summary. Such corresponding pairs of the sentences are

called aligned pairs.
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Table 5.1. Paraphrasing of the words in segments

POS

Allowed Operation

Noun

Verb
Adjective
Adverb
Conjunction
The others

Make the form shorter
Change the inflectional form
Change the inflectional form
Prohibit any paraphrase
Prohibit any paraphrase

Change the inflectional form

As shown in Figure 5.1, the automated alignment plays an important role

to acquire knowledge for sentence reduction. We apply the following alignment

algorithm to each sentence S; in the source document.

1. A sentence is extracted from the human made summary. We use the

character-based cosine distance between the pair of sentences as the de-

gree of similarity. Let the extracted sentence be the candidate ¢ for the

aligned summary sentence with S;.

2. Let the set of the commonly used segments between ¢ and S; be C'. The

paraphrase of segments is allowed if the pair of segments satisfies the as-

sumption shown in Table 5.1.

3. If the size of C' is 1 or 2, ¢ is withdrawn from the candidate. If C' does

not contain the last segment of S;, ¢ is withdrawn from the candidate.

Otherwise, the pair < S;, ¢ > is added to the set of training examples.

5.4 Machine Learning Method

Since the elimination operation that humans perform in summarization is quite

complex, it costs too much to model the operation manually. In this section, we

describe an experiment to confirm that a machine learning method is useful to

model that type of human operation.
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Segment ID: Bl B2 B4 B5

Source Sentence: gdn oo goon ggoooo
S Sent :

Hmmary Semence:  nnn 00 O 0ooooo
Target Class: Yes Yes No Yes

Figure 5.3. Examples of Aligned Pair

5.4.1 Data

In our approach, the training data are generated from human written summaries.
We have 90 newspaper articles and the corresponding summaries of these articles
that are compiled by three human subjects with the following instructions. (270

summaries in total)

e The summary should keep the overall story of the source text and the

author’s main opinion.

e [f the summarizer uses proper nouns in the summary, the form of the proper

nouns should be kept intact.

e The number of characters in a summary should be about 40% of that of

the original article.

The basic information of the summaries that we collected are shown in Table
5.2.

With the algorithm described in Section 5.3, we obtained 1057 aligned pairs.
Figure 5.3 shows an example of the aligned pairs. From the pairs, we let a machine
“learn” the rules to automatically eliminate unimportant segments. In the set of
training examples, the number of the removed segments is 2942 our of the 10856

segments in the source sentences.
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Table 5.2. Basic Information about the Summary Data

# Sentences
Summarizer A 763
Summarizer B 773
Summarizer C 931
Total 2467

5.4.2 Support Vector Machines

Machine learning is a method to acquire rules from the training data. In the
training data, each example is represented by a tuple < f,t >: f represents the
features of the example and t represents the class that the examples belong to.
When the learning is completed, the acquired rules take unknown examples as
an input and predict the class that each of the example belongs to.

Support Vector Machines (SVM) [35] are a learning system based on recent
advances in statistical learning theory. SVM delivers a state-of-the-art perfor-
mance in real-world applications such as text categorization, hand-written char-
acter recognition, image classification, and bioinformatics.

Although the aim of this chapter is not to describe Support Vector algorithms,
one thing should be noted; the learning ability of SVMs is independent of the
dimensionality of the feature space. SVM measures the complexity of hypothesis
(rules) based on the margin with which they separate the training data, not on
the number of features. This means that it can be generalized even in the presence

of very many features, if the training data is separable in the hypothesis space.

5.4.3 Features

The characteristics of the segments are arranged into a vector of features. We rep-
resent, the feature-set with a vector f as follows. The vector f is an n-dimensional

vector, in which a; stands for the i-th feature.
f <ap, g, 0p >
SVM is capable of managing high dimensional vectors. In our system, the size
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of the dimensions of the feature vector that characterizes the segments exceeds
2000. Instead of listing the entire features, we describe the following 5 bases to

be used to define the features !.

1. Semantic features
The features that characterize the meaning of the target segment are as-
signed according to the independent words in the segment. Suppose the

target segment is b;.

If the word is an inflectional word, such as a verb, the individual forms of
the word are used as the semantic feature. For example, if the segment is
“Setumei-sita” (ezplained in English), the word “Setumei” is used as the

semantic feature.

If the word is a noun, sub-category names of nouns such as person name,

place name, numerals, etc. is used as the semantic features.

2. Syntactic features
The syntactic features are characterised with the inflectional forms of a
word or the attached function words in b;. For examples, if the segment is
“Daitouryou-ga” (President :AGENT in English), the particle “ga” marks

the element as an AGENT, and we use the marker as the syntactic feature.

3. Position in the sentence
It is important to clarify in which the position b; appears in a sentence.
Since the results of dependency structure analysis of the sentence forms a
tree structure, we use the position of b; in the tree structure such as leaf,
root, to assign this type of the features. We also set a feature with which

the occurrence of some punctuation after b; is indicated.

4. Context features
As the interpretation of nouns depends on the context, it is very difficult to
represent the characteristics of the meaning of nouns in a certain context.

In the area of Information Retrieval, term frequency in the document is

!Prior to present characteristics of the target segment b; in the sentence as feature vector
f, we use the Japanese dependency structure analyzer CaboCha to determine the syntactic

structure of each source sentence in the training examples.
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sometimes used to represent the significance of the word in the context.
We use the term frequency of nouns to represent the characteristics of the

segment in the context.

5. Inter-segment relationship
A segment in the sentence has at least two directions of relationship to the
others: modifying another and being modified by another. For the former
type of relationship, what segment b; modifies is represented by the semantic
and syntactic features of the segment that is modified by b;. For the latter,

the number of segments that modify b; is used as a feature.

5.5 Results of the Experiment

Using the method introduced in Section 5.4, we apply the SVM-based learning to
acquire rules for sentence reduction. In the experiment, we use the 1057 aligned
pairs that are selected by using the algorithm described in Section 5.5.3. 10856
segments in 1057 source sentences are represented by the features vector and the

target class: if the source segment appears in the summary sentence, the target

” 7

class is “Yes.” Otherwise the target class is “No.” For example, in the training
data generated from the aligned pair in Figure 5.3, each segment is represented

by the tuple of < f,target class > as follows.

By < f1,Yes >
By < f3,Yes >
B3 < f3,No >
By :< f4,Yes >

After the SVM learning is completed, we evaluate the results. 10-fold cross-
validation is used to see the overall performance. To evaluate the degree of
correctness of the output of trained SVM, we use Reduction Ratio and Accuracy

defined as follows:
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Table 5.3. Reduction Ratio and Accuracy of the SVM Learning
Reduction Ratio | 76.5 %

Accuracy | 77.4 %

Reduction Ratio — The number of the ’yes’ predictions by SVMs

The number of segments in the test data

The number of SVMs’ predictions that agree with the class of test data
Accuracy =

The number of segments in the test data

The results of the cross-validation are shown in Table 5.3. Compared with
a simple rule that always returns class ’yes’ , which will be acquire 72.8 % in
accuracy, the result has an advantage to such a simple rule.

In order to evaluate the SVMs’ learning in more detail, we apply an objec-
tive evaluation to the generated sentences. The evaluation data is a new set of
newspaper articles, and we extract randomly 100 sentences in which sentence re-
duction is applied by the learned SVMs. Two human subjects determined if the
100 sentences are natural while the context around the evaluating sentence is not
given. As a result, 82 % of sentences were judged as natural by both subjects.

Table 5.4 shows some of the examples that both of subjects judged as natural.
In Table 5.4, segments in each Japanese sentence are separated by a space and the
bracketed segments represent the segments that the program module eliminates
for sentence reduction. From the investigation of such examples, we confirm that
the methods acquire useful rules such as to eliminate a parenthetical, sentence
initial conjunctive expressions and certain adverbial phrases, etc. Those acquired
elimination rules agree with what human frequently make in the related works.

However, there are 18 examples that one or more subjects judged as un-
natural. In 18 examples, 10 examples were judged as un-natural by both of
subjects. The examples (7) and (8) in Table 5.5 show the examples that half of
subjects judged as un-natural. The example that both of the subjects judged as
un-natural shown in examples (9) to (13) of Table 5.5. Such un-natural sentences,
especially examples (7) and (8), include the example that seems to be a natural

sentence when a context is given. This shows more sophisticated information

72



Table 5.4. Examples of Generated Summary Sentences 1

Both Subjects judged as Natural

o000 oO0ooU0ob0 Uob0 oo OO0 ODU00oU00 Doooo ooooo
00 JO0oo0o0 000 000 ODOooO00o oo oooo ooooo

But on the 30th, it became cleared that the permission [once] given has been cancelled
afterwards, with a reason: If we gave permission to one school, then we would have
a rush of orders and the lawn would be damaged.

godooUutUo oo oo 0ooobUoo bobuooUoooo obboo
[Then,] the police put these two ’hideouts’ under observation of 24 hours.

000000 OD0ODO 000 00 ODO0O0 OO0 ODo0oO0 oobooo oooo
000 oooobo goboobboo ood

[But] like a gubernatorial election in the spring at Tokyo and Osaka, the distrust of
voters against political parties are [still] firm, and the malaise for the politics doesn’t

seem to stop.

ool oo oo bbooo b oo oo booo o
0000 000 00000 O0D000o0 ooo
[On the contrary], spawns of parasites found at the ruins of Akita-jo Castle coincided

[perfectly] with the result of analysis of ruins found at Fujiwara-kyo and Heijo-kyo.

o0 obo0ob0ob boobo0oo bobo0obbOobUo Dbooobooo o
gooo

The investigation was also carried out at [the establishment of the religious group
][in Tokyo] and at the central office [in Fujinomiya city].

o000 0oOobo0bOb0o0obO0o0 o0 OO 0O ODbooobobbO o0ooooo
goooono booodo b ooo ooog
Many people may be think, ”Omu-Shinrikyo did [again]

I” but there remains a

suspicion that [somebody] have done it, to make Omu a criminal.

of context is needed even if sentence reduction is applied to the sentence. In

further work, investigations on the human-written summary corpus and inquiries

to features that represent such information are needed.

5.6 Conclusion

In this chapter we described an experimental implement of one of operations in

text summarization. The operation ”Sentence Reduction”, which we focus on,

selects adequate segments from the sentences for generating simpler sentences.
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We applied support vector machines (SVM) for acquiring the natural method
to select segments. The data for the learning is extracted from the manually
written summaries. As a result, we confirm the linguistic features have capability

to describe the knowledge to generate the simpler sentences from the original one.
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Table 5.5. Wrong Examples of Generated Summary Sentences

One Subject judged as Un-natural

ooodd bobobo b0 0obo 0ob ooboboobooob oboobooboooboooba
[From now] on they will give [advice] [about Aum], at 17 temples of Nichiren-shu in
all over the country.

gooooooo bdobb obboooob boboo 0o oooboobooo
U oo0obobo0o 0oooooob oobogboobo boooog

" it seems that public officers couldn’t get used to tastes of

[Mr. Kanahara] says ’
local [special] products, and that they ate foods made in the capital, by bringing

with them or ordering to send to them.”

Both Subjects judged as un-natural

goodo oo U oo bbb oo oo oobub oo o
Oddooob oo o bbb bbb obbuoboo Oboooo oo
0O00000D 00000 oooooo ooooo

A person of that restaurant at Akasaka, Minato-ku, where 17 chiefs from the nation
and the Metropolis should have gathered in October 1993, said ”we have only one
small room. It is [utterly] impossible that [17 persons] enter there [at once].”

(10)

00 oo ooooobb0 0o0b oobb bobbb obbb obboo oo
0000000000 ooobbooo0o ooo

Before ten in the morning, a man whose whole body,[except his face], buried in
concrete was found and rescued 28 hours after the accident.

000 000 00000 00000 ooog ogo
There is a shout of joy around us, but this is not directed to the 6 persons [we have

an eye on].

000 000 00000 00000000 OO0 00000000 oooooo
In a heap of rubble in the underground among a border of building A and B, there

was a reaction [which seemed likely of a survivor].

godo o0 oo O o0 Dooob booobob boooo
o0 oo oo oooboo oo oo oo ooood

Although [I] have recorded [in my electric schedulor] all schedules of meeting [some-
body] for past 5 years, on such and such a time, I’ve never had a meeting at night
with the Metropolis.

I6)







Chapter 6
Conclusion

In this dessertation, we investigate basic operations that humans use for summary-
generation and formulate a couple of effective methods to incorporate those op-
erations in automatic summarizations. The overview that is referred to in the
Introduction of this dissertation is reproduced in Figure 6.1 again.

In Chapter 3, we investigated relations between text structure and summa-

rization. The outcomes of the investigation motivated our research directions.

e In analysis of the coherence structure of text, even a human has difficulty in
judging the relation between sentences when the related sentences appears
far apart from each other. On the other hand, when two related sentences

are adjacent, human judgment is far more accurate.

e Human summary generation is based on the two types of operation: sen-
tence reduction and sentence combination. An existence of relationship
between a pair of adjacent sentences is a cue to determine whether the

operation of sentence combination is activated or not.

e Coherence relationships between adjacent sentences can be automatically
identified using features. We confirmed that the features characterizing such

relations can also characterize the occurrence of sentence combination.

According to these findings, relevant sentence extraction is needed in extrac-
tion phase. The features which can characterize the relations between adjacent

sentences will contribute to such extractions.

77



Input Text

Extaction Phase

Sentence Extraction

Relevant Sentence Extaction |

Operation Modules

|

Corpus of
Human-written Summaries

TS v
Automated Alignment

T

|

/ l

Paraphrasing Senten_ce Sent_enc_e i

Reduction Combination
. Corpus for improving
Revision Phase Operation Modules
Knowledge Acquisition
v
" FeedBack
Output Summary - - - - - » |Manually Error Correction

Figure 6.1. Overview of Our Project

In Chapter 4, we further investigated the operations in summary generation.
In order to align a summary expression with the corresponding original expres-
sions in source text, we introduced an automated algorithm based on the depen-
dency structure of sentences. Our algorithm detects not only one-to-one sentence
alignments, but also one-to-many sentence alignments. We applied the algorithm
to human-made summaries, and analyzed the results of the alignments. After
analyzing the results, we found that most summary expressions preserve the de-
pendency structure of the original sentences. Our observations also confirmed
that one of the operations (namely, ”sentence combination”) plays an important
role in summary generation. Furthermore, we characterize paraphrasing that
cover most of the summary generation. The alignment algorithm (Figure 6.1)
helps in building training corpora which can augment other operation modules.

Finally, in this dissertation, we examined an empirical implementation of one
of the operations: namely, sentence reduction. We applied support vector ma-
chines (SVMs) for acquiring knowledge for the operation. As shown in Figure

6.1, the training data were automatically generated from manually written sum-
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maries. The result shows that linguistic features with the help of SVMs can
capture the knowledge required for sentence reduction.

In order to improve the program module for more sophisticated summariza-
tion, we have to take into consideration more complex operations as described
in Chapter 4. Although this approach made an experiment for the simple oper-
ation that manages the elimination of segments, the corpus construction process
that shown with dotted arrows in Figure 6.1 can be extended to capture other
higher level summary operations. Since our approach inherently utilizes SVM to
capture the knowledge from training corpora for summarization, we can extend
the feature space to more fine-grained linguistic information such as rhetorical
dependency between sentence or clauses, co-reference relations among entity de-
scriptions, etc. How these combinations of the features improve the program

modules of the operations will be the major focus of further work.
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