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Abstract

Due to the chip density increasing drastically, power consumption becomes
one of the most important factors of very-large-scale integration (VLSI) design.
Furthermore, power and energy consumption of digital systems are considerably
higher in test mode than in normal mode. This extra power consumption leads
to many drawbacks, such as, decreased reliability, loss of yield, increased product
cost, difficulty in performance verification, reduced autonomy of portable systems
and so on. Hence, many techniques have investigated power minimization or
power constraints test.

This thesis proposes several schemes and approaches to reduce peak power
as well as average power at register transfer level (RT-level) and at gate level
respectively. Test application time and hardware overhead are also important
factors. In our approaches, we try to minimize one or both under the given
power constraints to make the test more efficiently.

Focused on test power reduction of non-scan built-in self-test (BIST) register
transfer level (RTL) data path, this thesis proposes three non-scan BIST schemes,
formulates three problems concerning the schemes, and introduces three power-
constrained design for testability (DFT) algorithms to resolve these problems.

In adjacent non-scan BIST scheme, some registers are enhanced to test regis-
ters so that each functional module can be tested by the test registers connected

with the module directly or only through multiplexers. Though this scheme
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achieves short test application time, hardware overhead is very high. To over-
come this problem, in the techniques of our laboratory, test pattern generators
(TPGs) and response analyzers (RAs) are placed only at primary inputs (PIs)
and primary outputs (POs) respectively, and test patterns and test responses are
transferred along paths in the data paths. We call this BIST scheme boundary
non-scan BIST scheme. We also propose a more general BIST scheme that covers
the above two schemes, adjacent non-scan BIST scheme and boundary non-scan
BIST scheme. Generally, TPGs and RAs can be placed not only at the boundary
of the data path but also inside of the data path. Any register inside the data
path can be a candidate to be augmented to a TPG or an RA. We call this BIST
scheme non-scan BIST scheme.

We formulate three problems employing the above testabilities satisfying peak
power limit to minimize test application time, hardware overhead and both re-
spectively. Three power-constrained DF'T approaches are given to solve them.
The first algorithm is about adjacent non-scan BIST scheme that is intended
for short test application time. The second algorithm uses a boundary non-scan
BIST scheme that focuses on achieving a low hardware overhead. This scheme,
therefore, is more efficient in reducing the hardware overhead than previous meth-
ods. The third algorithm is based upon a general non-scan BIST scheme that
explores possible trade-offs between hardware overhead and test application time
under power constraints, rather than consider only one such factor, as previous
published power-constrained methods do.

Focused on test power reduction of the circuits at gate level, this thesis also
proposes a low power scan test scheme and formulates a problem based on this
scheme. In this scheme the flip-—flops are grouped into N scan chains. At any
time, only one scan chain is active during scan test. Therefore, both average
power and peak power are reduced compared with conventional full scan test
methodology. To resolve this formulated problem, a tabu search—based approach
is introduced to minimize test application time. In this approach we handle the
information during deterministic test efficiently. For various benchmark circuits,
this approach drastically reduces both average power and peak power dissipation

at a little longer test application time.
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Chapter 1

Introduction

1.1. Motivation

Electronic equipment systems are almost everywhere in our life. The key compo-
nents of the systems are integrated circuits (ICs). However, with the complexity
of VLSI technology increasing drastically the challenge of design and testing elec-
tronic systems has grown rapidly over the several decades. In these days, power
consumption becomes one of the most important factors of VLSI design due to
the continuous growth in power requirements. Since high heat causes high tem-
perature, if the temperature increase is excessive, it may causes many problems,
such as decreasing the reliability of ICs, loss the yield, increasing product cost,
difficulty in performance verification, reducing autonomy of portable systems,
and so on. Many mothodologies about low power design have proposed to avoid
the extra power consumption.

To overcome the challenge of test, many DF'T methodologies, such as scan de-
sign and BIST, which can loosely be defined as changes to a given circuit design
that help decrease the overall difficulty of testing have been proposed. However,
these DFT methodologies give the opposite solutions to save power. Power and
energy consumption of digital systems are considerably higher in test mode than
in normal mode. The main reason of high power consumption is that the unrela-
tion values are applied during test which is avoided by the design. Hence, many
techniques have investigated power minimization or power constraints test.

This thesis focuses on test power reduction. It proposes power constraints



methodologies of non-scan BIST RTL data paths and full scan circuits respec-

tively shown as following order.

1.2. Thesis Organization

The thesis is organized as follows. Chapter 2 gives some basic concepts and
techniques concerning this thesis. It firstly describes two DFT methods, full scan
design and non-scan BIST. Thereafter, it gives some concepts about RTL, such
as data path, controller and RTL circuit. Previous works in our laboratory that
achieve low hardware overhead for non-scan BIST RTL data paths are described.
Finally, it shows some low power testing techniques for non-scan BIST RTL data
paths and circuits at gate level.

Chapter 3 describes three power constraints test methodologies for non-scan
BIST RTL data path. First, it presents the concept of the data path digraph.
Then, three testabilities and problems to minimize test application time, hard-
ware overhead or both under power constraints are described. After that, it shows
an example to illustrate the formulated problems. Next, it introduces three power
constained approaches to perform the test satifying the given constaints. Finally,
in order to demonstrate the effectiveness of the approaches, experimental results
for various circuits are reported.

Chapter 4 is devoted to a low power deterministic test using scan chain disable
technique. At first, it presents a low power scan test scheme. Thereafter, the test
flow is given. Then, it shows a problem based on this scheme. After that, a
flip-flops and test cubes grouping algorithm is described. Finally, experimental
results for various benchmark circuits are displayed.

Finally, Chapter 5 concludes this thesis with the outline of the main accom-

plishments and future works.

1.3. Contributions of This Thesis

This thesis turns out four basic contributions to power-constrained test techniques
for VLSI circuits.



First, this thesis proposes three schemes for RTL data paths, called adjacent
non-scan BIST scheme, boundary non-scan BIST scheme, and (general) non-
scan BIST scheme. Each of them has advantages itself. Adjacent non-scan
BIST scheme is intended for short test application time; boundary non-scan BIST
scheme is aimed to low hardware overhead; non-scan BIST scheme is proposed

to explore trade-offs between hardware overhead and test application time.

Second, this thesis formulates three problems, and introduces three power con-
straints approaches to resolve them. The first algorithm that is for adjacent non-
scan BIST scheme achieves short test application time. The second algorithm fo-
cuses on achieving a low hardware overhead based on a boundary non-scan BIST
scheme. The third algorithm is based upon a general non-scan BIST scheme that
explores possible trade-offs between hardware overhead and test application time

under power constraints, rather than consider only one such factor.

Third, this thesis presents a low power scheme at gate levle. In this schame,
at any time only one scan chain is active among N scan chains during scan test.
Hence, both average power and peak power are reduced significantly compared
with those of conventional full scan test methodology.

Fouth, this thesis also formulates a problem based on the low power scheme,
proposes a flip-flops and test cubes grouping algorithm that targets a short test

application time.



Chapter 2

Low Power Testing

This chapter describes some basic concepts and previous works concerning this

thesis.

2.1. Introduction

A digital circuit is faulty, if after exercising a sequence of test patterns the re-
sponses are different with the correct (expected) one. With the complexity of
VLSI increasing, the difficulty of testing is increasing. There are many DFT
methodologies that have been proposed to decrease the overall difficulty of testing.
This chapter will introduce two DF'T methodologies. To evaluate the quality of a
methodology, there are five main test parameters. They are fault coverage (fault
efficiency), test application time, hardware overhead, test power, performance
degradation. We utilize these test parameters to assess the methods throughout
this thesis.

2.2. DFT Techniques

There are many kinds of DFT techniques. In this thesis, we only describe the

techniques used or concerned with this thesis.



2.2.1 Full Scan Test

The main idea in full scan design is to achieve full controllability and observability
for flip-flops by adding some logic, such as wires and multiplexers (MUXes),
between them, and a test mode to the circuit, such that when the circuit is in
this mode flip-flops functionally form one or more scan chains. Using the test
mode, all flip-flops can be set to any desired values by shifting those logic values
into the scan chain. Similarly, the values of flip-flops are observed by shifting the
contents of the scan chain out. Thus, the inputs and outputs of these scan chains
are made into POs and Pls respectively. To distinguish with the PIs and POs in
the circuits, they are called as pseudo-primary inputs (PPIs) and pseudo-primary
outputs (PPOs) respectively. All flip-flops can be set or observed in a time that
equals the number of flip-flops in the longest scan chain. In Chapter 4, we will
compare the proposed method to the case that only forms one single scan chain.
In this case, the test application time is a function of the number of flip-flops;

the more flip-flips in the circuit, the longer the testing time will be.

2.2.2 Non-Scan BIST

Since automatic test equipment (ATE) is extremely expensive and its cost is
expected to grow in the future as the number of chip pins and chip’s frequency
increasing, BIST has been one of the most important DF'T methods, where parts
of the circuit are used to test the circuit itself by employing on chip TPG and
RA. TPG can be one of the follows, linear feedback shift register (LFSR), Built-In
Logic-Block Observations (BILBOs) [1], or concurrent BILBOs (CBILBOs) [2].
And, an RA usually uses multiple-input signature registers (MISRs), BILBOs or
CBILBOs. When the circuit is in the test mode, TPG generates test patterns
to the circuit under test (CUT) to differentiate the faulty and fault-free circuits,
and an RA evaluates the responses of the CUT.

According to the manner of applying test patterns, BIST methods can be
classified into scan BIST and non-scan BIST. This thesis focuses on non-scan
BIST methodologies where test patterns are applied to the CUT every clock
cycles.

In non-scan BIST methodologies, the functional registers are enhanced to test



regisiters, such as LFSRs, BILBOs, CBILBOs and MISRs, which generate test
patterns and/or analyze test responses in test mode. The test patterns and test

responses are propagated along the functional paths of the circuit.

2.3. Test Methodologies on Non-Scan BIST RTL

Circuits

2.3.1 RTL Circuits

Digital systems are designed using a modular approach to overcome the difficul-
ties, such as that of specification the state table. The modules are constructed
as registers, multiplexers, functional modules, and control logic. A data path
[3] consists of hardware elements and lines. Hardware elements, in this context,
include PIs, POs, registers (Rs), MUXes, and functional modules (Ms) that have
any number of input ports and one output port. Since the multiplexing function
can be embedded within an M, we will use the term M in this wider sense of
its capability (including multiplexing). Input patterns enter the circuit through
the Pls, and exit through the POs. Input values enter into a hardware element
through its input ports, and exit through its output port. For any given data
path, we assume that every non-constant input port of any M has at least one
path from some PI, and every output port of any M has at least one path to
some PO. Data flow transfers inside of data path under the control of control
logic. A data path and a controller (control logic) compose a RTL circuit shown
in Fig. 2.1.

2.3.2 Test Methodologies on Non-Scan BIST RTL Cir-

cuits

Non-scan BIST is a promising approach that can realize at-speed testing with a
short application time. The techniques in [4]-[8] enhance some registers to test
registers such as BILBOs or CBILBOs so that each module can be tested by test
registers connected with the module directly or only through multiplexers.

However, in these techniques, in order that all the modules can be tested
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Figure 2.1. An RTL circuit.

directly or only through MUX(es) connected test registers, too many registers
are modified to test registers, and hence, hardware overhead is very high. More-
over, the excessive power dissipation during these BIST schemes constitutes a

considerable problem in some applications.

2.3.3 The Methodologies in Our Laboratory

To reduce hardware overhead, Masuzawa et al. [3] propose a BIST scheme for
RTL data paths. In this scheme, TPGs and RAs are placed only at PIs and POs
respectively, and test patterns and test responses are transferred along paths in
the data paths. [3] also proposes single-control testability for RTL data paths
and presents a DF'T method based on this testability. To realize the testability,
the DFT elements are test MUXes (T_MUXes) and thru functions [9], shown in
Fig. 2.2, which propagate a logic value from an input to the output of a functional
module without any change. The single-control testability guarantees that, for
each combinational module, test patterns generated by TPGs can be fed into the
module at consecutive system clocks and its test responses can be consecutively
propagated to an RA. Thus, the single-control testability guarantees high fault

coverage. However, this BIST method suffers from a long test application time
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Figure 2.2. Realizations of a thru function [9].

because in this method only a single module is tested at a time.

The approaches in [10, 11] improve the method in [3] by introducing concur-
rent testing, exploiting time division between existing TPGs, so that two different
input ports of a module can share the same TPG. However, these previous works
did not consider the problem of power dissipation during test. More specifically,
when these methods try to excite a single module under test (MUT), and observe
its test response, multiple modules and registers, that are not adjacent to the
data path of the MUT, also dissipate power. As a result, the accumulated power
dissipation is quite high. For some applications, this high power dissipation is
unacceptable. Furthermore, hardware overheads in these methods are way too
high. As we show in Chapter 3, lower hardware overheads are achievable, while

still limiting the power dissipation during test.

2.4. Low Power Techniques

Power and energy consumption of digital systems are considerably higher in test
mode than in normal mode [12]. Hence, numerous techniques have proposeed
to reduce power during test. The following subsections show the formula of the
power dissipation in CMOS circuits and some lowe power techniques concerning

our methods.



2.4.1 Power Dissipation in CMOS Digital Circuits

The power dissipation of a CMOS circuit is given by the following equation [13].
Prireuit=0.5x (V% 1 /Toyc) ZforallgatesG N¢ % Cioaq, where, Vpp is the supply volt-
age, Toye is the global clock period, Ng is the total number of gate output
transitions (0 — 1 and 1 — 0), Cjpeq is the load capacitance.

2.4.2 Techniques at Gate Level

Test power dissipation depends directly on the global clock frequency and switch-
ing transitions of the CUT. Therefore, decreasing both the clock frequency and
the switching activity can reduce test power. The method [14] reduces average
power in sequential circuits by decreasing the test clock frequency. The main
disadvantages of this method are that the test application time increases as the
clock frequency decreases and the peak power cannot be reduced.

The main direction to reduce power is to reduce the switching activity in the
circuit. Various techniques have been proposed to reduce switching activity dur-
ing test. The methodologies in [15]-[18] employ test vector or scan cell reordering
technique where test vectors in a test set or scan cells for a test set are reordered
for minimal power consumption. The basic idea of these techniques is to find
a new order of the test set such that the correlation between consecutive test
patterns is increased. The methodologies in [19],[20] also explore the correlation
between consecutive test patterns by filling each don’t care bit in the test cubes
with appropriate value 0 or 1.

There are some methods [21]-[27] that reduce power consumption by using
scan chain disabling techniques. Whetsel [21] and Saxena et al. [22] proposed two
schemes that divide scan chain into multiple sub-scan chains, and at any time only
one sub-scan chain is activated during scan shifting to reduce power consumption.
The power during scan shifting is reduced to 1/N, where N is the number of sub-
scan chains. However, these methods did not consider peak power dissipation.
During capture cycle, all the sub-scan chains are active. Therefore, the peak
power dissipation may be very high. The scheme in [23] employs two different
clocks that work at half of the initial frequency such that these two scan chains are

operated at different clock cycle during scan shifting. Though this methodology



reduces average power efficiently, it suffers the same disadvantage with those in
[21],[22]. Bhattacharya et al. [24] proposed a double-tree scan architecture where
the scan flip-flops are organized as two complete k-level binary trees whose leaf
nodes are merged pair-wise. In this scheme, during scan shifting only the scan flip-
flops in a scan path are active. The average power is reduced significantly. But
the power dissipation during capture cycle cannot be reduced. In [25], scan chains
are grouped into two sets while the given test set T is divided into two subsets.
For one test subset except for the test group boundaries, only one-group scan
chains are active. Hence, this method can reduce power consumption. However,
this method did not consider peak power dissipation. [26] extended the scheme
in [25] by exploring a more general architecture. In this method, the test vectors
are partitioned into some groups. For each group, while test vectors in the group
are applied, a subset of the scan chains are disabled using a programmable scan
chain disabling mechanism. This method is effective to reduce average power
dissipation. However, to preserve the fault coverage some test vectors may be
applied while all the scan chains are active. Therefore, the peak power reduction
may not be guaranteed. To reduce peak power dissipation, Basturkmen et al.
[27] proposed a low-power pseudo-random BIST methodology for scan circuits.
In this method, the scan chains are partitioned into N groups. At any time, only
the scan chains in a group are active throughout scan cycles and capture cycle.
Therefore, both average and peak power dissipation are reduced. However, this
method, which suffers from a very long test application time, is not efficient for
deterministic test.

2.4.3 Techniques about Non-Scan BIST RTL Data Paths

Nicolici et al. [7, 8] propose a test synthesis and scheduling algorithm under power
constraints for BISTed RTL data paths. Here, test synthesis is the process of
allocating test hardware to each module. They define necessary power dissipation
as the power dissipated in tested modules and test registers for them, and useless
power dissipation as the power dissipated in untested modules and registers which
are not used as test registers. Their approach saves power dissipation during
applying tests and shifting out of test responses by considering both necessary

and useless power dissipation. However, the main objective of this approach is to

10



eliminate useless power dissipation. It may be inefficient to reduce test application
time and hardware overhead. In practice, modules also can share TPGs, i.e., it
is possible to test different type modules concurrently. Therefore, we can explore

more efficient test synthesis and scheduling algorithm to resolve these problems.

11



Chapter 3

On Non-scan BIST Schemes
under Power Constraints for RTL
Data paths

3.1. Introduction

We call the scheme in [4]-[8] where some registers are enhanced to test registers
so that each module can be tested by test registers connected with the module
directly or only through multiplexers as adjacent non-scan BIST scheme.

[3] also gives a scheme, where TPGs and RAs are placed only at PIs and POs
respectively, and test patterns and test responses are transferred along paths in
the data paths. We call this BIST scheme boundary non-scan BIST scheme.

In this chapter [28]-[30], we propose a more general BIST scheme that covers
the above two schemes, adjacent non-scan BIST scheme and boundary non-scan
BIST scheme. Generally, TPGs and RAs can be placed not only at the boundary
of the data path but also inside of the data path. Any register inside the data
path can be a candidate to be augmented to a TPG or an RA. We call this BIST
scheme non-scan BIST scheme. A new design for testability and test scheduling
algorithm under power constraints need to be investigated.

In this chapter, we also introduce three power-constrained DF'T algorithms.
The first is for adjacent non-scan BIST scheme intend for short test application

time (referred to in the chapter as "problem 1”). The second algorithm uses
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a boundary non-scan BIST scheme that focuses on achieving a low hardware
overhead (referred to in the chapter as "problem 2”). This scheme, therefore,
is more efficient in reducing the hardware overhead than previously described
methods. The third algorithm is based upon a general non-scan BIST scheme that
explores possible trade-offs between hardware overhead and test application time
under power constraints (referred to in this chapter as ”problem 3”), rather than
consider only one such factor, as previous published power-constrained methods
do.

This chapter is organized as follows. Section 2 introduces the concept of the
data path digraph. Section 3 defines the testabilities concerning the schemes, and
outlines the problems to be solved. Section 4 shows an example to illustrate the
formulated problems. Section 5 addresses the power constraints for problem 1
and shows algorithms for performing the test while meeting the given constraints.
Sections 6 and 7 addresses the same issues for problems 2 and 3 respectively. Sec-
tion 8 reports on some experimental results using our proposed schemes. Section

9 concludes with a brief summary.

3.2. The Data Path Digraph

Similar to the definition in [3], we define a data path digraph G = (V, A) as

follows.
o IV = VH U V}N U VOUT, where

— Vg is the set of nodes that correspond to all hardware elements in the
data path. Let Vg = Vi U VR U Vorm, where, Vs, Vg and Vory are
the set of nodes which represent modules, registers and other hardware

elements respectively.

— Vi is the set of nodes which correspond to all input ports in the data

path, and

— Vour is the set of nodes which correspond to all output ports in the
data path.

o A= A1 UAQUAg, where
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Figure 3.1. A data path and its associated digraph.

— A1={(z,y) € Vour x Viny | output port = is connected to input port
y by a line } |

— Ay={(y,u) € Viy x Vg | y is an input port of v } , and

— As={(u,z) € Vg x Vopr | = is an output port of u } .

Note that in a digraph, each PI or PO corresponds to a pair of nodes, and
not to a single node. For example, Fig.3.1 shows a data path fragment with its
associated digraph.

An input port i; € Vi is an input port of a node up € Vi, such that they
are connected together by an arc in A;. We denote the arc outgoing from node

upr by epr; and the head node of an arc e by h.. The sequential depth of a path

is the number of register elements along the path.

3.3. Problem Formulation

3.3.1 Definitions

We define the following three concepts of testability concerning the BIST schemes.

Definition 1 A data path is adjacent non-scan BIST-able if each module M in
the data path can be tested as follows.
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There exists a TPG for each input port of M, and an RA for the output port
of M such that

(I-i). Each port of M is connected with the corresponding TPG or RA directly
or only through multiplexers.

(I-ii). Test patterns generated by the TPGs and test responses of M can
be propagated to the corresponding input ports and RA concurrently without

conflict of control signals.. |

In this definition, the control signals include select signals for multiplexers,
mode signals for BILBOs and CBILBOs, and hold inputs for registers, .

Definition 2 A data path is boundary non-scan BIST-able if each module M in
the data path can be tested as follows.

There exists a TPG for each input port of M, and an RA for the output port
of M such that

(II-i). TPGs and RAs are placed only at PIs and POs respectively.

(II-ii). There are paths that propagate test patterns generated by the TPGs
to the input ports of M, and test responses of M to the corresponding input ports
of the RA, concurrently, without any conflict of control signals.

(I1-iii). For any two input ports of any M, test patterns can either be propa-
gated to these from two different TPGs, or from the same TPG, provided it has
different sequential depths leading to these two ports.

|

Notice that we allow test patterns to be propagated through a module M
using its thru input function, if such a function exists. Thus, a module with a
thru input can be operated in a transparent mode to pass test patterns generated
upstream to other components downstream.

In Definition 2, the control signals include select signals for MUXes; hold

inputs for registers, and thru inputs for functional modules.

Definition 3 A data path is non-scan BIST-able if each module M in the data
path can be tested as follows.

There exists a TPG for each input port of M, and an RA for the output port
of M, such that properties (III-i), (II-ii), and (II-iii) in Definition 2&3 hold.
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Figure 3.2. A module with a type 3 path.

(ITI-i). TPGs and RAs can be placed at PIs and POs respectively, and any
register inside the data path can be a candidate for augmentation into a TPG or
an RA. [ ]

In boundary non-scan BIST, and non-scan BIST schemes, we categorize the
different types of control paths that propagate test patterns from TPGs to the
inputs of a module under test. We distinguish, therefore, between the following

cases:

Type 1: A control pattern can be chosen such that no two input ports of M
share a TPG.

Type 2: Some input ports share a TPG with paths of different sequential depths.

Type 3: Some input ports share a TPG, and the control path for one of its input
ports passes through another input and output ports of this same module
(See Fig. 3.2).

An observation path propagates test responses from the output port of a
module to an RA. In the sequel, we will refer to both control paths and observation
paths simply as test paths.

In the above three BIST schemes, two or more modules can be tested concur-
rently if test patterns generated by the TPGs and test responses of the modules
are propagated into the corresponding input ports and RAs concurrently without
conflict of control signals and any two modules do not share the same register or

primary output as their RAs.
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3.3.2 Problem Description

We formulate the following three problems. Let fz(HOH,TAT) be a hardware-
intensive cost function, such that fg(hi,t1) < fu(ha,ts) if hy < he or (hy = hy
and ¢, < t3). Similarly, let f(HOH,TAT) be a time-intensive cost function, such
that fr(hy,t1) < fr(hs,ta) if t; <ty or (t; =ty and hy < hy). The "hardware”
argument reflects hardware overhead (HOH), and the ”"time” argument of the

function reflects test application time (TAT).

Problem 1 Minimize the test application time of a given data path an adjacent
non-scan BIST, and atest scheduling algorithm, under a given power constraint.
Stating it more formally,

Given:
e Input: a data path and peak power dissipation limit P,,,,.
Task:

e Output: an adjacent non-scan BIST-able data path, a test schedule that

satistys Pqz, and that achieves the

e Objective: minimization of f7(HOH,TAT ), i.e. minimize test application

time. ]

In adjacent non-scan BIST scheme, for each module, only registers adjacent
to the module can be augmented to TPGs and RAs. BILBO and CBILBO are
candidate register architectures to TPGs and RAs. If necessary, hold functions

are added for registers.

Problem 2 Minimize the hardware overhead of a given data path under a bound-
ary non-scan BIST, and a test scheduling algorithm, subject to a given power
constraint. Stating it more formally,

Given:
e Input: a data path and peak power dissipation limit P,,,,.

Task:
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e Output: a boundary non-scan BIST-able data path, a test schedule that

satisfies P,,,., and that achieves the

e Objective: minimization of fi(HOH,TAT ), i.e. minimize hardware over-
head. [ ]

In order to achieve this task we are allowed to add DFT elements, such as
LFSRs, MISRs, T_-MUXes, hold functions for registers, and thru-functions for

functional modules.

Problem 3 Given a design parameter «, design a non-scan BIST-able data path,
and a test scheduling algorithm, under a given power constraint. More formally,

Given:

e Input: a data path, co-optimization ratio o (0 < v < 1), and a peak power

dissipation limit P, ..
Task:

e Output: a non-scan BIST-able data path, a test-schedule satisfies P4z,

and that achieves the

e Objective: minimization of

a-HOH+k(1 — o)-TAT! . u

In order to achieve this task, we are allowed to add DFT elements, such as
BILBOs, CBILBOs, LFSRs, MISRs, T_-MUXes, hold functions for registers, and
thru-functions for functional modules.

We can see that Problems 1 and 2 are special cases of Problem 3. The hard-
ware overhead, power dissipation for a module and test application time for this

case is between the above two cases.

! k is a unit conversion constant with value |k|=1.
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3.4. An Examples of the Formulated Problems

In this section we will present an example to illustrate the formulated problems.
The following example shows trade-offs between test application time and hard-
ware overhead among these three BIST schemes.

For example, we consider three BIST schemes for a benchmark circuit, Paulin.
Here, we consider testing four functional modules Add.1, Mult.1, Mult.2 and
Sub.1. The peak power constraint is assumed to be P,,,,=100P,.

There are some assumptions about test application time and test power. We
first treat modules of type 1 test paths. Let T); be the test application time
for a MUX, Ty,= T,, where T, is an integer unit. We assume that the test ap-
plication time of an adder (77.), subtractor (7"), multiplier (7.), constant-input
multiplier (7% ), AND gate (Ty), and OR gate (7}) are T, =1_=5T,, T.=201,,
T.=3T, and Ty=T,=4T,, respectively. The test application time of a module
with test path of either type 2, or type 3, are assumed to be T}y peo=1.5T}ype1, and
Tiypes=2Type1, respectively. Let P, be a standard unit of power. Using the tech-
nique in [37], we further assume that the power dissipations for MUX (Py), AND
gate (Pg), OR gate (P)), register (Pgey), adder (P,), subtractor (P-), multiplier
(P,), constant-input multiplier (P.), BILBO (Pg/1), and CBILBO (PcpL), are
Py=Py=P=P,, Prey=P,=P_=5P,, P,=20P,, Pu=Ppr,=Pcpr;,=10P,, respec-
tively.

If we resolve this example using adjacent non-scan BIST scheme the registers
R4, R5, R6 and R7 can be enhanced to BILBOs and R1, R2 can be enhanced
to CBILBOs (Fig. 3.3). CBILBO1 and BILBO5 can generate test patterns for
Add.1 and CBILBO1 analyses its test response. The test registers of modules
Mult.1, Mult.2 and Sub.1 are BILBO5, BILBO4, BILBOG6, BILBO5, CBILBO2,
BILBO7 and BILBO7, CBILBO2 respectively. The power dissipation is equal
to 66, and 86P, for Add.1, Sub.1 and Mult.1, Mult.2 separately. Therefore,
we can schedule the test under given peak power constraint by two test sessions
Add.1, Sub.1, Mult.1, Mult.2. The test length is equal to 25T7,.

If we use boundary non-scan BIST scheme, it only needs to add three thru-
functions (Fig. 3.4). Module Add.1 can be test by test registers TPG1 and RA1
and choosing type 3 path. Module Sub.1 can be test by test registers TPG2
and RA2 and choosing type 3 path through the right port of Mult.1. Modules
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Figure 3.3. Data path example for adjacent non-scan BIST scheme.
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Figure 3.4. Data path example for boundary non-scan BIST scheme.
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Figure 3.5. Data path example for non-scan BIST scheme.

Mult.1 can be test by test registers TPG1 and RA1 and choosing type 3 path.
And module Mult.2 use TPG1, TPG2 and RA2 to test. The power dissipation
is equal to 30P,, 80P,, 99P, and 98P, for Add.l1, Sub.1, Mult.1 and Mult.2
respectively. Therefore, the test schedule under given peak power constraint is
Add.1, Sub.1, Mult.1, Mult.2. The test length equals to 807,.

However, if we use non-scan BIST scheme, we enhance registers R2, R6 and
R7 to BILBOs (Fig. 3.5). The module Add.1 can be test by test registers TPG1
and RA1 and choosing type 3 path while the module Sub.1 can be test by test
registers BILBO6 and RA2 and choosing type 3 path. The test registers of module
Mult.1 and Mult.2 are TPG1, TPG2, BILBO6 and TPG1, BILBO2, BILBO7
respectively. The power dissipation is equal to 100P, and 99P, for Add.1, Sub.1
and Mult.1, Mult.2 separately. By considering power dissipation the test schedule
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Table 3.1. Comparison among the three schemes for Paulin under the given power

constraint.

A-NS-BIST | NS-BIST | B-NS-BIST

TAT(T,) 25 30 80
HOH 4992 1920 384

is Add.1, Sub.1, Mult.1, Mult.2. The test length is equal to 307,.

Table 3.1 summarizes the results of the three schemes for Paulin with 32-bit
widths. Row 3 shows the transistor equivalent as synthesized and reported by the
Synopsys Design Compiler for the DFTed hardware. The table shows the trade-
offs between test application time and hardware overhead among these three
BIST schemes. Here, the result for non-scan BIST scheme is the one possible
solution among the co-optimization ratio a. Designer can select better solution
using non-scan BIST scheme according to his preference.

It notes that the last two BIST schemes also can test multiplexers which
cannot be completely tested using the first BIST scheme. It makes them have
more potential to get higher fault coverage. To simplify and achieve comparability

we only give an example by test the function modules of the data path.

3.5. Power Constrained DFT Algorithm for Prob-

lem 1

This section proposes a power constrained test synthesis and scheduling algorithm

for RTL data paths of adjacent non-scan BIST scheme.

3.5.1 Overview of the Algorithm

This subsection gives an overview of the algorithm. More details of this algorithm
are showed in the following subsections.
This algorithm consists of the two stages, test synthesis and test scheduling.

In the test synthesis, we allocate test registers for all modules as TPGs or RAs.
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Similarly to that given in [31], we define test incompatibility for adjacent

non-scan BIST scheme as follows.

Definition 4 Two modules are incompatible for adjacent non-scan BIST scheme,
i.e. they cannot be tested simultaneously, if they have one of the following con-
ditions.

i. One module uses a register as an LFSR while the other module uses the
same register as an MISR.

ii. Both modules use the same register as an MISR. ]
The algorithm repeats the following stages until all modules are scheduled.

Phase 1. Test synthesis. In this stage, we try to allocate test registers for all
modules to lower area overhead and increase test compatibility to achieve
shorter test application time.

1. Allocate tentative TPGs for all unscheduled modules.
2. Allocate tentative RA for each unscheduled module if possible.

Phase 2. Test scheduling. In this stage, we schedule one test session by follow-
ing steps.

1. Get the test incompatibility graph

2. Schedule a test session by using test incompatible graph
3. Refine the result

4. Update the data path.

3.5.2 Allocate Tentative TPGs for All Unscheduled Mod-

ules

To reduce hardware overhead and increase test compatibility between modules,
we try to minimize the number of test registers assigned as TPGs. Let RSET}
be a set of input ports of modules with which a register R; is connected directly
or only through multiplexer(s). This minimization problem is equivalent to the

minimum set cover problem to find the minimum set R of registers such that
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U RjcR RSET; covers all the unscheduled modules. However, this problem is NP-
complete, therefore, we propose a heuristic algorithm.

First, we select some mandatory registers as follows. If an input port of a
unscheduled module in connected with only one register, we select the register.
Then, we select registers one by one from the reigeter R; whose RSET; includes
the most uncovered input ports. To lower hardware overhead, it is necessary to
reuse the registers which have been test registers in previous test sessions. We
select the register which is modified to test register rather than other registers
when all of them connect the most undecided input ports directly or only through

multiplexer(s).

3.5.3 Allocate Tentative RA for Each Unscheduled Mod-

ule

In this step, we try to allocate as many RAs as possible for modules under the
condition that the modules can be tested in one test session.?One module needs
only one register as an RA, and one register can be an RA for one module. We
reduce this problem into the following the maximum weighted matching problem.

The Hungarian algorithm [32] is used to resolve this problem. The input to
the algorithm is a weighted bipartite graph described below. Let G=(V, E) be
the complete bipartite graph with vertex set V=M U R, where M={M, M, ...,
M,} is the set of modules and R={Ry, Ry, ..., R;} is the set of registers which

can be modified as RAs for modules. A weight function is defined as follows.

w(i,j)=I[-R(j), if there is a direct connection or a connection only through mul-
tiplexer(s) from M; to R;.

=-1, otherwise.

Where R(j) is the number of unscheduled modules that R; is TPG for; [ is a
large enough natural number so that [ is great than all R(j).

If there is a direct connection or a connection only through multiplexer(s)
from M; to R;, R(j) also implies the number of incompatible modules with M.
Thus the maximal weighted matching means the minimum incompatibility. In
another word, the aim of this step is to enhance test compatibility to achieve

shorter test application time.
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3.5.4 Get the Test Incompatibility Graph

We get the incompatibility graph from the results of the last step, where node set
consists of the unscheduled modules and edges exists only between incompatible

modules.

3.5.5 Schedule a Test Session Using Test Incompatible
Graph

Before presenting this step a concept is necessary to definite. For modules can
share TPGs, the power dissipation in LE'SRs need not be counted for all modules

under test.

Definition 5 FEssential power dissipation for adjacent non-scan BIST scheme:
only the power dissipated in the tested module and its MISR are essential power

dissipation for adjacent non-scan BIST scheme. ]

In this step, we shall select a set of modules that are tested in one test session
under power constraint. We extend the scheduling algorithm [33] that obtains
a test scheduling under power constraint from a given incompatibility graph.
The approach in [33] schedules modules based on necessary power dissipation.
We extend it to consider useless power dissipation as well as essential power

dissipation.

3.5.6 Refine the Result

Now, we have obtained a set of modules scheduled in one test session, where
TPGs and an RA are assigned to each module in the session. We refine the
assignment keeping compatibility of the modules in the test session. An example
is given to illustrate how to refine the assignment. We consider Fig. 3.6 as an
example, where R2 is assigned to an input of M1 as a TPG. If R2 has not been
modified as a TPG but R4 has been modified, we can reduce hardware overhead
by reassign R4 to the input port in of M. We repeat such refinement until we fail
to reduce hardware overhead and useless dissipation. Finally, if the peak power
dissipation is decreased, we try to add module(s) in the test session using left

edge algorithm under peak power constraint.
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Figure 3.6. Reassign test registers.

We do the following sub steps keeping compatibility of the modules in the test
session. First, if possible, we change another register as an RA for each module in
the test session one by one. If the change makes to decrease hardware overhead
or useless power dissipation then accept, else reject. Then, being similar as last
sub step, if possible, we change another register as TPG for the input ports which
can share a register as TPG until all input ports of modules in the test session
are considered. If the change makes to decrease hardware overhead or useless
power dissipation then accept, else reject. Finally, if the peak power dissipation
is decreased, we try to add module(s) in the test session using left edge algorithm

under peak power constraint.

3.5.7 Update the Data Path

In this step, we denote the selected modules by ”scheduled” and enhance each
register which is used in the test session as test register to a BILBO or a CBILBO.

3.6. Power Constrained DFT Algorithm for Prob-

lem 2

3.6.1 Algorithm Description

This algorithm consists of the following three phases.
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Phase 1. Convert the given data path to a boundary non-scan BIST-able one

utilizing the following steps:

1. Eliminate critical arcs for modules.

2. Add thru-functions for functional modules whenever necessary.

Phase 2. Determine the test paths for each module. If the power constraint
is violated, consider adding minimum number of T_MUXes to bypass some
paths to reduce power. Determine the test paths again until the modules

can be tested one by one, while satisfying the power constraint.

Phase 3. Schedule the test.

3.6.2 Critical Arc Elimination

Definition 6 For a data path digraph G and an arc e, let G, be a digraph
obtained from G by deleting e. An arc e is critical for a node u,, € V), if one of
the following three cases holds (for the sake of simplicity we state the conditions

for modules with two ports only):

Case 1: None of the input ports of u,, is reachable from any PI in GG, and the

sequential depth of any path from h, to the two ports is identical.

Case 2: None of the input ports of uj, is reachable from any PI in G,; the
sequential depths of any path from A, to the two ports are different, and

no PO is reachable from uj; in G,.

Case 3: Let uyy,, up, and uyyg,, be members of Vy,, and let e, and ey, be the
outgoing arcs from nodes wuy;, and uyy, respectively. Arcs ey, and ey, are
critical for up, it no PO is reachable from upy in G, or Ge,, , and input

for j=1,2, respectively.

port i; of uy, is unreachable from any PI in G, ,
J

If e is a critical arc of u,s, we say uy, is dominated by e. [ ]

The hardware area of a T_MUX is usually higher than that of a module-
embedded thru-function. There are, however, instances where only T_MUZXes

can be used to establish the desired testability. These instances occur when there
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is a need to eliminate critical arcs. We, therefore, consider adding a minimum

number of T_MUXes into the data path only when it is necessary.

Theorem 1 If all modules have thru-functions for their input ports, a data path
is boundary non-scan BIST-able if and only if (iff) there does not exist a critical

arc in its associated digraph. [ ]

If more than one module are dominated by a critical arc, the order by which we
handle these modules plays a key role in reducing the overall hardware overhead.
To determine this order, we introduce notions that reflect the relationship between
two dominated modules, called a down-stream module (DSM), and an up-stream
module (USM).

For a dominated node uy; € V) of a data path digraph G, let E(uys) be the

set of critical arcs of uyy;.

Definition 7 For two dominated nodes u,, and u'y,, we say that u,, is the up-
stream module, iff uy is a predecessor of vy, in the digraph G', where G'.V = G.V,
G'A = G.A — E(upy) — E(u},), or conversely, we say that u), is the down-
stream module (DSM) iff u), is a successor of uy, in the digraph G', provided the
dominating critical arc does not meet the condition stated in case 1 of definition
3. ]

From the above definition, the following theorem follows.

Theorem 2 If M is the USM of M’, the critical arcs of both M and M'can be
eliminated by introducing a T_MUX to add a path from one PI to some other
input port of M. Similarly, if M" is a DSM of M, the critical arcs of both M and
M’ can be eliminated by introducing a T_MUX to add a path from the output
port of M’ to some PO. |

Fig. 3.7 illustrates how to eliminate a critical arc. From Definition 3, and
the original data path digraph (Fig. 3.7(a)), we find that both modules, M, and
M3, have one critical arc e in Fig. 3.7(a). M, is the predecessor of M3, in other
words, My is the USM of Mj3. Therefore, according to Theorem 2, addition of a
T_MUX (M,, in Fig. 3.7(b)) to establish a path from PI; to one input port of
M, eliminates the critical arc e for both modules. The data path digraph after
adding the T_-MUX for e is shown in Fig. 3.7(b).
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Figure 3.7. Example of adding a T_MUX to eliminate a critical arc

The problem of adding a minimum number of T_-MUZXes to eliminate critical
arcs is equivalent to the minimum prime-implicant covering problem, which is
known to be NP-hard. We, therefore, use a greedy algorithm, where we select
a dominated module that can eliminate critical arc(s) of the maximum number
of dominated modules, by adding an extra path to that module. We repeat this

algorithm until we eliminate all the critical edges in the system.

3.6.3 Thru-Function Addition

After adding the necessary T_MUXes, we consider adding a minimum number of
thru-functions, whose hardware overhead is usually lower than that of a T_MUX,
in order to achieve boundary non-scan BIST-ability. First, we add some necessary

thru-functions as described in the following theorem.

Theorem 3 If there exists a module M, that is an immediate successor of an-
other functional module M’, then an addition of a thru-function to M’ is needed
to test M. [

After adding the necessary thru-functions, it may still be possible that the data
path in question is not boundary non-scan BIST-able. We, therefore, may need

to add some more thru-functions. In Fig. 3.8 there is no critical arc. However,
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Figure 3.8. Need for adding a thru-function.

a thru function from Q to PO needs to be added in order to facilitate vector

propagation through module M.

3.6.4 Control Paths and Observation Paths Determina-
tion

After the thru-function addition, the data path is boundary non-scan BIST-able.
We now determine the control paths and observation path for each module using

the shortest, power-weighted, path.

3.6.5 Bypassing Overly Power Consuming Paths

In a boundary non-scan BIST scheme, TPGs and RAs are placed only at PI
and PO sites respectively. Therefore, some modules may end up having long
test paths, thus dissipating an extended amount of power. If some modules have
long test paths, which dissipate more power than P,,,, we try to bypass some
of them by inserting T_MUXes. In this case, if two or more modules share a
portion of their test paths (sub-paths), these modules might be able to share
the added bypass as well. In this stage, we search for a minimum number of
common sub-paths, so that when being bypassed, the underlying modules satisfy
the given power constraints. This problem is also equivalent to the minimum
prime-implicant covering problem. We, therefore, use a greedy algorithm, where
we always select the common sub-path such that, if bypassed, it reduces the
maximum sum-of-powers for the modules involved. Finally, we add the needed
T_MUXes to bypass these sub-paths so identified.
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3.6.6 Test Scheduling

We proceed to obtain the test incompatibility graph defined similarly to that
given in [31].

Definition 8 Two modules M; and M, are test incompatible for boundary non-

scan BIST scheme, if one of the following conditions holds.
i. The observation path of M is joined with the test path of M.

ii. The control section associated with M; is of type 3, and joins the test path
of MQ. |

Since modules can share TPGs and parts of control paths, the power dissipated
in these LFSRs and parts of these control paths, need not be accounted for
repeatedly, when considering all modules under test. We, therefore, introduce
the following concept.

Definition 9 FEssential power dissipation for boundary non-scan BIST scheme

is:

i. the power consumed by the module itself and its associated observation path,
if the test path of the module is either of type 1 or of type 2.

ii. the power dissipated in the tested module, its associated observation path,
and its feed-around portion of the control path, if the test path of the
module is of type 3. ]

For example, the hardware elements on the bold lines of Fig. 3.9 (line feeding
the RA and the feedback line) dissipate essential power for the module and its
type 3 path.

After bypassing the overly power-consuming sub-paths, we create the incom-
patibility graph. In this graph, the nodes are the tested modules, and edges only
exist between incompatible modules. We extend the scheduling algorithm from
[33] for concurrent testing of multiple modules. In [33] the power is evaluated as
the sum of the powers consumed by the individual logic blocks. In our extended

algorithm, presented here, two important features come to light:
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Figure 3.9. Essential power for a module with type 3 path.

a. By sharing control paths of different tested modules, we decrease the total

consumed power.

b. If it so happens that two modules activate secondary paths off their main test
paths, and the paths reach different ports of the same MUX, and since we
cannot stop the activity at the MUX, the total power consumed is larger

than the sum of the powers of their individual stand-alone paths.

The approach in [33] schedules blocks based on the ”"necessary” power dissi-
pation. Here we consider "unnecessary” power dissipation, as well as essential
power dissipation.

All the time complexities of the sub-algorithms in subsections 3.6.2, 3.6.3,
3.6.4, 3.6.5 and 3.6.6 are O(n?), where n is the number of RTL elements. There-
fore, the time conplexity of the approach is O(n?).

3.7. Power Constrained DFT Algorithm (Tabu
Search-Based) for Problem 3

Fig. 3.10 summarizes the tabu search-based algorithm [34]. Line 1 starts with
an initial solution, taken as the solution for Problem 2. Lines 3-19 are the heart
of the optimization process. For every register and functional module, we try

every possible move? | which is not in the tabu list (lines 4-5). After a move,

2 A move is a general term for adding/removing thru functions in a module; reconfiguring a
register into a BILBO, or a CBILBO, adding a hold function to a register, or removing of some
previously added hardware.
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if the data path D; is non-scan BIST-able, proceed to schedule the test (S;).
If it meets the power constraints, compute the test application time (7;), and
hardware overhead (H;), (lines 6-9). Here, we treat the internal test registers as
either PIs or POs, depending on whether they are used to generate values, or

3 S, that minimizes the value

capture responses. We, then, search for a solution
of the cost function « - H;+(1 — «) - T;, and set Scyprent = Sk,- This move is then
recorded in the tabu list (line 15). If this solution turns out to be the best one so
far, we set Spesy = Sk. The algorithm ends when either the maximum number of
iterations is reached (Nj;1), or the maximum number of iterations since the last
obtained best solution exceeds some predetermined value (Ny;2).

The most complex part of this algorithm is lines 3-19 shown in Fig. 3.10. The
time compexity of the sub-algorithm corresponding to lines 7-10 is O(n?). Since
the number of possible moves for a register or a module is a constant, the number
of iterations corresponding to lines 4-5 is limited by c - n, where c is a constant.
Therefore, the order of the time compexity of the sub-algorithm (lines 4-12) is 3.
The time complexity of the remaining part (lines 13-17) is O(n?). The number
of iterations (line 19) is limited by two constants values, N1 and Ny, that is

L. Therefore, the time complexity of this approach is O(L - n?).

3.8. Experimental Results

We have conducted experiments on the data paths of LWF[3], Paulin[35] and
Tseng[36]. Table 3.2 shows the characteristics of these data paths. Columns #Pi,
#Po, #R, #Mux, #M, denote the number of Pls, POs, registers, MUXes and
functional modules, respectively. Columns ”Bit” and ” Area” denote bit-width,
and the equivalent area as synthesized and reported by the Synopsys Design
Compiler.

We first treat modules of type 1 test paths. Let Tj; be the test application
time for a MUX, Ty,= T,, where T, is an integer unit. We assume that the test
application time of an adder (7'), subtractor (7_), multiplier (7. ), constant-input
multiplier (7% ), AND gate (Ty), and OR gate (7}) are T, =1_=5T,, T.=201,,

3 A solution is a complete test scheduling with established values for TAT, HOH, and the

resulting power.

34



Algorithm: Power constrained test synthesis and
scheduling algorithm for Problem 3 (PCTSP3)

1. Generate an initial solution;

2. Scurrent < Sinit;

3. repeat {

4. for every register and functional module {

5. for every possible move that is not in tabu list{

6 Obtain data path D;;

7. if D; is non-scan BIST-able{

8 Schedule the test, get S;;

9 If it meets power constraints, compute TAT (T;)

and HOH (H,);

10. }

1. }

12. }

13. Find Sy, for which o - H;+(1 — «) - T; is minimum;

14. Scurrent < Sk;

15. Record the move into tabu list;

16. If this solution is the best so far, then

17. set Spest < Sk;

18.}

19.until #iterations>Min{ N1, Niro }

Figure 3.10. PCTSP3 algorithm.
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Table 3.2. Circuit characteristics.

Ckt #Pi | #Po | Bit | #R | #Mux | #M | Area
LWF 2 2| 32 5 5 3| 6714
Paulin 2 2] 32 7 11 4| 36114
Tseng 3 2| 32 6 7 7| 23234
JWF 5 51 32| 14 25 3| 20373

T.=3T, and Ty=T|=4T,, respectively. The test application time of a module
with test path of either type 2, or type 3, are assumed to be T}ype0=1.5T}pe1, and
Thypes=2Thype1, respectively. Let P, be a standard unit of power. Using the tech-
nique in [37], we further assume that the power dissipations for MUX (Py), AND
gate (Py), OR gate (P), register (Pgeg), adder (P ), subtractor (P_), multiplier
(P,), constant-input multiplier (Py), BILBO (Pg1), and CBILBO (PeprL), are
Py=Py=P=P,, Prey=P,=P_=5P,, P,.=20P,, P,=Pp,=Pcp,=10PF,, respec-
tively. The hardware overhead, in our experiments, has been determined from
the Synopsys Design Compiler for DFT elements.

Tables 3.3-3.6 and Figures 3.11-3.17 display the experimental results of the
Power-Constrained Test Synthesis and Scheduling algorithm for Problem 2 (PCTSP2),
Problem 3 (PCTSP3), and the power-driven optimization TCSC (PTCSC) meth-
ods. TCSC is our previous methodology [11]. We have extended it here mainly in
order to save power by assigning fixed values to unused control signals. Columns
«, Pz, Pow, HOH and TAT are the co-optimization ratio, peak power dissipa-
tion limit, actual peak power dissipation, hardware overhead, and test application
time, respectively. For each benchmark circuit, we employed three peak power
constraints. To show the results simply, in Figures 3.11-3.17 we denote the tight-
est peak power constraint as power constrained degree(PCD)=1, the loosest one
as PCD=3, and the in-between one as PCD=2. Notice that for a fixed P,,,;, the
hardware overhead decreases with the increase of a. By the same token, the test
application time increases with the increase of a. There is, therefore, a tradeoff
between HOH and TAT. Notice that when P,,,, is increasing, the hardware over-

head and test application time are both decreasing due to a potentially higher
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Table 3.3. Experimental results for data path of LWF.

Method | a | Pua(Pu) | Pow(P,) | HOH(%) | TAT(T,)
60 29 32.4 15.5

0 65 65 33.4 12.0

70 65 33.4 12.0

60 28 14.3 23.5

PCTSP3 | 0.5 65 o8 12.4 23.5
70 68 9.1 23.5

60 28 14.3 23.5

1 65 o8 12.4 23.5

70 68 9.1 23.5

60 60 21.0 22.5

PCTSP2 65 64 15.7 24.0
70 68 9.1 23.5

PTCSC — 69 14.3 15.0

test activity. If we relax the peak power dissipation limit, we can use this relax-
ation in power to schedule more modules in a given test session, or, equivalently
may need less hardware to test the modules in a given test session.

In Table 3.5, for the case of =1 and P,,,,=60, notice that PCTSP3 enjoys
lesser hardware overhead than PCTSP2. This is because in the non-scan BIST
scheme we can add more kinds of DFT elements that will make the approach
more hardware-efficient. For cases other than a=1, the results are pretty much
the same.

In Tables 3.3-3.6, when P,,,; is large enough, the hardware overheads of
PCTSP2 and PCTSP3 (for a=1) are lower than that of PTCSC. This shows that

our methodology is more efficient, even when there are no power constraints.
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Table 3.4. Experimental results for data path of Tseng.
Method | a | Puee(Py) | Pow(P,) | HOH(%) | TAT(T,)
72 70 27.1 65.5
0 82 82 29.5 44.0
92 92 25.1 41.0
72 70 15.4 78.0
PCTSP3 | 0.5 82 81 9.6 65.0
92 92 8.7 59.0
72 70 12.1 78.0
1 82 81 9.6 65.0
92 86 7.3 93.5
72 72 12.1 76.5
PCTSP2 82 81 10.2 65.0
92 92 9.3 59.0
PTCSC — 77 11.8 103.0
alpha=0
0
el \‘\_1
= o0 ——LWF
=40 | \\‘ —=—Tseng
B30 ——Paulin
oo b _ . —— JWF
10 b e e
b ; ;
1 7 3
Power constrained desree
Figure 3.11. Test application time when a=0 for PCTSP3.
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Table 3.5. Experimental results for data path of Paulin.

Method | a | Ppee(Py) | Pow(P,) | HOH(%) | TAT(T,)

60 60 25.3 93.5

0 100 99 25.1 31.0

140 137 19.8 28.0

60 o8 7.0 72.5

PCTSP3 | 0.5 100 87 5.8 61.5

140 114 3.1 71.5

60 60 6.4 91.5

1 100 100 4.9 91.5

140 114 3.1 71.5

60 58 7.9 89.0

PCTSP2 100 99 4.9 91.5

140 114 3.1 71.5

PTCSC — 112 3.4 82.0
alpha=0.5

18 - 90

© | 1m0 —a— [WF(HOH)

14 170 —+— Tseng(HOH)
12 f d 60 _ |——Paulin(HOH)
£ 0} 180 2 |— JWF(HOH)

L i = =
% 8 r - 40 fE —a— WF(TAT)

B 4\\\'\ . 7 30 ——Tzeng(TAT)

; e e = fg —%— Paulin(TAT)

- . . —e— WF(TAT)

1 2 3
Power constrained degree

Figure 3.12. Hardware overhead and test application time when a=0.5 for
PCTSP3.
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Table 3.6. Experimental results for data path of JWF.

Method | « | Pupa:(Py.) | Pow(P,) | HOH(%) | TAT(T,)
70 70 25.9 20.0
0 100 95 30.2 20.0
130 122 33.0 19.0
70 70 4.2 41.0
PCTSP3 | 0.5 100 80 3.1 41.0
130 80 3.1 41.0
70 70 4.2 41.0
1 100 80 3.1 41.0
130 80 3.1 41.0
70 70 4.2 50.0
PCTSP2 100 80 3.1 41.0
130 80 3.1 41.0
alpha=1
16
14 |
12 |
g | \ —e— LWF
g —I—Tsenjg
% 6 b ——Paulin
a4 b : —— JWF
2 -
0
ik 2 3
Power constralned degree
Figure 3.13. Hardware overhead when a=1 for PCTSP3.
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Power canstrained degree=1
35 100
w0 | {an —a— W (HOH)
4 80 —+— T=eng(HOH)
_ B 170 |——Paulin(HOH)
£ | 'gg B | —— JWFHOH)
1 =
% 15 k 440 E —A—LWFUAT:I
10 1 30 —s— Tzeng(TAT)
5 | 1 20 —w— Paulin{TAT)
4 10
—a— IWVFTA
0 , : 0 (TAT)
a 05 1
alpha

Figure 3.14. Hardware overhead and test application time when PCD=1 for
PCTSP3.

Fower constrained degree=2
40 100
2 | 4 o —a— LWFHOH])
& 4 80 —+— Tseng(HOH)
— 5 | 170 |——Paulin(HOH)
£ i gg 2 |—— JWFHOH)
3 1 =
2 ic | Jan & | LWRTAT)
10 4 a0 —— Tseng(TAT)
t 4 20 —— Paulin(TAT)
i j o —e— JWWF(TA
0 , , 0 (TAT)
a 0.5 1
alpha

Figure 3.15. Hardware overhead and test application time when PCD=2 for
PCTSP3.
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Power constrained degree=3
40 100
5 F 4 o —a— WF(HOH)
o 4 80 —+— T=eng(HOH)
— o 170 |——Paulin{HOH)
§2D 'gg B | —— JWFHOH)
- 1 =
T s | 140 & | LWRTAD)
- - 30 —+—Tseng(TAT)
5 1 20 —w— Paulin{TAT)
I 4 10
—a— IWVFTA
0 , , 0 (TAT)
a 05 1
alpha

Figure 3.16. Hardware overhead and test application time when PCD=3 for
PCTSP3.

25
20 F
% 15 F ——LWF
—=— Tseng
jas] 3
o] | ——Paulin
o 10
: —— TWF
5 -
0 L L
1 2 3
Power constrained degree

Figure 3.17. Hardware overhead and test application time for PCTSP2.
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Table 3.8. Performance degradation for LWF.

Method | « | Ppax(P.) | Degrade(%)
60 4.72

0 65 4.72

70 4.72

60 1.90

PCTSP3 | 0.5 65 1.90
70 1.90

60 1.90

1 65 1.90

70 1.90

60 1.90

PCTSP2 65 1.90
70 1.90

In Table 3.7, TM stands for T_MUX; T stands for thru functions; H stands for
hold-functions; B stands for BILBO, and C stands for CBILBO. For this table, in
the case of a=1 (biased towards saving on hardware), more T_MUXes and thru-
functions were added to share TPGs, and hence to reduce the hardware overhead.
On the other hand, for the case of a=0 (biased in favor of saving TAT), more
BILBOs and CBILBOs were added to achieve a short test application time. To
summarize, notice that CBILBOs are efficient in reducing TAT, while T_-MUXes
and thru-functions are efficient in achieving a low HOH.

We evaluate the performance degradation of the DFTed circuits. Table 3.8—
3.10 shows the percentages of performance degradation for LWF, Tseng and
Paulin respectively. From these tables, we can see that the performance degrada-
tion is very low. They are 1.90%, 1.12% and 1.94% for LWF, Tseng and Paulin
respectively except the cases of a=0 (prior time). In the cases of a=0, the per-
formance degradation is a little high, up to 4.72% for LWF, up to 5.97% for
Tseng, and up to 2.76% for Paulin. It is due to the utilization of BILBOs and
(or) CBILBOs. Therefore, our approaches that uses T_-MUXes, hold functions
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Table 3.9. Performance degradation for Tseng.

Method | « | Ppax(P.) | Degrade(%)
72 5.97

0 82 2.37

92 2.37

72 1.12

PCTSP3 | 0.5 82 1.12
92 1.12

72 1.12

1 82 1.12

92 1.12

72 1.12

PCTSP2 82 1.12
92 1.12

for registers, and thru-functions for functional modules can achieve lower perfor-
mance degradation than the DFT method employed BILBOs and/or CBILBOs.

Notice that, in this chapter we do not show the experimental results of the
approach for Problem 1. This approach that was presented in a workshop is
an efficient method to achieve short test application time. However, there is a
problem that it is hard to compare with other methods due to the absence of
circuits they used. Therefore, we put it aside for the approaches of Problems 2
and 3.

3.9. Conclusions

This chapter proposed three non-scan BIST schemes for RTL data paths and for-
mulated DFT problems for the schemes under power constraints. This chapter
also proposed three power constrained DFT algorithms based on three non-scan
BIST schemes for RTL data-paths. The first algorithm is for adjacent non-scan
BIST scheme. The second proposed algorithm is for a boundary non-scan BIST
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Table 3.10. Performance degradation for Paulin.

Method | « | Ppax(P.) | Degrade(%)
60 1.96

0 100 2.76

140 2.76

60 1.94

PCTSP3 | 0.5 100 1.94
140 1.94

60 1.94

1 100 1.94

140 1.94

60 1.94

PCTSP2 100 1.94
140 1.94

scheme. Experimental results have shown that this method is efficient in achiev-
ing a low hardware overhead. The third algorithm is for a generic non-scan
BIST scheme. We use a Tabu search algorithm to explore the solution space.
Experimental results presented here show that it can co-optimize the hardware
overhead, test application time, and the power dissipation. A chip designer may

utilize these tradeoffs to prioritize one such parameter over the rest.
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Chapter 4

A Low Power Deterministic Test
Using Scan Chain Disable
Technique

4.1. Introduction

In this chapter [38], [39], we present a low power deterministic test methodol-
ogy for sequential circuits using scan chain disable technique. The flip-flops are
grouped into N scan chains. At any time, only one scan chain is active during
both scan shifting and capture cycles. Since the switch activity of logic will be
confined to the fanout cone of the activated scan chain, this technique reduces
peak power as well as average power dissipation.

This chapter also proposes an approach to group scan flip-flops and test cubes
for minimizing test application time. In this method, we group scan flip-flops
considering not only the compatibility of some bits of the test cubes but also the
test information which flip-flops should capture the test response. If the test for
a test vector with scan chain disabling loses fault coverage, we apply this vector
again, and activate another scan chain to capture the test response. Therefore,
this approach achieves a short test application time while average power and peak
power reduction are guaranteed.

This chapter is organized as follows. Section 2 presents a low power scan test

scheme. The test flow is given in section 3. Section 4 shows a problem based on
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Figure 4.1. Proposed scheme.

this scheme. Section 5 describes a flip-flops and test cubes grouping algorithm to
minimize the test application time. Some experimental results using our proposed
approach are reported in section 6. Section 7 concludes with a brief summary

and some future works.

4.2. Proposed Scheme

In this section, we present a low power scan test scheme shown in Fig. 4.1. The
proposed scheme divides the flip-flops into NV groups. In this chapter, we do not
care of the order of flip-flops in a group. The flip-flops are lined into a scan
chain according to the order of appearance in the circuit description. In this
scheme, during a test mode (TC=1), a clock controller propagates a system clock
CLK into only one scan chain selected by Cs. The selected scan chain shifts
a test vector or captures a test response according to Scan_En. In a normal
mode (TC=0), CLK is propagated into all the scan chains to enable the normal
operation. When TC=1 and Scan_En=1, a tester applies Cs and test vectors
to CUT. Only the CLK for one scan chain selected by Cs is not gated by the
clock controller. Test vectors are shifted into the scan chain while the MUX
controlled by Cs selects the activated scan chain to shift out the test responses.
When Scan_En=0, we perform normal operations where all the scan chains are

active in conventional full scan methodology. However, in this scheme, normal
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operations are separated into the operations of capturing test response and normal
capture by the extra pin TC. When TC=0, which means normal captures, CLK
is propagated into all the scan chains. Whereas, CLK is propagated into only
one scan chain selected by Cs when TC=1. One scan chain captures the test
response of the circuit. Therefore, this scheme can reduce both average and peak
power dissipation during scan test. The clock controller can be implemented by
a decoder and a small number of gates. The additional hardware elements are a
clock controller and a multiplexer. Thus, this scheme has a little higher hardware
overhead compared with conventional full scan design.

Though this scheme treats circuits with a single clock, it also can be appli-
cable to multiple clock domains with a little modification of the extra logic for
multiple test clocks. If only a part of or all of the scan flip-flops that belong
to the same clock domain are grouped into a scan chain, the skew during shift
is minimized and there is no skew during capture which is very difficult to deal
with. One-hot clocking scheme, where the scan chains in a clock domain are
active during capture operation, efficiently deal with skew problem in multiple
clock circuits. Nevertheless, it suffers from a long test application time and high
power dissipation.

A test application procedure is summarized as follows. First, some vector
is shifted into the scan chains according to the following way. By setting the
appropriate value of Cs, the scan chains are active in turn. The bits corresponding
to the activated scan chain are shifted into the scan chain. Secondly, by setting
appropriate value Cs, only one scan chain captures the test response. If the next
vector has the same specified values for the disabled scan chain, Cs keeps the same
value. We shift in the bits of vector and shift out test response corresponding to
the activated scan chain until the bits in disable scan chain of the vector to be
applied are different from that of the previous vector. We continue to apply next
vector as shown in the above steps until all the test vectors are applied. Finally,
the test response of the last activated scan chain is shifted out.

Notice that other power reduction techniques, such as test vector reordering,
scan cell reordering and minimum transition fill (MT-fill), adapt to this scheme.
If we apply one or more these techniques to this scheme, both average power

and peak power dissipation can be reduced significantly. This scheme can be
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enhanced by employing multiple scan trees [40] so that the test application time
is reduced drastically.

Though the proposed scheme has these advantages, if the fault effect of a
fault cannot propagate to the activated scan chain, the fault response cannot be
captured. In this case, to achieve the same fault coverage with conventional full
scan testing, we should repeat to apply this test vector while one of the scan
chains that can capture its fault effect turns active.

If we apply each test vector N times, and the N scan chains are active in
turn among the N same vectors, the test achieves the same fault coverage with
conventional full scan design. Although it reduces average power and peak power
dissipation, test application time is so long. Fortunately, there are mainly two

pieces of information.

i. Usually, several flip-flops capture the fault effect of a fault when a test vector

is applied. It is enough to test the fault if only one of the flip-flops is active.

ii. Usually, a fault can be detected by several test vectors in a test set. We can

use any one of those test vectors.

If we handle the information efficiently, the test application time can be re-

duced drastically. Section 5 will describe the approach in detail.

4.3. Test Flow

This section shows a procedure of test. It consists of the following five steps.

The first step is to perform automatic test pattern generation (ATPG) to
generate test cubes, and do static compaction to merge the compatible test cubes
together.

In the second step, we obtain the detect-capture information about which
POs and/or PPOs capture the fault effect of a fault when applied one test cube.
Fig. 4.2 shows a simple example of a test set with test cubes. Its detect-capture
information is given in Table 4.1. The first row shows the test cubes. The second
row describes which faults can be detected by the corresponding test cube. The

flip-flops that can capture the corresponding fault are given in row 3.
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Figure 4.2. A test set with test cubes.

Table 4.1. Detect-capture information for the test cubes in Fig. 4.2.

Cube 1 Cube 2 Cube 3 Cube 4

Fault 1 | 4 (68|19 2 [4|6|7|10] 3 |57 1 |3]11

Flipflop || 1,34 |23 [4[1]2(23[3|4|4|1]|1,2]|3|4|134]|2]3

In the third step, the flip-flops are grouped into N scan chains. For each test
cube, only one scan chain is set to be active. According to the detect-capture
information, if a fault cannot be detected, we duplicate some test cube while a
scan chain that can capture its fault effect turns active. The test cubes with
the information of scan chain activity are divided into some D-compatible subsets
where the scan chains have the same activity and the bits have non-conflicting
values for the disabled scan flip-flops. The detailed information to group flip-flops
and test cubes will be shown in section 5. Here, we give a simple example, as
shown in Fig. 4.3 flip-flops 1 and 2 are grouped into Group 1 while flip-flops 3
and 4 are grouped into Group 2. And, the flip-flops corresponding to the bits
in the rectangle field are active. For the first cube, flip-flops 1 and 2 are active.
Therefore, as shown in Table 4.1, faults 1, 4, 8 and 9 can be detected. However, it
loses fault coverage by only applying the first four cubes, since fault 3 is detected
by cube 3 and 4 and its fault effect should be captured by flip-flops in group 1
whereas flip-flops in group 2 are active. We duplicate cube 3, and activate the

flip-flops in Group 1 shown as the last cube in Fig. 4.3. According to the concept
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Figure 4.3. Flip-flop and test cube groups for Fig. 4.2.

of D-compatibility, the test cubes are grouped into three D-compatible subsets
shown as Fig. 4.3.

After that, all X’s in the test cube are filled with specified value 0’s or 1’s.
For the X’s in the disabled scan chains, we fill them in the way of non-conflicting
D-compatibility. For example, the X’s in Cube 2 are filled by 0’s because the
corresponding bits of Cube 1 that is in the same D-compatible subset with Cube
2 are 0’s. For the remaining X’s, we randomly fill them with 0’s or 1’s. Therefore,
we can randomly fill the X in cube 5 by 0 or 1.

Finally, fault simulation is done to drop any test vector that does not detect
any new faults.

We mentioned the problem where we group flip-flops, duplicate and divide test
cubes in the third step. This problem is very complex. To clarify this problem,
we introduce the following proposition.

Proposition 1 The peak power of this scheme is near 1/N of full scan design
method, and hardware overhead is a little higher than that of multiple scan design

while keeping the same fault coverage. [ ]

Therefore, the only factor that needs to be optimized is test application time,

which is direct to the total test power.

Theorem 4 The test application time (clock cycles) of a scan circuit based on
the proposed scheme is: TAT = M - [F/N|(N —1)+(n+r+1)-([F/N]+1)—1,
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where, n is the number of original test cubes, F' is the number of flip-flops, N is
the number of scan chains, M is the number of D-compatible subsets, and r is

the number of increased test cubes. [}

The test application time can be calculated according to the test application
procedure shown in section 2 as follows. To shift in the first test vector of each
D-compatible subset, it takes N - [F/N] clock cycles. There are M D-compatible
subsets. Therefore, the total time is A - N - [F/N]. For the remaining n+r — M
test vectors, to shift in them it takes (n 4+ r — M) - [F/N] clock cycles. n +r
clock cycles are needed to capture test response. And, finally, to shift out the test
response of the last activated scan chain, it takes [F/N] clock cycles. The test
application time is the sum of the above items. That is, TAT = M - [F/N]|(N —
D4+ Mm+r+1)-([F/N]+1) -1

The problem that minimizes test application time is reduced into the problem
that minimizes M - [F/N|(N —1) +r-(|F/N] +1) since F, N and n are given

values. Thus, we formulate the following problem.

4.4. Problem Formulation

Problem 4 Minimize the test application time of a scan circuit under the pro-

posed scheme. Stating it more formally, given:

e Input: a sequential circuit, its detect-capture information, and the number

of scan chains N.
Task:

e Output: Multiple(/V)-scan chains design with M compatible test sets, that
achieves:

e Objective: minimizing test application time, i.e. M - [F/N](N —1) 4 r-
([F/N]+1). ]
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4.5. Flip-Flops and Test Cubes Grouping

In this section, we introduce the approach to group flip-flops into N scan chains
and test cubes into some D-compatible subsets. In this approach, to solve the

formulated problem, we use tabu search algorithm to explore the solution space.

4.5.1 Overview

A tabu search algorithm [34] is a heuristic to find the optimal solution. It starts
with some initial solution, and repeats to select the best solution among the can-
didates that can be obtained by small changes (move) from the current solution.
The algorithm maintains a tabu that is a list of solutions that are not allowed to
be seleted as the next solution. Our algorithm uses the tabu to avoid selecting
the same solution twice, and hence avoid a local optimal solution.

Fig. 4.4 summarizes the flip-flops and test cubes grouping algorithm. Lines
1-5 generate an initial solution. First, we extract a set MCC of mandatory
cube-capture pairs (MCPs) from the detect-capture information (line 1). Then,
a set TCC of temporary cube-capture pairs (TCPs) to test more faults by several
flip-flops with several test cubes is obtained (line 2). The flip-flops are grouped
into N scan chains utilizing the MCC and TCC sets, and initial flip-flop groups
GFF;,;: are obtained (line 3). After that, we use MCC, TCC and GFF;,; to
group test cubes TCGy,; (line 4). The detailed information of above steps is
given in the following subsections. Lines 6-23 are the heart of the optimization
process. TAT .urrentpest 1 set to oo (line 7). For every flip-flop pair of flip-flops
from different groups, we try every possible move, which is not in the tabu list
(lines 8, 9). Here, a move is a term for swapping these flip-flops. After a move, we
obtain a new flip-flop group GFFy,,,, and a new test cube group TCGyy,, (lines
10, 11). If the test application time of the solution! TAT(GFFy,, TCGypmyp)
is less than TAT cyrrentbest; We potentially set it to (GFF,ept, TCGyrer) that will
be the current solution in the next generation (lines 12, 13). After the for loop,
(GFF 600, TCGepe) is assigned to (GEF cyrrent; TCGeurrent), and the corresponding

move is then recorded in the tabu list (lines 18, 19). If this solution turns out

1A solution is flip-flop groups GFF and test cube groups TCG with established values for
test application time that is given in the problem.
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to be the best one so far, we set (GFFpest, TCGpest) = (GFF current, TCGeurrent)-
The algorithm ends when either the maximum number of iterations is reached
(Njtr1), or the maximum number of iterations since the last obtained best solution
exceeds some predetermined value (Njo).

4.5.2 Cube-Capture Pair Extraction

A cube-capture pair (i,q) consists of a test cube i and a flip-flop ¢ and represents
a relation that g captures the response of ¢. We use cube-capture pairs to get not
only an initial solution but also flip-flops and test cubes grouping.

In a test, the fault effect of some fault can be captured by a PO, and some
flip-flop should be active to detect some fault when a test cube is applied. This
information can reduce the solution space efficiently. Starting from the fault list
consists of all the detected faults by the test cubes, we first delete the following
faults from the fault list.

1. For each fault f in the fault list, if its fault effect can be propagated to a PO
when a test cube exercising, then the fault f is removed from the fault list.
This is because even if all scan chains are disabled fault f can be detected

by capturing the response at the PO.

2. For each fault f in the fault list, if there exists only one cube i that detects
the fault, and only one flip-flop ¢ that captures its fault effect, then record
the cube and flip-flop as an MCP (i,q), and remove the fault from the fault
list.

Here, the MCP describes the information that the flip-flop should be active
once when we apply the test cube.

For example, as shown in Table 4.1, fault 8 only appears in the columns of
Cube 1, and its fault effect can be captured only by flip-flop 1. Hence, there is a
MCP (1,1). Other MCPs about Table 4.1, are (1,2), (2,1), (3,3) and (4,3).

3. For each fault f in the fault list, if it can be detected by an MCP (i,q), then

we remove the fault from the fault list.
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The tabu search algorithm will explore the solution space that is reduced by
this step.

The following steps try to detect the remaining faults. The MCPs are not
enough to obtain a good initial solution. We extract more cube-capture pairs
called TCPs to detect more faults.

4. If only one flip-flop ¢ captures the fault effect of a fault f, we put f into a
fault set Fi, and for each test cube ¢ that can detect f we record the cube
flip-flop pairs (CFPs) (i,q) into a set C'F; of CFPs. After that, we obtain
the minimum number of CFPs in C'F; that detect all the faults in F}, and
record them as TCPs.

5. If only one test cube i detects a fault f, we put f into a fault set F3, and for
each flip-flop ¢ that captures its fault effect we record the CFPs (i,q) into a
set C'Fy of CFPs. Then, we obtain the minimum number of CFPs in C'F,
that detect all the faults in F5,. After that, we record them as TCPs.

As shown in Table 4.1, both fault effects of faults 6 and 7 are captured only
by flip-flop 4. There is no other fault in F;. And CFP (2,4) can detect these
faults. Therefore, we record a TCP (2,4). Fault 2 can be only detected by cube
2. And its fault effect can be captured by flip-flops 2 and 3. Therefore, the CFPs
are (2,2) and (2,3). Since fault 2 is the only fault in F3, each of the above CFPs
can be the TCP. We randomly select one, such as CFP (2,2), as a TCP.

The problems in steps 4 and 5 are equivalent to the minimum prime-implicant
covering problem, which is known to be NP-hard. We, therefore, use a greedy
algorithm, where we select a CFP from C'F; (C'F, ) that can detect the maximum
number of faults from F; (F,). We repeat this step until all the faults in F} (F3)

are detected.

6. For each remaining fault f, if it can be detected by some TCP, we record it
in fault set F3.

Notice that, TCPs are only used to get an initial solution so that the flip-flops
and test cubes grouping algorithm can obtain better solution. When we use the
following flip-flops grouping algoritm and test cubes grouping algorithm to get
an initial solution, we delete F, F5 and F3 from the fault list. In the tabu search

part, we restore them to the fault list.
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4.5.3 Flip-Flops Grouping

In this subsection, we employ a greedy algorithm, where we group the flip-flops
into NV scan chains, so that for all the test cubes we try to group the maximum
number of flip-flops that have cube-capture pairs for the same test cube to the

same groups. First, we give some concepts.

Definition 10 We denote the number of test cubes where both flip-flops 7 and
k have the cube-capture pairs as a flip-flop relative degree (FRD) w .

For instance, there are two cube-capture pairs about Cube 1, (1,1) and (1,2),
and three cube-capture pairs about Cube 2, (2,1) (2,2) and (2,4). Both flip-flops
1 and 2 have the cube-capture pair for cubes 1 and 2. As a result, the FRD
wy 2=2. The FRDs of pairs of flip-flops (1,4) and (2,4) are 1. Other FRDs are 0.

Definition 11 Flip-flop test relative graph (FTRG). Let G=(V, E') be a weighted
undirected graph, where each node v; € V corresponds to a flip-flop and the
weight of the edge between two nodes j and k is an FRD wj.

The greedy algorithm, which is similar to that of [27], groups the flip-flops
into N scan chains shown as Fig. 4.5. An example is shown for N=2 in Fig. 4.6

to construct an FTRG and group the flip-flops.

4.5.4 Test Cubes Grouping

After getting the N scan chains, the final phase is to obtain the D-compatible
subsets. In this phase, we use the greedy algorithm shown as Fig. 4.7. First, we
extend each test cube ¢ into the cube scan chain pair(s) (CSP(s)) (i,k) where k
is an activated scan chain when i is applied as the following way. Let Nacp()
be the number of scan chains, each of them containing at least one flip-flop ¢
that is a component of an MCP (i,q). If Nycpiy >0, the test cube ¢ is extended
into CSPs (i,k) for each k of the Nycpy) scan chains. Otherwise, cube ¢ is
extended into CSP (i,k) where k is the scan chain that the inside flip-flops have
the maximum number of TCPs (i, ¢) (in the tabu search part, in this case we
randomly select one scan chain k). From the fault list, we remove all the faults

that can be detected by the CSPs. If there are some remaining faults, we append
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such a CSP that detect the maximum number of faults among the remaining
faults, and delete the detected faults from the fault list. We do the above step
until the fault list is empty. Finally, we obtain the D-compatible subsets using
the following steps. First, we regard each CSP as a D-compatible subset. For
every D-compatible subset, we try every other D-compatible subset. If two of
them are D-compatible, we merge them into a D-compatible subset. Until there
are no D-compatible subsets can be merged.

For example, we can retrieve the set of test cubes by the following way for
the test cubes given in Fig. 4.2 and the flip-flop groups shown in Fig. 4.6. There
are two MCPs, (1,1) and (1,2), about cube 1. All the flip-flops in the MCPs,
flip-flops 1 and 2 are in group 1. Hence, there is a CSP (1,1). As the same way,
there are CSPs (2,1), (3,2) and (4,2) for cubes 2, 3 and 4 respectively. Fault 3
remains in the fault list after removing the detected faults. After we apply (3,1),
fault 3 is detected. That is, all the faults are detected by the five CSPs. At the
end, we group the CSPs into some D-compatible subsets. (1,1) and (2,1) have
the same scan chain activity. And the bits of disabled scan chain in cubes 1 and
2 are compatible. Thus, (1,2) and (2,1) are grouped into a D-compatible subset.
Though (3,1) also has the same scan chain activity with (1,1) and (2,1), they are
not D-compatible due to the conflict of bits of their disabled scan chain. The
results are shown in Fig. 4.3.

Notice that, this flip-flops and test cubes grouping algorithm can also deal
with the circuits that already have some sub-scan chains by regarding a sub-scan

chain as a scan flip-flop.

4.6. Experimental Results

We have conducted experiments on full scan version of ISCAS89 benchmark cir-
cuits. In the experiments, we use the ATPG tool ”TestGen” of Synopsys to
generate test cubes and do fault simulation. Table 4.2 shows the results of our
proposed method compared with previous methods. We do not report the fault

coverage in the results because it is the same as that of full scan test.
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Flip-flops and test cubes grouping algorithm:

/* initial solution generation */

1. extract a set MCC of MCPs

2. extract a set TCC of TCPs

3. GFF;,; < FF grouping from MCC and TCC

4. TCGypir < Test cube grouping using MCC, TCC and
GFF;ni

d. (GFFcurrent,TCchrrent) — (GFFz‘nit,TCGz‘nit)

/* tabu-search */

6. repeat {

7. TATcurrent pest ¢ 00

8. for every pair (qi, ¢2) of flip-flops
from different groups in GFF cyprent {

9.  if this pair is not in tabu list {

10. GFFyp < swap ¢1 and g2 for GFFoyprent

11. TCGypp < test cube grouping from MCC and

GFFymy
12, if TAT(GFFyp, TCGump) < TATeurrentpest |
13. (GFFeat, TCGrent) = (GEFip, TCGiimyp)
4. )
15}

16. }
17. (GFFcurrentaTCchrrent) — (GFFnextaTCGnext)
18. add GFF ., en: into tabu list
19, if TAT(GFF urrent; TCCourrens)
< TAT(GFFpess, TCGpest) {
20.  (GFFpest, TCGpest) <+ (GFF current, TCGeurrent)
21. }
22. }
23.until #iterations>Min{ N1, N}

Figure 4.4. Flip-flops and test cubes grouping algorithm.
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1. for (j=1 to N){

2. from the unselected nodes in F'T RG, select
the pair with the highest edges weight;

3. add the pair to group j;

4. group-j=2;

5. while(group_j < [F/N]){

6. select a node such that the sum of the weights of the
edges between the node and the already selected
nodes in group j is maximum;

7. Add the node to group j;

8. group_j+-+;

9. }

10.}

11.return the flip-flop groups;

Figure 4.5. Flip-flop grouping algorithm.

t;.h‘e

Figure 4.6. Flip-flop grouping.
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—

. for (i=1 to n){

Narep@y <= # scan chains, each of them containing at

N

least one flip-flop ¢ that is a component of an MCP (i,q);

3. If Nyepay > 0, extend cube i to CSP (i,k)
for each k of the Ny cp(;) scan chains;

4. Else, extend cube i to CSP (i,k), where k is the scan
chain that the inside flip-flops have the maximum
number of TCPs (i,q) (in the tabu search part,
we randomly select one scan chain k);

5.}

6. remove all the detected faults;

7. repeat {

8. find a CSP (i,k) that detect the maximum # undetected

faults;

9. Remove the detected faults from the fault list;

10.}

11.until the fault list is empty;

12.for (m=1 to n+r)

for (j=m+1 to n+r) {

13. if there exist D-compatible subsets (DSs) DS,, and DS;

if DS,,, and DS, are D-compatible {

14.  merge them into DS,,, remove DS;;

15. }

16.}

17.return the D-compatible subsets;

Figure 4.7. Test cubes grouping algorithm.
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Columns Ckt. and #f{f give the circuit name and the number of scan elements
respectively. After them, the columns Time Red.(%) report the test application
time reduction of our proposed approach when N=2, N=3 and N=4 compared
to the conventional full scan test with one scan chain, where the N scan chains
are grouped using the procedure of the last section. Notice that, the test appli-
cation time of the methods in [21], [22] is the same as that of the conventional
full scan test. Hence, these columns also show the test application time reduc-
tion compared with the methods in [21], [22]. The following columns show the
reduction in average power and peak power for N=2, N=3 and N=4 compared
to conventional full scan test with one scan chain, and the approach in [21], [22]
separately. In this experiment, we use the technique of weight transition count
described in [19] to estimate power. Therefore, the columns Power Red(%) in
Table 4.2 describe the percentages reduction of the weighted transitions with
previous methods.

In this table, compared with the conventional full scan test, when N=2, N=3
and N=4, the average power is reduced up to 61.8%, 72.7% and 75.6% respec-
tively. The peak power dissipation is also reduced drastically up to 50.0% when
N=2, up to 65.6% when N=3, and up to 75.0% when N=4. In comparison with
the method in [21], [22], the peak power is reduced. The maximum reduction
ratios in peak power dissipation are the same with that of the conventional full
scan test though they are sometimes a little smaller. And the average power is
reduced or comparable. For test application time, except S1423 and S9234, our
method can achieve better results than that of the other two methods. For ex-
ample, applying test to S1196 the test application time is reduced by 60.9% when
N=4. The test application time of S1423 and S9234 are a little longer. This is
because in these circuits many test vectors need to be applied several times to
preserve the fault coverage of the test cubes.

Table 4.3 displays the test application time reduction compared with random
grouping flip-flops approach. In this random grouping algorithm, the informa-
tion of cube-capture pairs and test cubes grouping algorithm in our approach
are utilized. We run the algorithm ten times, and select the best solution as
the comparison. Given in Table 4.3, the test application time has up to 41.2%

reduction. Therefore, our approach is more efficient to reduce test application
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Table 4.3. Comparison of test application time with random flip-flop grouping

algorithm.

Time Red.(%)
N=2 | N=3 | N=4
s838 || 10.1 | 23.0 | 25.2
953 || 13.6 | 26.9 | 32.0
s1196 | 6.6 | 11.3| 15.6
s1238 || 9.7 | 15.3| 20.7
s1423 || 26.5 | 37.7 | 41.2
$9234 || 17.3| 19.3 | 24.7
s13207 | 29| 41| 6.6

Ckt.

Table 4.4. Comparison of average power reduction with [25], [26].

Proposed Approach
N=2 | N=3 | N=4
s9234 48.6 | 64.7 73.2 || 19.1 28
s13207 || 45.7| 63.7| 73.6| 43.4| 33

Ckt. 25] | [26]

time compared with the random flip-flop grouping algorithm.

The comparison of average power reduction with [25], [26] is given in Table 4.4.
Columns 2, 3 and 4 show the percentages of average power reduction for N=2,
N=3 and N=4 respectively, which are also given in Table 4.2. The percentages
of average power reduction of the methods in [25], [26] are displayed in columns
5 and 6. The purpose of both methods in [25], [26] that employ two flip-flops
and test cubes grouping algorithms is to reduce average power dissipation. As
described before, our methodology is mainly for peak power reduction. However,
Table 4.4 demonstrates our method is more efficient to reduce power compared
with these methods.

From Tables 4.2-4.4, we can conclude that the proposed method is efficient
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in reducing both average power and peak power dissipation during test without
loss the fault coverage. This method is also efficient to reduce test application

time that is one of the most important factors in the test.

4.7. Conclusions

This chapter proposed a low power scan test scheme. In this scheme, both average
power and peak power reduction are achieved by activating only one scan chain
during scan test. To minimize test application time as well as the total test
power, this chapter also formulated a problem based on this scheme. A tabu
search-based algorithm is presented to solve the problem. Experimental results
show that the proposed approach is more efficient in reducing average power and
peak power dissipation at a little longer test application time compared to the
full scan test methodology.
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Chapter 5

Conclusions and Future Works

This chapter first summarizes what works are completed in this thesis. Then

future works to improve the techniques are given.

5.1. Summary of This Thesis

This thesis proposed several methodologies to reduce peak power as well as av-
erage power at RT-level and at gate level respectively.

In Chapter 3, we proposed three non-scan BIST schemes for RTL data paths
and formulated three DF'T problems for the schemes under power constraints.
The proposed schemes include one generic non-scan BIST scheme where we can
explore trade-offs among hardware overhead, test application time and power dis-
sipation. We also proposed other two schemes, adjacent non-scan BIST scheme
and boundary non-scan BIST scheme, as special cases that intend short test appli-
cation time and low hardware overhead respectively. This chapter also presented
three power constrained DFT algorithms , under three non-scan BIST schemes,
for RTL data paths. The first algorithm is for adjacent non-scan BIST scheme.
The second proposed algorithm is for a boundary non-scan BIST scheme, and
achieves low hardware overheads. The third algorithm is for a generic non-scan
BIST scheme. We use a Tabu search algorithm to explore the solution space.
This approach can offer some tradeoffs between hardware overhead, test appli-
cation time and power dissipation. A designer can easily select an appropriate

design parameter based on the desired tradeoff. Experimental results confirm the
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good performance and practicality of our new approaches.

Chapter 4 proposed a low power scan test scheme. In this scheme, the flip-
flops are grouped into N scan chains. At any time, only one scan chain is active
during scan test. Therefore, both average power and peak power are reduced
compared with conventional full scan test methodology. This chapter also formu-
lated a problem based on this scheme. A tabu search-based algorithm is presented
to solve this problem. In this approach we handled the information during deter-
ministic test efficiently to minimize test application time as well as the total test
power. Experimental results demonstrate that the proposed approach drastically
reduces both average power and peak power dissipation at a little longer test

application time on various benchmark circuits.

5.2. Future Works

Although we proposed some efficient methodologies that achieve short test ap-
plication time or low hardware overhead under peak power constraint, there are
still some rooms to improve.

The methods in Chapter 3 will be great improvement if one or more of the

following problems are resoved or suggestions are employed.

1. The realization of Thru-function. In this thesis, we employ two kinds
of thru-functions shown in Chapter 2. As we know, the aim of thru function
is to pass a pseudo-random sequence through a function module. In this
sense, the hold function for register can realize the function of thru by hold
a constant value of an input of a functional module. The main advantage
of using a hold function is to stop the propagation of useless transitions to
save power. Consequently, test application is reduced by scheduling more
modules in a test session. The disadvantage is that it needs hareware to
implement. This is the trade-off between test application time and hardware
overhead. Notice that, in the original RTL data paths, there are many
registers have hold functions. If we utilize them, both test application time

and hardware overhead may be reduced.

2. The test of MUX. In our methods for Problems 2 and 3, to achieve
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complete test we regards a MUX as a module, and schedule it in a test
session. In fact, some MUXes has already tested after testing some funtional
modules. If we can recognize them in advance, test application time can
be reduced. Moreover, there is no need thru-functions to propagate test
patterns or test responses of the MUXes. Hence, hardware overhead is also

reduced without increasing power.

3. The extension of the testability. The strong testability proposed by
Ohtake et al in [9] is more general than the single-control testability in [3].
If we explore an approach based on the general testability, we may obtain

better solution.

4. The improvement of the approaches. The power estimation formula
of the test for multiple cores that equals the sum of the power of each is not
fit for that of the modules at RTL. The new formula or inequation is need
to be investigated. In our approach, as shown in Chapter 3, first we try to
determine test paths that have the minimum test power for each module. If
there exist some modules where test power exceeds the power constraints we
bypass some power consuming paths untill the test power of all the modules
satisfies the power constraints. Finally, after doing simulation, we get the
test power of some compatible modules. From this view, our approaches
may not be efficient to use the information of sharing control path and

minimize useless power dissipation.

For the method in Chapter 4, the futher works might be the following three

directions.

1. Approach improvement. Though this approach reduces test application
time for most benchmark circuits we believe that there are still rooms to
reduce it. Future work will investigate new approach based on the proposed

scheme to reduce test cost.

2. Layout impact. Scan routing is one of the main issues when designing a
scan chain. In our approach, we divide the scan flip-flops into N groups,

and line the flip-flops in a group into a scan chain without considering the
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wire length of scan connections. It may cause routing congestion problem.

Thus, it will be very practical to consider layout impact to our methodology.

. Application for high level circuits. This method also can be applied for
the circuits at high level, especially, for SOC. Employing this method, the
test application time will be reduced drastically under power constraints

though there are still some problems need to be resolved and some ideas
need to be turned out.
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