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Abstract

Design for testability (DFT) has been a major area of research and practice

for the last 40 years. This has emerged after many digital systems manufacturers

have realized that test can no longer be an “after-thought”.

Computer and semiconductor manufacturers have changed their design prac-

tices to incorporate test as an integral part of their design cycle. Strict coverage

requirements have been put in place before tape-out stage. Coverage require-

ments in the high percent against single stuck-at faults and speed related faults

are quite common today. In order to reach this goal, two major DFT methodolo-

gies have been adopted: scan design and built-in self-test (BIST). Even though

scan design has greatly alleviated the test process, it did not bring the test gen-

eration time and the test data file down to acceptable levels. The breakthrough

in this domain has been achieved through BIST.

BIST hardware is included today in many chips. However, there are two prob-

lems still remaining. One problem is the reliability of the BIST hardware. Since

the BIST hardware is manufactured using the same technology as the functional

circuits, it is possible for it to be faulty. It is important, therefore, to assess the

impact of this unreliable BIST on the product defect level after test.

Another problem is the fault diagnosis in the BIST environment. Since BIST

compacts test responses, it requires only small tester memory and it can perform

at-speed test even if the test frequency is much higher than the tester frequency

∗Doctoral Dissertation, Department of Information Processing, Graduate School of Infor-
mation Science, Nara Institute of Science and Technology, NAIST-IS-DD0461025, March 17,
2006.
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limitation. On the other hand, BIST causes problems in diagnosis due to its

compacted responses. Indeed, pass/fail information obtained from BIST response

analyzer is insufficient for diagnosis.

In this thesis, first, the formula, relating the product defect level as a func-

tion of the manufacturing yield and fault coverage, is re-examined. In particular,

special attention is given to the influence of an unreliable BIST on this rela-

tionship. This thesis also studies the product quality improvements as induced

by the BIST pretest, and provides some insight as to when this pretest maybe

worthwhile performing.

Next, this thesis investigates how a relatively slow tester can observe the at-

speed behavior of fast circuits. In a first place, this thesis presents a method to

identify all errors without any aliasing and negligible extra hardware. Then, the

scheme is modified to reduce test application time by using signature analyzers.

This approach can be used to identify all error occurrences in BIST environment.

Keywords:

built-in self test, fault coverage, defect level, fault diagnosis, error identification,

at-speed test
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Chapter 1

Introduction

1.1. Built-in Self Test (BIST)

Design for testability (DFT) has been a major area of research and

practice for the last 40 years. This has emerged after many digital

systems manufacturers have realized that test can no longer be an

“after-thought”.

Computer and semiconductor manufacturers have changed their

design practices to incorporate test as an integral part of their design

cycle. Strict coverage requirements have been put in place before tape-

out stage. Coverage requirements in the high percent against single

stuck-at faults and speed related faults are quite common today. In

order to reach this goal, two major DFT methodologies have been

adopted: scan design and built-in self-test (BIST).

Even though scan design [1][2] has greatly alleviated the test pro-
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2 Introduction

cess, it did not bring the test generation time and the test data file

down to acceptable levels. The breakthrough in this domain has been

achieved through BIST. BIST may come in many different flavors.

There are BIST designs that rest on exhaustive or pseudo-exhaustive

patterns, that use functional patterns (mostly for off the shelf prod-

ucts where there is no knowledge of the design details), and there are

BIST designs that use pseudo-random patterns [3]. Pseudo-random

BIST designs are the most widely used due to their relative simplic-

ity and low cost. They also enjoy the added benefit of potentially

detecting many un-modeled defects, and therefore achieving a higher

shipped-quality level.

In pseudo-random-based BIST designs, the patterns are generated

by a linear feedback shift register (LFSR) and the test responses are

compressed in a multiple-input signature register (MISR). At the end

of the test, the MISR contains a short signature (typically 16-64 bits)

of the entire test history. The good machine signature is computed

beforehand for reference during test. A product is declared fault-free

if the measured signature coincides with the reference signature. A

circuit is declared faulty if these two signatures differ from one another.

All BIST-based methodologies, without exception, are subject to

what is called masking, or aliasing, a phenomenon of having a faulty

product end up with a measured signature that equals the fault-free

signature. This phenomenon is inevitable because all BIST-based

methodologies lose test information during the data compression pro-

cess. The question is how much loss in test quality is encountered



1.2 Defect Level and Fault Coverage 3

using BIST. In pseudo-random-based BIST designs the probability of

aliasing is approximately 2−n, where n is the number of stages in the

MISR. Thus, the probability of aliasing is negligible for, for which it

is already below 0.1 %. The attainable fault coverage in BIST-based

designs is a function of the test length. The higher the test length is

the higher the fault coverage.

1.2. Defect Level and Fault Coverage

The object of the test including the BIST is not to ship out the defec-

tive products. The defect level is the fraction of defective products

that passed the test and shipped out. The product yield which is

used to measure the quality of manufacturing process is the fraction

of the manufactured products that is fault-free. The fault coverage

which is a measure to grade the quality of the test is the fraction of the

detected faults by the test. The goal of the test is to keep the defect

level to acceptable level; however, the defect level cannot be exactly

measured before shipping out the products. Therefore, the defect level

should be estimated using the known parameters: the product yield,

i.e., the quality of the manufacturing process and the fault coverage,

i.e., the quality of the test.

Williams and Brown [4] had first theoretically shown the relation-

ship between the product defect level, the manufacturing yield, and

the fault coverage of the test process used to screen it into either a

good lot or a bad lot. This well-known relationship is derived assum-
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ing that the test equipment is fault-free. Other works [8]-[34] discuss

multitude of subjects relating to yield, fault coverage and defect level

after test. However, [8]-[34] still assume that the test equipment is

fault-free.

Many chips today have BIST circuitry in them. These BIST cir-

cuits are used to test the chips and perform the screening described

above. Since the BIST hardware is manufactured using the same tech-

nology and process as the functional circuits, it is unrealistic to assume

that it is fault-free. Moreover, chip manufacturers do not insert any

redundancy into their BIST hardware in order to keep the cost down.

As a result, the BIST hardware is not made to be fault-tolerant. It

is, therefore, imperative to allow the BIST hardware be subjected

(during the analysis) to the same defect density as the functional cir-

cuits themselves. It is one of the subjects of this thesis to investigate

the effects of an unreliable (possibly faulty) BIST environment on the

Williams and Brown’s equation.

1.3. Fault Diagnosis

The fault diagnosis is the process of locating faults in a digital system

usually for recovering from failure by repairing identified faults. On

the other hand, the most of LSI products are not repairable except

such as memory devices with redundancy or field programmable de-

vices. However, the fault diagnosis is frequently performed in industry

for un-repairable LSI products also since semiconductor manufactur-
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ers have to improve their design rules or their manufacturing process

if the product yield or the quality level is unacceptable. The fault

information which is obtained by the fault diagnosis is quite valuable

to improve them.

The most of fault diagnosis algorithms use the error information.

Two kinds of information are required to identify a fault in the CUT.

These are

1) the time information (i.e., the input pattern(s) which

causes errors),

and

2) the space information (i.e., scan cells where errors occur

for scan based architecture).

Using the time information, fault diagnosis can be performed for

a given fault model by methods using dictionary or fault simulation

[35]. Using the space information, diagnosis can be performed by cone

of logic methods [36]. High resolution diagnostic for a given fault

model can be achieved by diagnosis techniques combining the space

information with the time information [37][38].

BIST has become the major test technique for today’s large scale

and high speed system-on-chip (SoC) designs. Since BIST compacts

test responses, BIST requires only small tester memory and it can

perform at-speed test even if the tester frequency is substantially lower

than the frequency of the circuit during test. On the other hand,
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BIST causes problems in diagnosis due to its compacted responses.

Indeed, pass/fail information obtained from a BIST response analyzer

is insufficient time or space information for diagnosis.

In this thesis, we investigate methods to identify every error oc-

currence in at-speed scan based BIST environment. Every error can

be identified even if the circuit test frequency is higher than the tester

frequency.

1.4. Thesis Organization

The thesis is organized as follows. Chapter 2 introduces the model

of the relationship between defect level, the product yield and the

fault coverage reviewing the Williams and Brown’s formula and other

previous works.

Chapter 3 presents the defect level equation in BISTed products

with unreliable BIST circuitry. The Williams and Brown’s equation

is shown to be a special case of this more generalized formula, i.e.

this new formula reduces to Williams and Brown’s in the absence

of BIST circuitry. The effectiveness of the new proposed formula is

presented by the case studies which involve both an early life phase,

and a product maturity phase.

Chapter 4 presents the defect level equations in BISTed products

that have undergone both a pretest and a functional test. The equa-

tions proposed in Chapter 3 are shown to be special cases of these

more generalized formulas.
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In Chapter 5, the problem of the fault diagnosis in at-speed BIST

environment is discussed and the problem of identifying every error

occurrence is formulated.

Chapter 6 presents a procedure to identify every error by slow

tester in minimum test application time without any hardware for

diagnosis to solve the problem presented in Chapter5.

Chapter 7 presents an at-speed BIST architecture which enables

the diagnosis procedure proposed in Chapter 6. The diagnosis proce-

dure is also extended to identify erroneous scan chains and to reduce

test application time by existing signature analyzers. Some experi-

mental results are shown to demonstrate the effectiveness of the new

proposed method.

Finally, Chapter 8 summarizes the conclusions of this thesis and

the direction of future works is discussed.





Chapter 2

Defect Level, Yield and

Fault Coverage

2.1. Introduction

Williams and Brown [4] had shown the relationship between the prod-

uct defect level, the manufacturing yield, and the fault coverage of

the test process used to screen it into either a good lot or a bad lot.

This chapter introduces the model of the relationship between the de-

fect level, the yield and the fault coverage referring the Williams and

Browns’ works and other previous works are also introduced.

9



10 Defect Level, Yield and Fault Coverage

2.2. Definitions of Terms

For the context of this chapter we use the following terms:

Definition. The fault coverage (F ) is the fraction of the detected

faults by the test, i.e.,

F =
number of detected faults by test

number of defined faults
. (2.1)

The fault coverage is a measure to grade the quality of the test is

the fraction of the detected faults by the test. The fault coverage can

be calculated using fault simulator.

Definition. The product yield (Y ) is the fraction of the manufac-

tured products that is fault-free, i.e.,

Y =
number of fault free products

number of all products that manufactured
. (2.2)

The fault coverage should be 100% to measure the exact product

yield. However, it is unrealistic to develop test pattern which detects

all the possible faults. Therefore, we have to use the estimated product

yield or theoretical product yield instead of the real product yield. The

number of test passed products is often used instead of the number of

fault-free products as the estimate the product yield. The theoretical

product yield can be expressed by the theory of probability. In section

2.4 the product yield will be expressed using the probability of a fault

occurrence.
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Definition. The defect level (D) is the fraction of defective products

that pass the test and shipped out i.e.,

D =
number of defective products that shipped out

number of all products that shipped out
. (2.3)

Defective products will be shipped out when product yeild is less

than 100% and fault coverage of the test pattern is less than 100%

which is quite common case in industory. And since 100% fault cov-

erage testing is not avilable, the exact defect level cannot be known.

Therefore, only the estimated defect level or theoretical defect level is

available. To estimate the defect level, number of returned products is

used instead of number of defective products that shipped out. How-

ever, this estimated defect level is also unknown before shipping out

the products. The theoretical defect level can be expressed using the

fault coverage and the product yield as shown in later.

2.3. Previous Works

Williams and Brown’s well-known relationship is derived assuming

that the test equipment is fault-free.

In [5][6] the effects of an unreliable tester on the resulting yield dur-

ing a delay (AC) test is discussed. Modeling of yield loss is discussed

in [7].

In [8][9] a more generalized fault probability model is introduced to

re-examine the Williams and Brown’s defect vs. yield equation. Pois-

son’s probability model is used in [8] along with a weighting scheme
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biased towards faults that are more likely to occur. The authors of

[8] show that even if the distribution of faults is taken to account,

the Williams and Brown’s equation still holds. A non-uniform fault

probability model is introduced in [9].

In [10] a defect level model for other fault types (delay faults and

stuck-open faults) as a function of yield and fault coverage is pro-

posed. The authors in [10] show that the relationship between defect

level, fault coverage and yield, depicted in the Williams and Brown’s

equation, still holds for deley fault model and stuck-open fault model.

Other previous works [11]-[34] also discuss multitude of subjects

relating to yield, fault coverage and defect level after test. However,

the concept of these previous models of the relationship between the

defect level and the yield is equal to Williams and Brown’s model.

2.4. Williams and Brown’s Equation

Let the circuit under test (CUT) have nc possible faults, each having

the same probability of occurrence, p. The yield, Y , is the probability

that the circuit is fault-free, i.e.,

Y = (1− p)nc . (2.4)

The raw defect level of the product coming out of the manufactur-

ing line (without any test) is
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D0 = 1− Y

= 1− (1− p)nc . (2.5)

Assuming that the test process can detect m out of the nc possible

faults, the fault coverage is given by1

F =
m

nc

. (2.6)

A circuit that passes the test is guaranteed to be free of any cov-

ered faults (m in total), but can still possess an uncovered fault that

escaped the test. Since there are nc −m uncovered faults, the defect

level after test is given by

D = 1− (1− p)nc−m, (2.7)

which can be further reduced to

D = 1− [(1− p)nc ](1−
m
nc

)

= 1− Y 1−F . (2.8)

The defect level can be estimated by Eq.(2.8). Notice that this

equation assumes that the test process is fault-free.

1Note: fault detection is independent of fault occurrence.
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Example 2.1. Consider a chip manufacturing line with 90% yield.

The test procedure has 95% coverage of the functional faults. The

test procedure is assumed to be fault-free. Compute the chip defect

level after testing.

Solution. We have the following parameters:

Y = 0.9, F = 0.95.

The defect level is:

D = 1− 0.91−0.95

≈ 5.254× 10−3

≈ 5254ppm.

2.5. Conclusion

This chapter introduces the model of the relationship between the

defect level, the yield and the fault coverage referring the Williams and

Browns’ prior work. The defect level can be estimated by using this

equation. However, this equation and other prior works also assume

that the test process is fault-free, i.e., a circuit being declared by

the test process to be faulty is truly faulty. This is the underlying

assumption of the prior models.



Chapter 3

Defect Level in the Presence

of an Unreliable BIST

3.1. Introduction

Chapter 2 introduces the model of the relationship between the defect

level, the yield and the fault coverage. However, this equation assumes

that the test process is fault-free.

Many chips today have BIST circuitry in them. These BIST cir-

cuits are used to test the chips and perform the screening described

above. Since the BIST hardware is manufactured using the same tech-

nology and process as the functional circuits, it is unrealistic to assume

that it is fault-free. Moreover, chip manufacturers do not insert any

redundancy into their BIST hardware in order to keep the cost down.

As a result, the BIST hardware is not made to be fault-tolerant. It is,

15
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therefore, imperative to allow the BIST hardware be subjected (dur-

ing the analysis) to the same defect density as the functional circuits

themselves. It is the subject of this chapter to investigate the effects

of an unreliable (possibly faulty) BIST environment.

3.2. Unreliable BIST

For the context of this chapter we use the following definition:

Definition. BIST circuitry is said to be unreliable if

Pr{BIST is faulty} > 0.

Consequently, BIST circuitry is considered reliable if

Pr{BIST is faulty} = 0.

Generally speaking, there are two side effects resulting from an

unreliable BIST. One side effect is to cause a good product (i.e., no

functional defects present) be declared faulty, resulting in a yield loss

[5]-[7]. A second side effect which is discussed in this chapter is to

have a bad product be passed as good, increasing the shipped-product

defect level.
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3.3. Enhanced Equation in the Presence

of an Unreliable BIST

3.3.1 Fault Detection Scenarios

The BIST hardware tests the CUT in order to determine whether it is

faulty or fault-free. The BIST hardware is an entity residing on chip

and is separate from the CUT. If the BIST hardware happens to be

fault-free, the outcome of the test will depend on its fault coverage

against functional faults, which the Williams and Brown’s equations

already accounts for.

If the BIST circuitry is faulty, the outcome of the test will also

depend upon the ability of the impaired BIST to detect CUT faults

on one hand, and its ability not to “accuse” a fault-free CUT as being

faulty, on the other. As a result, the test may encounter both fault

escapes [3] and yield loss1 [5]-[7]. Notice that in the Williams and

Brown’s case a yield loss is not possible. Table 3.1 displays all the

possible test outcomes in the presence of an unreliable BIST hardware.

The assumption in Table 3.1 is that BIST faults do not affect the

functional operation of the CUT.

In this section we derive a new set of formulas that cover the case

where there is no knowledge prior to the launch of the CUT test as

to the state of the BIST hardware. This uncertainty as to whether

or not the BIST hardware is faulty or fault-free is likely to cause an

1Note: Yield loss is the probability that a fault-free circuit fails the test.
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Table 3.1. Test outcomes in the presence of an unreliable BIST

Test CUT Fault

CUT BIST Result Condition

Fault-free Fault-free Pass No fault. Case covered by

Williams and Brown.

Faulty Fault-free Pass Fault escapes. Case covered

by Williams and Brown.

Fail Fault detected. Case covered

by Williams and Brown.

Fault-free Faulty Pass No fault.

Fail No fault. Case of yield loss.

Faulty Faulty Pass Fault escapes.

Fail Fault detected.
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increase in the shipped-product defect level. This increment in defect

level is later analyzed based upon this newly derived formulas.

3.3.2 The Enhanced Equations

In the sequel we will refer to the product functional circuits as the

CUT. We use the following parameters in our analysis.

D - Product defect level after test under fault-free BIST hardware

D′ - Product defect level after test under unreliable BIST hardware

F - Fault coverage of the CUT under fault-free BIST hardware

F ′ - Effective fault coverage of the CUT in the presence of an unreli-

able BIST hardware

Y - Product yield

p - Fault occurrence probability in both CUT and BIST hardware

Ac - CUT area

Ab - BIST area

nc - Total number of possible faults in the CUT, nc = GAc, where G

is a constant.

nb - Total number of possible faults in the BIST hardware, nb = GAb,

where G is a constant.

m - Number of CUT faults covered by fault-free BIST hardware
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m′ - Expected number of CUT faults covered by an unreliable BIST

hardware

k - Average number of CUT faults covered by a faulty BIST hardware

α - Ratio between BIST area and CUT area

ρ - Fault coverage alteration factor

The meaning of α and ρ will become evident from the following

analysis.

Notice that we are allowing the test procedure, as conducted by

the faulty BIST hardware, to detect CUT faults. The number of

CUT faults detected by a faulty BIST depends upon the type of fault

actually existing in the BIST hardware. Let kfi
(0 ≤ kfi

≤ nc) be

the number of detected CUT faults in the presence of BIST fault fi

(1 ≤ i ≤ nb). Further denote by k the average number of all such kfi
s.

We proceed to calculate m′, the expected number of CUT faults

covered by the unreliable BIST.

m′ = m× Pr {Fault free BIST}+ k × Pr {Faulty BIST}

Therefore,

m′ = m(1− p)nb + k[1− (1− p)nb ]. (3.1)

The expected CUT fault coverage, as conducted by the BIST cir-

cuitry, is:
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F ′ =
m′

nc

=
m

nc

(1− p)nb +
k

nc

[1− (1− p)nb ]

=
m

nc

{(1− p)nb +
k

m
[1− (1− p)nb ]}

Define:

ρ =
k

m
(3.2)

to be the fault coverage alteration factor. Notice that ρ can be larger

than 1. The reason for this is that it is possible for a BIST fault to

create a situation where every CUT, good or bad, is rejected by the

test. We refer to this case as a catastrophic case. Thus, the largest ρ

may become is nc/m = 1/F . The possible range for ρ is, therefore,

0 ≤ ρ ≤ 1/F . Notice also that the case of ρ > 1 is actually a case

of fault coverage “amplification” rather than a case of fault coverage

reduction.

We can rewrite the expected CUT fault coverage, as exercised by

the unreliable BIST, as:

F ′ = F {(1− p)nb + ρ[1− (1− p)nb ]} . (3.3)

We call this expected CUT fault coverage the effective CUT fault

coverage in the presence of the unreliable BIST.
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Eq.(3.3) can also be written as:

F ′ = F
[
Y

nb
nc + ρ(1− Y

nb
nc )

]
. (3.4)

Denote by

α =
nb

nc

=
GAb

GAc

=
Ab

Ac

(see relationship in list of parameters earlier in this section). The

effective fault coverage, F ′, can now be written as

F ′ = F [Y α + ρ(1− Y α)]. (3.5)

The new formula relating the product defect level to the yield and

the effective fault coverage becomes:

D′ = 1− (1− p)nc−m′

= 1− (1− p)
nc

“
1−m′

nc

”
.

Notice that D′ behaves similar to D (see Eq.(2.7)), with the ex-

ception of the replacement of m by m′. This leads to:

D′ = 1− Y 1−F ′ . (3.6)
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Example 3.1. Consider a chip manufacturing line with 90% yield.

The chips are screened using their BIST circuitry. The BIST circuitry

constitutes 5% of the entire chip area. The BIST procedure has 95%

coverage of the functional faults when assumed to be fault-free, and

only 40% coverage when assumed faulty. Compute the chip defect

level after its BIST screening.

Solution. We have the following parameters:

α =
5

95
=

1

19
= 5.263× 10−2

ρ =
40

95
≈ 0.4211

F ′ = 0.95× [0.95.263×10−2

+ 0.4211× (1− 0.95.263×10−2

)]

≈ 0.9470

D′ ≈ 1− 0.91−0.9470 ≈ 1− 0.90.053 ≈ 5.569× 10−3

≈ 5569ppm

Notice that if we ignore the effects of the BIST, the defect level is:

D = 1− 0.91−0.95 = 1− 0.90.05

≈ 5.254× 10−3

≈ 5254ppm
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Special Cases

It is interesting to take note of the following special cases:

1. If there is no BIST circuitry (α = 0), we have F ′ = F , and

D′ = D. This is the Williams and Brown’s case.

2. If there is no CUT fault coverage alteration by the BIST circuitry

(ρ = 1), we have F ′ = F , and D′ = D. This is, again, the

Williams and Brown’s case.

3. If the BIST procedure has zero coverage against functional faults

while being itself faulty, then ρ = 0. The effective fault coverage,

in this case, reduces to:

F ′ = FY α. (3.7)

4. For the extreme case of ρ = 1/F we get:

F ′ = 1− (1− F )Y α. (3.8)

3.3.3 The Impact of the BIST Impurity

The impact of the BIST impurity on the product defect level can be

best measured by the differential

∆D′ = D′ −D,
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or, even better, by its normalized form,

∆D′/D.

When a product manufacturing process reaches maturity, its yield

is close to 1, and its defect level is close to 0 (Y ≈ 1, D ≈ 0). By

using calculus approximation techniques, and under the restrictions

just described, ∆D′ and ∆D′/D can be approximated as follows.

D′ = 1− Y 1−F ′

= 1− (
Y 1−F

) 1−F ′
1−F

= 1− (1−D)
1−F ′
1−F (3.9)

But since for this case D ≈ 0, Eq.(3.9) can be approximated as:

D′ ≈ 1−
(

1− 1− F ′

1− F
D

)

=
1− F ′

1− F
D. (3.10)

From Eqs.(3.5) and (3.10) we get:

∆D′

D
≈ F − F ′

1− F

=
F (1− ρ)(1− Y α)

1− F
, (3.11)
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and since for Y ≈ 1 we can approximate

1− Y α = 1− [1− (1− Y )]α

≈ α(1− Y ), (3.12)

then, Eq.(3.11), for the case where Y ≈ 1, can be further approximated

as:

∆D′

D
≈ Fα(1− ρ)(1− Y )

1− F
. (3.13)

From Eq.(2.8), and for Y ≈ 1, we get:

D = 1− Y 1−F

= 1− [1− (1− Y )]1−F

≈ (1− Y )(1− F ). (3.14)

From Eqs.(3.13) and (3.14) we get:

∆D′ ≈ Fα(1− ρ)(1− Y )2. (3.15)
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Example 3.2. Consider again the case described in Example 3.1. By

using Eqs. (3.13) and (3.14) we get:

∆D′ ≈ 0.95× 5.263× 10−2 × (1− 0.4211 )× (1− 0.9)2

≈ 289ppm

∆D′

D
≈ 0.95× 5.263× 10−2 × (1− 0.4211 )× (1− 0.9)

1− 0.95

≈ 5.789× 10−2

Compare these to the exact results of 315ppm and 5.995 × 10−2

respectively, derived from Example 3.1.

3.4. Some Typical Behaviors

During the product’s early life its yield is relatively low. This is mostly

due to not quite knowing how to best fine-tune the manufacturing

parameters of an emerging new technology. Typical early life yields

may vary between 40% to 60%, even though lower figures are also

possible. As the manufacturing process matures, the yield figures may

rise to as much as 90%, or even higher. In this section we try to shed

some light on the impact of the BIST unreliability during these two

distinct periods of the product’s life. The parameters chosen in this

study reflect likely operating conditions of an IC manufacturing fab.
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3.4.1 Early Life Impact

In order to study the impact of the BIST circuitry on the product’s

early life defect level after test, we let 0.4 ≤ Y ≤ 0.6. The other

parameter ranges are 0.9 ≤ F ≤ 0.99, 0.4 ≤ ρ ≤ 1.1 and 0.05 ≤ α ≤
0.1. These parameter ranges are used again in the next subsection,

and they reflect practical values for BIST-based IC products.

In Fig.3.1 we show the behavior of F ′/F and ∆D′/D as a function

of Y , while keeping the other parameters fixed at F = 0.9, ρ = 0.4

and α = 0.05. In Fig.3.2 we show the behavior of F ′/F and ∆D′/D as

a function of ρ, while keeping the other parameters fixed at F = 0.9,

Y = 0.4 and α = 0.05. In Fig.3.3 we show the behavior of F ′/F

and ∆D′/D as a function of α, while keeping the other parameters

fixed at F = 0.9, ρ = 0.4 and Y = 0.4. In Fig.3.4 we show the

behavior of F ′/F and ∆D′/D as a function of F , while keeping the

other parameters fixed at Y = 0.4, ρ = 0.4 and α = 0.05.
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Figure 3.1. F ′/F and ∆D′/D as a function of Y (at early life)

Figure 3.2. F ′/F and ∆D′/D as a function of ρ (at early life)
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Figure 3.3. F ′/F and ∆D′/D as a function of α (at early life)

Figure 3.4. F ′/F and ∆D′/D as a function of F (at early life)
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3.4.2 Impact at Maturity

Since at maturity Y ≈ 1, we plot F ′/F and ∆D′/D for the parameter

ranges 0.9 ≤ Y ≤ 0.95, 0.9 ≤ F ≤ 0.99, 0.4 ≤ ρ ≤ 1.1 and 0.05 ≤ α ≤
0.1.

In Fig.3.5 we show the behavior of F ′/F and ∆D′/D as a function

of Y , while keeping the other parameters fixed at F = 0.9, ρ = 0.4

and α = 0.05. In Fig.3.6 we show the behavior of F ′/F and ∆D′/D as

a function of ρ, while keeping the other parameters fixed at F = 0.9,

Y = 0.9 and α = 0.05. In Fig.3.7 we show the behavior of F ′/F

and ∆D′/D as a function of α, while keeping the other parameters

fixed at F = 0.9, ρ = 0.4 and Y = 0.9. In Fig.3.8 we show the

behavior of F ′/F and ∆D′/D as a function of F , while keeping the

other parameters fixed at Y = 0.9, ρ = 0.4 and α = 0.05.

Figure 3.5. F ′/F and ∆D′/D as a function of Y (at maturity stage)
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Figure 3.6. F ′/F and ∆D′/D as a function of ρ (at maturity stage)

Figure 3.7. F ′/F and ∆D′/D as a function of α (at maturity stage)
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Figure 3.8. F ′/F and ∆D′/D as a function of F (at maturity stage)



34 Defect Level in the Presence of an Unreliable BIST

3.4.3 The Impact Trend

At maturity, and for fault coverages under 98%, the impact of the

BIST circuitry unreliability is mostly minor. In this case, the drop in

fault coverage, and the defect level increment, rising from the pres-

ence of an unreliable BIST circuitry, is relatively small (few percent).

During early life, on the other hand, the impact of the BIST circuitry

unreliability is far more significant. Even for fault coverages around,

or under, 98%, the defect level increment can easily exceed 100%.

It is important to note that regardless of which stage in life the

product is in, when F is very close to 1 (say F = 0.99), the ∆D′

differential starts to grow substantially faster (see trend in Figs.3.4 &

3.8). The reason for this phenomenon is that in this range of fault

coverages D is already very small, and the impact of the unreliable

BIST makes D′ so much worse compared to D. Since ∆D′ = D′−D,

this differential worsens when F approaches 0.99 (see Fig.3.9). The

behavior of ∆D′/D is even more pronounced since ∆D′ is increasing

while D is decreasing. In these range of fault coverages, therefore,

there is a very significant departure from the Williams and Browns’

results.
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Figure 3.9. D and ∆D′ as a function of F
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3.5. Conclusion

This chapter extends Williams and Brown’s formula for products with

BIST hardware, where the screening into pass/fail lots is done by

the BIST hardware itself. The BIST hardware is assumed to suffer

from the same defect density as the functional circuits themselves.

The impact of this unreliable BIST is studied in detail. We have

shown that the general form of Williams and Brown’s formula still

holds in this case, provided the CUT’s fault coverage is replaced by

the CUT’s effective fault coverage. If the BIST circuitry does not

possess a catastrophic fault, its impact is to increase the defect level

of the products passing the test procedure. If the BIST does possess

a catastrophic fault, it may decrease the defect level of the products

passing the test procedure. This “artificial” improvement in defect

level comes at the expense of having to reject almost every circuit,

good or bad, subjected to the test. Formulas to assess these impacts

have been derived.

During maturity, and for fault coverages under 98%, the impact of

the BIST circuitry unreliability is minor (about a 5% departure). In

this case the Williams and Brown’s formula constitutes a reasonable

approximation even in the presence of an unreliable BIST. For fault

coverages above 98%, however, the defect level increment can easily

grow by 30-50%. Therefore, the Williams and Brown’s formula no

longer represents the true situation.

During early life, and even for fault coverages below 98%, we see

a considerable departure from the Williams and Brown’s results. The
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departures in defect levels, for example, may be as small as 20% and

as high as 150%. These departures worsen for fault coverages above

98%. Thus, the Williams and Brown’s formula cannot be used for

this stage in the product’s life. It is paramount to use this enhanced

equations instead.





Chapter 4

Effect of BIST Pretest on

Defect Level

4.1. Introduction

The object of this chapter is to analyze the potential benefits of con-

ducting a BIST pretest before launching a functional test of ICs during

post manufacturing screening. In Chapter 3, formulas are derived to

assess the impact of the BIST circuitry on the final integrated circuit

(IC) defect level after test. It was assumed that no measures are taken

to assure that the BIST circuitry is, in fact, working properly before

the initiation of the functional test. The formulas derived in Chap-

ter 3 show a considerable departure from those in [4]. The object of

this Chapter is to analyze the potential benefits of conducting a BIST

pretest before launching a functional test of ICs during post manu-

39



40 Effect of BIST Pretest on Defect Level

facturing screening. As the study shows, in many cases the potential

benefits outweigh any potential risks.

4.2. BIST Pretest

In this chapter we assume that a BIST pretest is first conducted in or-

der to rid of all chips that fail it. Only chips whose BIST circuitry has

passed the pretest are kept, while the rest are discarded. The BIST

pretest, however, is assumed to have only a limited coverage against

its own faults. The reason for this is that only primitive operations,

such as scan and capture, are possible during pretest. A more compre-

hensive BIST pretest will require the use of external test equipment,

which defeats the incentive for BIST altogether. Thus, only a subset

of chips with faulty BIST can be identified and eliminated. Chips

with faulty BIST that escape the pretest are used later on to conduct

the functional test. Generally speaking, therefore, there are two side

effects resulting from this BIST pretest. One side effect is to cause a

good product (i.e., no functional defects present) to be dropped, re-

sulting in a yield loss. A second side effect is to have a bad product be

passed as good by a faulty BIST during the functional test, increasing

the shipped-product defect level.



4.3 Effects of BIST Pretest 41

4.3. Effects of BIST Pretest

4.3.1 Analysis

In this case the BIST circuitry undergoes an operation pretest in order

to discard of any chips with faulty BIST in them. This pretest, how-

ever, is conducted by the BIST circuitry itself, and is far from being

comprehensive. In this primitive test, the LFSRs/MISRs are cycled,

starting with a known seed, to see if they can end up with a correct

signature after a predetermined number of clocks. BIST circuitry that

passes this pretest is by no means guaranteed to be fault-free. BIST

circuitry that passes this test can still possess, for example, intercon-

nect faults between the LFSRs/MISRs and the CUT. This pretest,

therefore, has relatively low fault coverage against its own faults. The

reason why a primitive, rather than a comprehensive, pretest is con-

ducted is that the latter requires the use of external test equipment

that totally defeats the purpose of BIST to begin with.

We use the following notations in the following analysis.

D - Product defect level after test under fault-free BIST hardware

D′ - Product defect level after test under unreliable BIST hardware

and without BIST pretest

D′′ - Product defect level after test under unreliable BIST hardware

and with BIST pretest

F - Fault coverage of the CUT under fault-free BIST hardware
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F ′ - Effective fault coverage of the CUT in the presence of an unreli-

able BIST hardware and without BIST pretest

F ′′ - Effective fault coverage of the CUT in the presence of an unre-

liable BIST hardware and with BIST pretest

Y - Product yield

p - Fault occurrence probability in both CUT and BIST hardware

nc - Total number of possible faults in the CUT

nb - Total number of possible faults in the BIST hardware

m - Number of CUT faults covered by fault-free BIST hardware

mb - The number of BIST circuitry faults covered by the BIST oper-

ation pretest

m′ - Expected number of CUT faults covered by an unreliable BIST

hardware and without BIST pretest

m′′ - Expected number of CUT faults covered by an unreliable BIST

hardware and with BIST pretest

k - Average number of CUT faults covered by a faulty BIST hardware

and without BIST pretest

k∗ - Average number of CUT faults covered by a faulty BIST hardware

and with BIST pretest

α - Ratio between BIST area and the CUT area
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ρ - CUT Fault coverage alteration factor without BIST pretest

ρ′ - CUT Fault coverage alteration factor with BIST pretest

µ - BIST circuitry fault coverage during pretest

λ - Yield coefficient

Let k be the average number of CUT faults detected by a faulty

BIST that did not undergo an operation pretest. Let k∗ be the average

number of CUT faults detected by a faulty BIST that passed the

operation pretest.

The parameter ρ is the CUT fault coverage alteration factor with-

out BIST pretest, and is given by

ρ =
k

m
(0 ≤ ρ ≤ 1/F ).

The parameter ρ′ is the CUT fault coverage alteration factor with

BIST pretest, and is given by,

ρ′ =
k∗

m
(0 ≤ ρ′ ≤ 1/F ).

We proceed to calculate m′′, the expected number of CUT faults

covered by BIST.

Since the BIST circuitry that conducts the CUT test has passed the

operation pretest, it is guaranteed to be free of the mb faults covered

by it. Therefore,
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m′′ = m× Pr {Fault free BIST}+ k∗ × Pr {Faulty BIST} ,

m′′ = m(1− p)nb−mb + k∗[1− (1− p)nb−mb ]. (4.1)

The expected CUT fault coverage, as conducted by the BIST cir-

cuitry, is:

F ′′ =
m′′

nc

=
m

nc

(1− p)nb−mb +
k∗

nc

[1− (1− p)nb−mb ]

=
m

nc

{(1− p)nb−mb +
k∗

m
[1− (1− p)nb−mb ]},

F ′′ = F
[
Y

nb−mb
nc + ρ′(1− Y

nb−mb
nc )

]
. (4.2)

The exponent in Eq.(4.2) can be written as

nb −mb

nc

=
nb

nc

(1− mb

nb

)

= α(1− µ),

where

α =
nb

nc

,
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and

µ =
mb

nb

.

We define

λ = α(1− µ).

We call λ the yield coefficient, 0 ≤ λ ≤ 1. The parameter µ is the

BIST circuitry fault coverage during the pretest.

The effective fault coverage, F ′′, can now be written as

F ′′ = F [Y λ + ρ′(1− Y λ)], (4.3)

and the defect level after the CUT functional test becomes

D′′ = 1− Y 1−F ′′ . (4.4)

Example 4.1. Consider a chip manufacturing line with 90% yield.

The chips are screened using their BIST circuitry. The BIST circuitry

constitutes 5% of the entire chip area. The BIST procedure has 95%

coverage of the functional faults when assumed to be fault-free, and

only 40% coverage when assumed faulty. Let the BIST circuitry un-

dergo a pretest with self-fault coverage of µ = 0.3. All chips failing

the pretest are discarded. The chips passing the pretest are kept and

used to perform the BIST CUT test. Chips that fail the CUT test are

discarded. Compute the defect level of the chips passing both tests.
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Solution. We have the following parameters:

α =
5

95
=

1

19
, µ = 0.3,

λ =
0.7

19
≈ 3.68× 10−2, ρ′ =

40

95
≈ 0.421,

F ′′ = 0.95× [0.93.68×10−2

+ 0.421× (1− 0.93.68×10−2

)]

≈ 0.9479,

D′′ ≈ 1− 0.91−0.9479 ≈ 1− 0.90.0521 ≈ 5.474× 10−3

≈ 5474ppm,

which is 95ppm smaller than the detect level obtained without a

pretest in Chapter 3.

Special Cases

It is interesting to take note of the following special cases:

If there is no BIST circuitry (α = 0), we have F ′′ = F , and

D′′ = D. This is the Williams and Brown’s case. Also, in the case of

an ideal BIST pretest, we have µ = 1. In this case also, the formulas

reduce to the Williams and Brown’s case. The reason for this is that

when µ = 1 the BIST pretest is able to rid of all the chips with faulty

BIST hardware. The CUT, therefore, is tested by a reliable “tester”,
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which was the underlying assumption used by Williams and Brown in

the first place.

If the BIST procedure has zero coverage against functional faults

while being itself faulty, then ρ′ = 0. The effective fault coverage, in

this case, reduces to:

F ′′ = FY λ. (4.5)

Note that the case of µ = 0 is the case of a “pretest with no

coverage against its own faults”. This is, therefore, identical to the

case of CUT screening without a BIST pretest. The formulas in this

case reduce to those derived in Chapter 3.

The Impact of the BIST Impurity

We measure the impact of the BIST impurity on the product defect

level by the differential

∆D′′ = D′′ −D,

or, equivalently, by its normalized form,

∆D′′/D.

When a product manufacturing process reaches maturity, its yield

is close to 1. Furthermore, in most real-life cases F ′′ ≈ F ,λ << 1.
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By using calculus approximation techniques we get two sets of

approximation formulas. The first set:

∆D′′ ≈ Fλ(1− ρ′) ln2 Y, (4.6)

and

∆D′′

D
≈ Fλ(1− ρ′) ln2 Y

(1− F )(1− Y )
. (4.7)

The second set of formulas can be obtained from the first set by

letting ln Y ≈ −(1− Y ):

∆D′′ ≈ Fλ(1− ρ′)(1− Y )2, (4.8)

∆D′′

D
≈ Fλ(1− ρ′)(1− Y )

1− F
. (4.9)

For the catastrophic case (ρ′ = 1/F ), we get from Eqs.(4.8) and

(4.9):

∆D′′ |cat ≈ −λ(1− F )(1− Y )2, (4.10)

∆D′′

D

∣∣∣∣
cat

≈ −λ(1− Y ). (4.11)

4.3.2 Sizing the Effect of the BIST Pretest

It is interesting to assess the influence of the BIST pretest on the

shipped-product defect level. To assess this impact we compute the
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difference in ∆D/D with and without the BIST pretest. This will help

determine if the alteration in product defect level, achieved as a result

of the BIST pretest, is worth the added risk of having to compromise

the loss in product yield.

Let δD be the difference between the two defect level differen-

tials with and without a BIST pretest. Let δD/D denote the differ-

ence between the two normalized differentials (normalized against the

Williams and Brown’s case). We, therefore, have:

δD = ∆D′ −∆D′′.

At maturity, and under relatively high fault coverages, we get:

δD ≈ Fα[µ(1− ρ′) + (ρ′ − ρ)] ln2 Y, (4.12)

and

δD

D
≈ Fα[µ(1− ρ′) + (ρ′ − ρ)] ln2 Y

(1− F )(1− Y )
. (4.13)

We define the differential impact factor as:

ζ =
∆D′

∆D′′ .

At maturity, and under relatively high fault coverages, we get:
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ζ ≈ 1− ρ

(1− µ) (1− ρ′)
. (4.14)

There is no good reason why k∗ should (statistically) be any differ-

ent from k. The reason for this is that the BIST operation pretest will

only guarantee that those who pass it are free of some, but not all, of

the totality of possible faults. The eliminated BIST faults will remove

some faults with detectability larger than k, and some faults with

detectability smaller than k, not affecting (in principle) the average k.

By letting k∗ ≈ k we get ρ′ ≈ ρ. In this case we, therefore, get:

δD ≈ Fαµ(1− ρ) ln2 Y, (4.15)

and

δD

D
≈ Fαµ(1− ρ) ln2 Y

(1− F )(1− Y )
. (4.16)

By letting ln Y ≈ −(1− Y ) in Eq.(4.16) we get:

δD

D
≈ Fαµ(1− ρ)(1− Y )

1− F
, (4.17)

ζ ≈ 1

1− µ
. (4.18)

For the catastrophic case (ρ = 1/F ), we get from Eq.(4.17):

δD

D

∣∣∣∣
cat

≈ −αµ(1− Y ). (4.19)
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Example 4.2. As a continuation of Example 4.1, we use Eqs.(4.15)

and (4.16) to assess the BIST pretest impact on the final product

defect level.

Solution. We have

δD ≈ 0.95× 0.0526× 0.3× (1− 0.421)× ln2 0.9

≈ 96ppm.

Compare this to the 95ppm computed in Example 4.1.

Similarly,

δD

D
≈ δD

(1− 0.95)(1− 0.9)

≈ 0.019,

which is less than 2%.

The differential impact factor in this case is:

ζ ≈ 1

0.7
= 1.4285,

which indicates that the BIST pretest strategy has reduced the defect

level by a factor larger than 1.4.
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4.4. Some Typical Behaviors

During the product’s early life its yield is relatively low. This is mostly

due to not quite knowing how to best fine-tune the manufacturing

parameters of an emerging new technology. Typical early life yields

may vary between 40% to 60%, even though lower figures are also

possible. As the manufacturing process matures, the yield figures

may rise to as much as 90%, or even higher. In this section we try to

shed some light on the impact of the BIST pretest during these two

distinct periods of the product’s life. The parameters chosen in this

study reflect likely operating conditions of an IC manufacturing fab.

In the following study we assume ρ′ ≈ ρ.

4.4.1 Early Life Impact

In order to study the impact of the BIST pretest on the product’s early

life defect level after the CUT test, we let 0.4 ≤ Y ≤ 0.6. The other

parameter ranges are 0.9 ≤ F ≤ 0.99, 0.4 ≤ ρ ≤ 0.6, 0.05 ≤ α ≤ 0.1

and 0.4 ≤ µ ≤ 0.6. These parameter ranges are used again in the

next subsection, and they reflect practical values for BIST-based IC

products.

In Fig.4.1 we show the behavior of F ′′/F and δD/D as a function

of Y , while keeping the other parameters fixed at F = 0.9, ρ = 0.4,

α = 0.05 and µ = 0.5. In Fig.4.2 we show the behavior of F ′′/F and

δD/D as a function of ρ, while keeping the other parameters fixed at

F = 0.9, Y = 0.4, α = 0.05 and µ = 0.5. In Fig.4.3 we show the
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behavior of F ′′/F and δD/D as a function of α, while keeping the

other parameters fixed at F = 0.9, ρ = 0.4, µ = 0.5 and Y = 0.4. In

Fig.4.4 we show the behavior of F ′′/F and δD/D as a function of F ,

while keeping the other parameters fixed at Y = 0.4, ρ = 0.4, α = 0.05

and µ = 0.5. In Fig.4.5 we show the behavior of F ′′/F and δD/D as

a function of µ, while keeping the other parameters fixed at F = 0.9,

Y = 0.4, ρ = 0.4 and α = 0.05.

Figure 4.1. F ′′/F and δD/D as a function of Y (at early life)
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Figure 4.2. F ′′/F and δD/D as a function of ρ (at early life)

Figure 4.3. F ′′/F and δD/D as a function of α (at early life)
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Figure 4.4. F ′′/F and δD/D as a function of F (at early life)

Figure 4.5. F ′′/F and δD/D as a function of µ (at early life)
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4.4.2 Impact at Maturity

Since at maturity Y ≈ 1, we plot F ′′/F and δD/D for the parameter

ranges 0.9 ≤ Y ≤ 0.95, 0.9 ≤ F ≤ 0.99, 0.4 ≤ ρ ≤ 0.6, 0.05 ≤ α ≤ 0.1

and 0.4 ≤ µ ≤ 0.6. In Fig.4.6 we show the behavior of F ′′/F and

δD/D as a function of Y , while keeping the other parameters fixed

at F = 0.9, ρ = 0.4, α = 0.05 and µ = 0.5. In Fig.4.7 we show the

behavior of F ′′/F and δD/D as a function of ρ, while keeping the

other parameters fixed at F = 0.9, Y = 0.9, α = 0.05 and µ = 0.5.

In Fig.4.8 we show the behavior of F ′′/F and δD/D as a function

of α, while keeping the other parameters fixed at F = 0.9, ρ = 0.4,

Y = 0.9 and µ = 0.5. In Fig.4.9 we show the behavior of F ′′/F and

δD/D as a function of F , while keeping the other parameters fixed

at Y = 0.9, ρ = 0.4, α = 0.05 and µ = 0.5. In Fig.4.10 we show

the behavior of F ′′/F and δD/D as a function of µ, while keeping the

other parameters fixed at F = 0.9, Y = 0.9, ρ = 0.4 and α = 0.05.
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Figure 4.6. F ′′/F and δD/D as a function of Y (at maturity stage)

Figure 4.7. F ′′/F and δD/D as a function of ρ (at maturity stage)
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Figure 4.8. F ′′/F and δD/D as a function of α (at maturity stage)

Figure 4.9. F ′′/F and δD/D as a function of F (at maturity stage)



4.4 Some Typical Behaviors 59

Figure 4.10. F ′′/F and δD/D as a function of µ (at maturity stage)
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4.4.3 Comparison of Defect Levels with and with-

out BIST Pretest

In order to see the BIST pretest effect on the product defect level

we let 0.4 ≤ Y ≤ 0.6 for early life analysis and 0.9 ≤ Y ≤ 0.95

for maturity life period. The other parameter ranges are 0.9 ≤ F ≤
0.99,0.4 ≤ ρ ≤ 0.6, 0.05 ≤ α ≤ 0.1 and 0.4 ≤ µ ≤ 0.95.

In Fig.4.11 we show the behavior of ∆D′′/D, ∆D′/D and the dif-

ferential impact factor ,ζ, as a function of Y , while keeping the other

parameters fixed at F = 0.9, ρ = 0.4, α = 0.05 and µ = 0.5. In

Fig.4.12 we show the behavior of ∆D′′/D, ∆D′/D and ζ as a function

of ρ, while keeping the other parameters fixed at F = 0.9, Y = 0.4,

α = 0.05 and µ = 0.5. In Fig.4.13 we show the behavior of ∆D′′/D,

∆D′/D and ζ as a function of α, while keeping the other parameters

fixed at F = 0.9, ρ = 0.4, µ = 0.5 and Y = 0.4. In Fig.4.14 we

show the behavior of ∆D′′/D,∆D′/D and ζ as a function of F , while

keeping the other parameters fixed at Y = 0.4, ρ = 0.4, α = 0.05

and µ = 0.5. In Fig. 4.15 we show the behavior of ∆D′′/D, ∆D′/D

and ζ as a function of µ, while keeping the other parameters fixed at

F = 0.9, Y = 0.4, ρ = 0.4 and α = 0.05.

In Figs.4.16-4.20 we show the corresponding behavior at maturity.

The difference between these figures and Figs.11-15, is that the range

of Y is 0.9 ≤ Y ≤ 0.95 in Fig.16, and Y is fixed at 0.9 in Figs.17-20.
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Figure 4.11. ∆D′′/D,∆D′/D and ζ as a function of Y (at early life)
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Figure 4.12. ∆D′′/D,∆D′/D and ζ as a function of ρ (at early life)
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Figure 4.13. ∆D′′/D,∆D′/D and ζ as a function of α (at early life)
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Figure 4.14. ∆D′′/D,∆D′/D and ζ as a function of F (at early life)
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Figure 4.15. ∆D′′/D,∆D′/D and ζ as a function of µ (at early life)
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Figure 4.16. ∆D′′/D,∆D′/D and ζ as a function of Y (at maturity

stage)
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Figure 4.17. ∆D′′/D,∆D′/D and ζ as a function of ρ (at maturity

stage)
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Figure 4.18. ∆D′′/D,∆D′/D and ζ as a function of α (at maturity

stage)
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Figure 4.19. ∆D′′/D,∆D′/D and ζ as a function F (at maturity stage)
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Figure 4.20. ∆D′′/D,∆D′/D and ζ as a function of µ (at maturity

stage)
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4.4.4 The Case ρ′ 6= ρ

In sections 4.4.1-4.4.3, we assumed that ρ′ ≈ ρ. In this section we

investigate the behavior when ρ′ 6= ρ.

In the following graphs we let Y = 0.4 during early life and Y = 0.9

during maturity stage. The other parameters are fixed at F = 0.9,

ρ = 0.5, α = 0.05 and µ = 0.5. The parameter ρ′ is chosen to cover

the range 0.4 ≤ ρ′ ≤ 0.6. In Figs.4.21-4.22 we show the behavior of

∆D′′/D, ∆D′/D and ζ as a function of ρ′ during early life and at

maturity, respectively.

Figure 4.21. ∆D′′/D,∆D′/D and ζ as a function of ρ′(at early life)
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Figure 4.22. ∆D′′/D,∆D′/D and ζ as a function of ρ′ (at maturity

stage)

4.4.5 The Impact Trend

As was mentioned earlier, by discarding of chips that fail the pretest

we are risking loosing products that would otherwise be functional.

This will, undoubtedly, increase the yield loss. Given the fact that the

pretest will not rid of all chips with faulty BIST circuitry, some people

may argue that this pretest is not worth the risk of loosing yield.

As seen in the previous subsection, unless the CUT fault coverage

is in the high 90 percent, the pretest won’t buy you much quality

improvement during maturity. For CUT fault coverages below 98%

the impact of the pretest on the product defect level is quite minor
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(around 2%). This quality improvement grows substantially when the

CUT fault coverage exceeds 98%, and can be as high as 20-30%.

During early life the BIST pretest has a greater effect on the prod-

uct defect level. Even for CUT fault coverages around 90%, the BIST

pretest can decrease the product defect level by as much as 10%. This

quality improvement grows to 80% for fault coverages around 98%.

The differential impact factor highly depends upon the BIST cir-

cuitry self-fault-coverage during pretest. We have shown that even

when this BIST self-fault-coverage is relatively low, the BIST pretest

strategy may reduce the defect level by a factor of 2. For cases where

the BIST circuitry fault coverage during pretest are closer to 90%, the

differential impact factor is around 10, i.e., the BIST pretest strategy

has managed to reduce the overall defect level by a factor of about

10. The differential impact factor also depends upon the CUT fault

coverage alteration factors, ρ′ and ρ. We assumed that ρ′ ≈ ρ in the

analysis of Sections 4.2 and 4.3. However, Figs.4.21 and 4.22 show

that even when ρ′and ρ differ by about 10%, the BIST pretest is still

efficient.

4.5. Conclusion

In this chapter it is assumed that the BIST circuitry is pretested before

launching the CUT functional test. The intent of the BIST pretest is

to rid of all chips that fail it, and, therefore, avoid a situation where

a faulty BIST has to determine whether or not the functional circuits
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operate correctly. By discarding of chips that fail the pretest we are

risking loosing chips that would otherwise be functional. This will,

undoubtedly, increase the yield loss. Given the fact that the pretest

will not rid of all chips with faulty BIST circuitry, some people may

argue that this pretest is not worth the risk of loosing yield. This

chapter provides some insight as to when this BIST pretest maybe

worthwhile.

We show that the BIST pretest has an effect of reducing the

product defect level of chips passing the CUT BIST. The question

is whether or not the improvement in the shipped-product defect level

is worth loosing functional chips as well.

This analysis indicates that for products with CUT fault coverages

exceeding 98%, it makes sense to do the BIST pretest. The BIST

pretest has the effect of reducing the product defect level by at least

80% during early life, and by as much as 10% during maturity.

During early life, and even for fault coverages below 98%, the BIST

pretest offers a non-negligible improvent in product quality. Since this

improvent can be as small as 20-30%, and as high as 100%, BIST

pretest is worthwhile performing.



Chapter 5

The Problem of Fault

Diagnosis in At-speed BIST

Environment

5.1. Introduction

Built-in self-test (BIST) has become the major test technique for to-

day’s large scale and high speed system-on-chip (SoC) designs. Pseudo-

random BIST designs are the most widely used due to their relative

simplicity and low cost [3]. Since BIST compacts test responses, BIST

requires only small tester memory and it can perform at-speed test

even if the test frequency is much higher than the tester frequency

limitation. On the other hand, BIST causes problems in diagnosis

due to its compacted responses. Indeed, pass/fail information ob-

75
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tained form BIST response analyzer is insufficient for diagnosis. This

chapter provides practical formulations of the problem of identifying

all error occurrences and all failed scan cells in at-speed scan based

BIST environment.

5.2. Error Information for Diagnosis

The most of fault diagnosis algorithms use the error information. Two

kinds of information are required to identify a fault in the CUT. These

are :

1) the time information (i.e., the input pattern(s) which

causes errors) ,

2) the space information (i.e., scan cells where errors occur

for scan based BIST architecture [3]).

Using time information, fault diagnosis can be performed for a

given fault model by methods using dictionary or fault simulation

[35]. Using space information, diagnosis can be performed by cone of

logic methods [36]. High resolution diagnostic for a given fault model

can be achieved by diagnosis techniques combining space information

with time information [37][38].

For scan-based BIST architecture, finding the time when errors

occur as the scan chains are unloaded gives both time (failing input

pattern) and space (position of erroneous scan cells within the scan

chain) information.
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5.3. Previous Works

A number of methods to identify space information have been pro-

posed, especially for scan-based BIST architecture [39]-[43], however,

only a few practical techniques have been developed to identify time

information.

Some of the existing techniques are based on signature analysis

using cycling register [44][45] and error correcting codes [46]. These

methods compact the complete test response into one signature and

can identify certain errors from the signature. Since they observe sig-

nature only once, they are suitable even if the circuit frequency is much

higher than the tester frequency. However, for large number of error

bits, say r errors, they need as many as r-LFSRs or signature regis-

ters and may have over 40% diagnostic aliasing if the actual number

of errors is higher than r [46]. Thus, they either have poor diagnostic

resolution or require impractically high hardware overhead to achieve

maximum diagnosis resolution. An alternative approach trades off

overhead for time by repeating the test sequence and compacting it

at each iteration into a different signature [47]. Thus, instead of using

r-LFSRs, the test sequence is repeated r times using programmable

LFSR to identify r errors. Since it is mathematically equivalent to

[46], diagnostic aliasing is same as using r-LFSRs. Thus, identifying

all the errors requires repeating the test sequence an impractically

large number of times.

Techniques that use two phases for diagnosis have also been pro-

posed [48]-[50]. During the first phase, intermediate signature is checked
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a few times during test in order to narrow down the failing candidates

within some windows of fixed or variable size. The failing patterns are

then identified inside the windows by applying the corresponding pat-

terns one at a time [48]. These methods use small hardware overhead

or test application time. However, they don’t propose a mechanism

to observe the at-speed behavior inside of failing windows. Enhance-

ment of these methods has also been studied using multiple signature

analyzers [50], but they do not achieve maximum diagnosis resolution.

A commonly used diagnosis technique requires and collects the fail-

ing space and time information, without compacting responses, during

the diagnosis phase [51]. However, this method requires the circuit to

operate at the tester frequency during test. Therefore, the faults that

affect only at-speed operation may not be diagnosable.

5.4. Problem Formulation

In this section, we formulate the problem of identifying failing response

time.

We first identify some characteristics of the diagnosis process and

production testing process. Diagnosis can be performed for devices

that didn’t pass the production test or devices that passed the pro-

duction test and were found to be faulty in the field. In each case,

testing during diagnosis should be performed at the speed that re-

sulted in the failure of the device.

Another characteristic is that the test application time is not the
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first priority for diagnosis. Rather, the quality of diagnosis is far more

important than the test application time.

The first formulation concerns the complete diagnosis of a scan

based BIST circuit. In this formulation, the BIST is constrained to

operate at-speed during diagnosis.

In the at-speed BIST environment,

1. the CUT operates at frequency fc , and

2. the tester has a frequency limitation and can not operate at a

frequency higher than ft max, such that ft max < fc.

are assumed. The problem is to locate the errors that occur when

applying the test set to the circuit at frequency fc.

There are two priorities of objectives.

1. Maximizing resolution in error location (i.e., identify every error

occurrence at frequency fc) is the first priority, while

2. minimizing test application time is the second priority.

There are two constraints:

1. The CUT should be tested exactly at frequency fc, and

2. the tester frequency for observation can be no more than ft max.

In the second formulation, it is assumed that the actual faults may

not depend so much on the frequency at which the fault was originally

detected. Thus it may be possible to test the circuit at a frequency

lower than fc max , however,
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1. the CUT should operate higher than at frequency fc min to ensure

detecting faults, and,

2. the tester can not operate at a frequency higher than ft max, such

that ft max < fc min.

are assumed.

As before, there are two priorities of objectives.

1. Maximizing resolution in error location is the first priority, while

2. minimizing the test application time is the second priority.

Again, there are two constraints:

1. the CUT test frequency (fc) should range between fc min and

fc max (fc min ≤ fc ≤ fc max), and

2. the tester frequency for observation must not exceed ft max.

Note that when fc min = fc max, this problem reduces to the first

problem formulation.

Note also that the goal of the above methods is to achieve the

maximum resolution under the given constraints without increasing

tester memory and with little or no hardware overhead.

Previous works identified in Section 5.3 do not solve these prob-

lems. Some of the techniques do not satisfy the conditions imposed

on the tester speed, ft max < fc [51], while others do not achieve max-

imum resolution [45][48]-[50]. Also, most of the known techniques

require substantial hardware overhead [46] or test application time

[47].
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5.5. Conclusion

This chapter provides practical formulations of the problem of identify-

ing all error occurrences and all failed scan cells in at-speed scan based

BIST environment. In the first formulation, the BIST is constrained

to operate at-speed during diagnosis. In the second formulation, it is

assumed that the actual faults may not depend so much on the fre-

quency at which the fault was originally detected. Previous works are

discussed in this chapter and it concluded that they do not solve the

problems.





Chapter 6

Error Identification Method

for Maximum Diagnostic

Resolution

6.1. Introduction

During debug phase of VLSI devices, the identification of errors in

the test response is challenged by the limited bandwidth available for

observation by the tester. This chapter investigates the problem how a

relatively slow tester can observe the at-speed behavior of fast circuits

which is formulated in Chapter 5. A method to solve the problem with

no extra hardware is proposed. Every error can be identified even if

the circuit test frequency is faster than the tester frequency.
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6.2. Observing Responses

As shown in [51], we can identify all failing responses by observing

responses of CUT if CUT test frequency is slower than the tester

frequency limitation. However, if CUT test frequency is higher than

tester frequency limitation, a tester will not be able to observe every

response. Figs 6.1-6.3 show an example. When the CUT clock period

is 2ns and the tester observing period is 6ns, a tester can observe only

1/3 of the responses. Thus, it will fail to identify failing responses.

If the test sequence is 128 cycles long, as shown in Fig 6.4, every

cycle can be observed by repeating the test sequence three times (i.e.,

applying 384 clocks). During the first sequence, the tester observes

response bit 0,3,..,126. Then bits 1,4,7,. . . ,127 are observed during

second sequence and bits 2,5,. . . ,128 during the third sequence. How-

ever, it may not be able to observe all bits in all cases. For example

if the length of the test sequence is 129, or if the tester observes with

a period of 8ns, the tester can not observe every response by simply

repeating the sequence. In the next section, we derive conditions for

observing every response bit and describe a method to identify every

error occurrence for the above architecture.
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Figure 6.1. Response observation by low speed tester

Figure 6.2. CUT and observe intervals

Time 0 1 2 3 4 5 6 7 . . . 124 125 126 127

Output OK OK ERR OK OK OK OK ERR . . . OK OK OK OK

observe No. 0 - - 1 - - 2 - . . . - - 42 -

Figure 6.3. Responses and observed results
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Absolute

time

(relative

time)

0 1 2 3 4 5 6 7 . . . 124 125 126 127

Output OK OK ERR OK OK OK OK ERR . . . OK OK OK OK

Observe No. 0 - - 1 - - 2 - . . . - - 42 -

128

(0)

129

(1)

130

(2)

131

(3)

132

(4)

133

(5)

134

(6)

135

(7)

. . . 252

(124)

253

(125)

254

(126)

255

(127)

OK OK ERR OK OK OK OK ERR . . . OK OK OK OK

- 43 - - 44 - - 45 . . . 84 - - 85

256

(0)

257

(1)

258

(2)

259

(3)

260

(4)

261

(5)

262

(6)

263

(7)

. . . 380

(124)

381

(125)

382

(126)

383

(127)

OK OK ERR OK OK OK OK ERR . . . OK OK OK OK

- - 86 - - 87 - - . . . - 127 - -

Figure 6.4. Successful observation
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6.3. Problem of Observing Every Response

In this chapter, we use the following terms.

Absolute time - The number of a test clock cycle starting from the

beginning of the first test iteration.

Relative time - The number of a test clock cycle starting from the

beginning of the current test iteration.

We use the following notation.

N - Length of the test sequence.

P - Period of the tester relative to the CUT test clock period. We

assume that P is an integer and that 1 < P < N .

Rmin - Minimum number of test iterations to observe every response.

M(i) - Relative time at (i + 1)th observation. The range of M(i) is

0 ≤ M(i) < N .

Using the above notation, the method for observing every response

can be described as follows.

Observation method : Apply the test sequence of length N Rmin

times, while observing its response at every time period P .

Our goal is to use the above method to observe all the responses

to identify every error occurrence. This maximum resolution of obser-

vation is defined as follows.
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Definition. The response at relative time t (0 ≤ t ≤ N − 1) can be

observed provided that the equation

t = M(x) (6.1)

has a solution x. The maximum resolution can be achieved when all

the responses are observed.

6.4. Conditions to Achieve Maximum Res-

olution

In this section, we derive the relationship between P and N to achieve

maximum resolution of observation.

Lemma 6.1. The response at the relative time 1 is observable if and

only if P and N are co-prime (i.e., gcd(N,P ) = 1).

Proof. M(i) can be expressed as:

M(i) = iP mod N (6.2)

or,

M(i) = iP − kN (6.3)

if the relative time M(i) is observed during the (k+1)th test iteration.
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When the response at relative time 1 is observable, the following

equation has a solution.

M(i) = 1 (6.4)

or,

iP − kN = 1. (6.5)

Eq.(6.5) has a solution (i,k) if and only if P and N are co-prime.

Let us assume that the maximum resolution is achieved. Then the

response at the relative time 1 is observable. Therefore, Lemma 1

shows that

gcd(N, P ) = 1

is necessary to achieve maximum resolution. Next, we show that it is

also sufficient.

Lemma 6.2. If gcd(N,P ) = 1 and the number of test iterations is no

more than P , then the equation

M(i) = t (6.6)

cannot have more than one solution.
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Proof. If Eq.(6.6) has two solutions i1, i2, then M(i) can be expressed

in two ways by Eq.(6.5):

M(i) = i1P − k1N = i2P − k2N,

(i1 − i2)P = (k1 − k2)N. (6.7)

Since the number of iterations is smaller than P , we have 0 ≤
|k1 − k2| < P . Furthermore P divides k1−k2 since P divides (k1−k2)N

(from Eq.(6.7)) and gcd(P,N) = 1. Therefore, k1 = k2 and i1 = i2 is

deduced. Thus, Eq.(6.6) cannot have more than one solution.

Theorem 6.1. The maximum resolution is achieved if and only if

gcd(N, P ) = 1 and the number of test iterations is P .

Proof. We assume gcd(N, P ) = 1. The number of observations in P

test iterations is PN/P ,i.e., N . Since M(i) for every 0 ≤ i < N are

different by lemma 2, the set

{M(i) : 0 ≤ i < N}

has to be

{0, 1, 2, . . ., N − 1},

i.e., the observing resolution is maximum.

Therefore, gcd(N,P ) = 1 is a necessary and sufficient condition to

achieve the maximum resolution in P iterations.
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Example 6.1. Let the length of a test sequence be 232 clocks, the

CUT test frequency be 500MHz, and the tester frequency be 100MHz.

In this case the tester observing period is

P =
500

100
= 5,

which is co-prime with 232, therefore the maximum resolution of ob-

servation is achieved.

Example 6.2. Let the length of a test sequence be 210 clocks, the

CUT test frequency be 600MHz, and the tester frequency be 100MHz.

In this case the tester observing period is

P =
600

100
= 6,

which is not co-prime with 210, therefore the maximum resolution of

observation is not achieved.

6.5. Adjusting N or P to Achieve Maxi-

mum Resolution

In Section 6.4, we showed that the maximum resolution of observation

is always achieved if N and P are co-prime. However, in general, N

and P may not be co-prime. In such cases, the maximum resolution
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of observation can be achieved by adjusting N or P . For the prob-

lem formulation described in Chapter 5, the following two possibilities

exist:

• Increasing the length of test sequence N by inserting additional

tests or dummy clock cycles.

• Slowing down the tester by increasing tester observation period

P .

The adjustment of N and/or P is chosen to minimize the test

application time. Let N ′ = N + i be the adjusted length of the test

sequence and P ′ = P + j be the adjusted tester observing period. The

test application time is:

TAT =
N ′P ′

fc

=
1

fc

(NP + iP + jN + ij). (6.8)

The problem is to find a pair (i,j) that minimizes iP + jN + ij,

with N + i and P + j co-prime.

Theorem 6.2. If N ≥ P (P − 1), the solution (i, j) that minimizes

Eq.(6.8) with N + i and P + j co-prime is such that j = 0.

Proof. Since gcd(αP + 1, P ) = 1 for any integer α ≥ 0, there exists a

co-prime of P in any consecutive P integers. Therefore, the range of

i in Eq.(6.8) is 0 ≤ i < P . Similarly, the range of j is 0 ≤ j < N .

First we consider the case where j = 0. The worst case of minimum

iP + jN + ij is the case where i = P − 1, therefore:
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iP + jN + ij = (P − 1)P. (6.9)

Next, we consider the case when j 6= 0. The best case of minimum

iP + jN + ij is the case where i = 0, therefore:

iP + jN + ij = jN ≥ N. (6.10)

If N > P (P − 1), Eq.(6.10) is always larger than Eq.(6.9). There-

fore, j = 0 is the solution that minimizes Eq.(6.8).

A typical tester can operate at about 50MHz and the CUT test

frequency in modern DSM circuits in increasing to as high as 5GHz.

Thus, we can assume P < 100. On the other hand, typical N can be

of the order of several million, making N > P (P − 1) . Therefore,

in most practical cases it is sufficient to adjust only N by inserting

dummy clocks since in such cases j = 0 provides the optimal solution.

6.6. Procedure for Identifying Every Er-

ror Occurrence

6.6.1 Procedure for the First Problem Formula-

tion

Summarizing Section 6.2-6.5, the procedure for identifying every error

occurrence at test frequency fc is as follows. This procedure solves
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the first formulated problem in Chapter 5.

Given condition

Test frequency of CUT : fc

Tester frequency limitation: ft max (ft max < fc)

Initial test length: N

Step 1. Set observing time period P as

P =

⌊
fc

ft max

⌋
.

Adjust test length by adding minimum α dummy clocks (i.e.,

N ′ = N + α) such that N ′ is co-prime with P .

Step 2. Apply P · N ′ clocks to CUT, observing responses every P

test cycle.

Step 3. If an error is detected at the (i + 1)th observation, then rel-

ative time of error occurrence e is:

e = iP mod N.

This procedure solves the first formulated problem in Chapter 5

since it works even when ft max < fc and always achieve maximum

resolution (i.e., identify every error occurrence at frequency fc) by

minimum test iterations (i.e., test application time) with no extra

hardware under the constraints that the CUT should be tested at

frequency fc and the tester frequency for observation is no more than

ft max.
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6.6.2 Extending the Procedure for the Second Prob-

lem Formulation

In Chapter 5, we defined a second problem formulation. It relaxes

the constraints of CUT clock frequency fc to be allowed in the range

fc min ≤ fc ≤ fc max, whereas the first formulation only allows fc min =

fc = fc max. Note that the test application time is constant, regardless

of the CUT clock frequency fc because it is dictated by the tester

frequency as shown below.

To minimize test application time, CUT clock frequency fc is se-

lected from the range

fc min ≤ fc ≤ fc max

with

P =

⌊
fc

ft max

⌋

and N co-prime. If there is no such P co-prime with N , we select fc

such that P is co-prime with N + 1, and so on. The procedure for

identifying every error occurrence for second formulation is as follows.

Given condition

Maximum test frequency of CUT : fc max

Minimum test frequency of CUT: fc min (fc min ≤ fc max)

Tester frequency limitation: ft max (ft max < fc min)

Initial test length: N
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Step 1. Set the maximum observing time period Pmax and the mini-

mum observing time Pmin as

Pmax =

⌊
fc max

ft max

⌋
,

Pmin =

⌊
fc min

ft max

⌋
.

Select P from the range Pmin ≤ P ≤ Pmax, and N ′ = N + α

where α is minimum with P and N ′ co-prime .

Step 2. Apply P · N ′ clocks to CUT, observing responses every P

test cycles.

Step 3. If an error is detected at the (i + 1)th observation, then rel-

ative time of error occurrence e is:

e = iP mod N.

Notice that the second problem formulation defined in Chapter 5 is

an extension of the first problem formulation, and the above procedure

is also an extension of the procedure proposed in Section 6.6.1. When

fc min = fc max,

then

P = Pmin = Pmax,

thus this procedure reduces to the procedure proposed in Section 6.6.1.

Therefore, the procedure proposed in this section solves the problem

both for the fist and the second formulated problem in Chapter 5.
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6.7. Conclusion

In this chapter, a method of identifying all erroneous responses of

CUT is shown. This approach is efficient even if the CUT test clock

frequency is much higher than the tester frequency. Tester can observe

every response in the limited number of test iterations determined by

the ratio of CUT clock frequency and the tester frequency. Therefore,

the proposed approach solves the problem formulated in Chapter 5

without extra hardware.





Chapter 7

Diagnosable At-speed BIST

7.1. Introduction

This chapter presents the approach which can be used to identify all

error occurrences and all failed scan cells in at-speed scan based BIST

environment. In a first place presents a practical implementation of

the procedure proposed in Chapter 6 for at-speed scan based BIST

environment. Then, we modify the scheme to reduce test application

time by using signature analysis.

99
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7.2. BIST Architecture for Maximum Di-

agnostic Resolution

Fig 7.1 shows a BIST architecture with single output and the logic

required for the procedure proposed in Chapter 6. The BIST archi-

tecture of Fig 7.1 is based on the scan-based BIST which is one of the

most commonly used architectures. The BIST pattern generator (PG)

provides scan inputs, and the signature analyzers (SAs) compact its

responses. MISRs are used as signature analyzers during testing, and

during diagnosis, a masking circuit allows only one scan chain to feed

a SA which is selected by input “mask select”. As shown in Fig 7.1,

scan outs are connected to an output port via a multiplexer during

diagnosis as in the non-compaction based approach [51]. A Register,

FF, is inserted at the multiplexer output to synchronize the scan chain

with the tester since the CUT test frequency may be higher than the

tester frequency. The FF samples the signal produced by the scan

chain and holds the value during one tester period.

Erroneous scan chains can be identified using masking circuit. In

Fig 7.1 for example, by masking scan chains 2 and 4, the two SAs

compact only scan chains 1 and 3. Similarly, by masking scan chains

1 and 3, the two SAs compact only scan chains 2 and 4 respectively.

Erroneous scan chains can be identified by applying

k =

⌈
No. of scan chains

No. of SAs

⌉

iterations of BIST patterns. After erroneous scan chains are identified,
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Figure 7.1. Diagnosable BIST
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failing responses are identified by observing each erroneous scan chain

one at a time using the procedure proposed in Chapter 6.

Any error can be completely identified without aliasing and with

negligible hardware for diagnosis by using the method proposed in this

section. However, this method always requires a number of iterations

of BIST sequences that equals the ratio of circuit frequency over tester

frequency as shown in Chapter 6. In the next section, this scheme is

modified to reduce the test application time.

7.3. Using Signature Analyzer to Reduce

the Test Application Time

The approach introduced in Chapter 6 solves the problems defined

in Chapter 5. It has been shown that we have to repeat the BIST

sequence at least P times to identify every error occurrence where P

is the ratio between the CUT test frequency and the tester frequency.

The approach introduced in Chapter 6 does not use any existing

signature analyzers in BIST environment to identify failing responses.

There is a way to reduce the number of BIST iterations if we re-

use signature analyzers as error detectors albeit at the expense of

possibility of aliasing during diagnosis.

Fig 7.2 shows a diagnosable BIST structure with the error detec-

tors. While the tester observes the response of the first iteration of

the BIST sequence, signature analyzers compact the responses which

are to be observed by the tester in the second and the third BIST
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Figure 7.2. Diagnosis with error detector SAs

iterations. A counter is used to select responses for the signature

analyzers.

If a signature is not erroneous, we can skip the corresponding it-

eration. For example, if the first signature analyzer detects no error

and the second signature analyzer detects an error, tester skips the

second iteration and observes the third iteration. Note that skipping

iterations can be done without extra hardware by adjusting N as ex-

plained in Chapter 6. Also, during the third iteration the signature

analyzers compact the responses which are to be observed by the tester

in the 4th and 5th iterations, and so on. The hardware overhead of

the scheme consists of signature analyzers and counters. It is obvious

that if we use more signature analyzers as error detectors, fewer iter-
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ations may be required, albeit at the expense of increasing the hard-

ware overhead. Note also that extra signature analyzers slow down

each iteration since each signature needs to be scanned out serially for

comparison on tester. Nevertheless, such slow down is marginal since

signatures are typically less than hundred bit long while the BIST

signature consists of million of cycles. The optimal number of signa-

ture analyzers depends on the probability of error occurrence which is

shown later.

7.4. Procedure for Identifying Errors Us-

ing the Diagnosable BIST

The procedure for identifying every error occurrence using the method

proposed in Chapter 6 with the enhanced diagnosis scheme proposed in

Section 7.2-7.3 is as follows. This procedure solves the second formu-

lated problem defined in Chapter 5 as well as first formulated problem

also when fc min = fc max.

Given condition

Maximum test frequency of CUT : fc max

Minimum test frequency of CUT: fc min (fc min ≤ fc max)

Tester frequency limitation: ft max (ft max < fc min)

Initial test length: N

Scan cells in a chain: L
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Number of the scan chains: nchain

Number of the signature analyzers: nSA

Step 1. Identify erroneous scan chain

Configure the BIST as shown in Fig 7.1 and do following steps.

Step 1.1. Select untested scan chain for each SAs.

Step 1.2. Apply BIST sequence and identify erroneous SA, i.e,

erroneous scan chain.

Step 1.3. Repeat Step 1.1-1.2 until all scan chains are tested.

The number of iterations is

⌈
nchain

nSA

⌉
.

Step 2. Applying BIST to identify erroneous scan cell and

pattern

Connect the signature analyzer as shown in Fig 7.2 and do fol-

lowing steps.

Step 2.1. Set the maximum observing time period Pmax and

the minimum observing time Pmin as

Pmax =

⌊
fc min

ft max

⌋
,

Pmin =

⌊
fc max

ft max

⌋
.
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Select P from the range

Pmin ≤ P ≤ Pmax

and,

N ′ = N + α

where α is minimum with P and N ’ co-prime . Reset the

BIST iteration counter as r = 0 and tester observation

counter i = 0.

Step 2.2. Apply N ′ clocks to CUT, observing a scan output

every P test cycles by the tester, while the nSA signature

analyzers compacts the scan output which will be observed

by tester in:

r + 1, r + 2, . . ., r + nSA

BIST iteration, respectively. The counter i is incremented

by each tester observation.

Step 2.3. Observe the each result of the signature analyzers by

the tester. Set the next BIST iteration counter rnext as:

1. if no signature analyzers detect errors then, set

rnext = r + nSA + 1,

2. else, the each signature analyzer which results erro-

neous corresponds to a BIST iteration number. Let
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jmin is the minimum BIST iteration number which cor-

responding signature analyzer results erroneous, set

rnext = jmin.

Step 2.4. Select

N ′ = N + α + β

where β is

β = (rnext − r − 1)(N + α) mod P.

Set r = rnext and tester observation counter i to :

i = i +

⌊
(rnext − r − 1)(N + α)

P

⌋
.

Repeat Step2.2-Step2.4 while r ≤ P .

Step 3. Identify erroneous scan cell and pattern

If an error is detected at the (i+1)th observation by tester, then:

Relative time of error occurrence e is: e = iP mod N ′

Failing scan pattern =

⌊
e

L + 1

⌋

Erroneous scan cell = e mod (L + 1)

Note that the scan chain length is incremented by one to identify

the failing scan pattern and erroneous scan cell in order to account for

the capture cycle between successive scans.
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7.5. Effect of the Error Detector on Re-

ducing Test Application Time

In the procedure proposed in Section 7.4, the most time consuming

process is Step2 since the BIST sequence should be repeated at most P

times for each erroneous scan chains which is identified in Step1. The

test application time of Step2 ,i.e., the number of BIST iterations, can

be reduced using signature analyzers; however, it may depend on the

number of erroneous responses and the number of signature analyzers.

In this section, the effect of reducing test application time by signature

analyzers is discussed using the analytical expression.

7.5.1 Analytical Expression

At the procedure Step2.2, each signature analyzer compacts a sequence

of length bN ′/P c. Now, making conventional assumptions about the

occurrence of errors [52], the probability that a signature analyzer

detects no errors is the probability that all bN ′/P c bit responses are

not erroneous.

Therefore,

Pr{no error} = (1− Pr{1 bit error})
j

N′
P

k
, (7.1)

where Pr{1 bit error} is the probability that 1 bit response is erro-

neous.
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A BIST iteration can be skipped only when it has already been

checked by a signature analyzer and resulted into no error.

Therefore, if we use nSA signature analyzers as error detectors, the

probability that a BIST iteration is skipped is:

Pr{1 skip} = Pr{checked by SA} · Pr{no error}, (7.2)

where

Pr{checked by SA} = 1− Pr{1 skip}nSA ,

since the BIST iteration cannot be checked by a signature analyzer if

all nSA iterations preceding it have been skipped.

Therefore,Pr{1 skip} = x, is obtained by finding a root of the

following equation:

Pr{no error}xnSA + x− Pr{no error} = 0. (7.3)

The probability of skipping m (m ≤ nSA) BIST iterations can be

expressed by binominal distribution.

Pr{mskip} =

(
P

m

)
(Pr{1 skip})m(1− Pr{1 skip})P−m. (7.4)

Therefore, the expected number of BIST iterations to be skipped

is:

E(skip) =
P∑

m=1

m · Pr{mskip}

= P · Pr{1 skip}. (7.5)
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We may have to add some dummy clocks to adjust N for some

BIST iterations. However, this impacts the test application time only

marginally.

Therefore, N ′ ≈ N and the expected test application time is:

TAT ≈ N(P − E(skip))

fc

≈ 1

ft

N(1− Pr{1skip}). (7.6)

7.5.2 Effect of the Error Detector

In order to see the effect of the error detectors, we plot the reduction

ratio E(skip)/P for the following different parameters, 1 ≤ nSA ≤ 10,

103 ≤ N ≤ 5 × 106, 10−4 ≤ Pr{1bit error} ≤ 10−3 and 1 ≤ P ≤ 100.

In Fig 7.3 we show the iteration reduction rate as a function of P ,

while keeping the other parameters fixed at Pr{1bit error} = 10−4,

nSA = 5 and N = 220 − 1. In Fig 7.4 we show the iteration reduction

rate as a function of nSA, while keeping the other parameters fixed

at Pr{1bit error} = 10−4, P = 64 and N = 220 − 1. In Fig 7.5 we

show the iteration reduction rate as a function of N , while keeping

the other parameters fixed at Pr{1bit error} = 10−4, nSA = 5 and

P = 64. In Fig 7.6 we show the iteration reduction rate as a function

of Pr{1bit error}, while keeping the other parameters fixed at nSA = 5,

N = 220 − 1 and P = 64.

The number of iterations P increases as the CUT clock frequency

becomes higher relative to the tester frequency. Fig 7.3 shows that



7.5 Effect of the Error Detector on Reducing Test Application Time 111

the error detector reduces the number of iterations as linearly pro-

portional to P , and the reduction is over 10% for 50 iterations. Fig

7.4 shows that two to three signature analyzers are sufficient as error

detectors. The reduction rate is almost constant for more than 3 sig-

nature analyzers. Fig 7.5 and Fig 7.6 show that the error detectors

are no more effective when the length of the BIST sequence is very

long or the error probability of 1 bit error is high. However, these con-

ditions merely occur in practice under scan based BIST architecture.

In general, length of the BIST sequence is not very long since typical

scan based BIST architectures use shorter length multiple scan chains

[3]. Also, the probability of 1 bit error is known to be very low for the

scan based BIST design since scan registers split CUT into smaller

independent combinational components and an error is propagated to

a very limited number of scan registers.
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Figure 7.3. Iteration reduction rate as a function of P

Figure 7.4. Iteration reduction rate as a function of number of SAs
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Figure 7.5. Iteration reduction rate as a function of N
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Figure 7.6. Iteration reduction rate as a function of 1 bit error prob-

ability
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7.6. Experiments

In order to verify the analytical results discussed in Section 7.5 and

to show the effectiveness for large industry’s circuit, two experiments

are conducted.

7.6.1 Verifying the Analytical Results

The CUT for the first experiment is 74181 ALU [53] which is instan-

tiated 23 times and for which all inputs and outputs are connected

to scan cells. The total CUT size is 1495 gates, 322 FFs. 16 bit

LFSR is used for a PG and SAs. Simulation results are averaged

over 10 randomly selected faults. We assume the tester frequency is

40MHz. We plot both theoretical test application time (Eq.(7.6)) and

simulated test application time for the following different parameters:

120 ≤ fc ≤ 3880MHz, the number of SAs was varied between 1 and

30, and the length of the BIST sequence that the PG generates was

varied between 5K and 2.6M. Fig 7.7 shows the test application time

as a function of fc while keeping nSA = 3 and N = 82K. Fig 7.8

shows the test application time as a function of nSA, while keeping

fc = 3880MHz and N = 82K. Finally, Fig 7.9 shows the test ap-

plication time as a function of N while keeping fc = 3880MHz and

nSA = 3.

Clearly more iterations are required as the CUT clock frequency

becomes higher relative to the tester frequency. Fig 7.7 shows that the

use of error detectors reduces the test application time for high clock
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frequency. From Fig 7.8 we can conclude that two to three signature

analyzers are sufficient as error detectors as no additional reduction

in test application time takes place if more SAs are used. Indeed,

the test application time is almost constant for more than 3 signature

analyzers. Fig 7.9 shows that the test application time is proportional

to the length of BIST sequence. Fig 7.7-Fig 7.9 collectively also show

that the test application time computed by using Eq.(7.6) is quite

close to the simulation results.

Figure 7.7. TAT as a function of CUT frequency
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Figure 7.8. TAT as a function of number of SAs

Figure 7.9. TAT as a function of BIST sequence length
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7.6.2 Experiments for an Industry’s Circuit

Next, we present simulation results for a large industrial circuit. The

CUT is a part of a SoC developed at an industry and we added di-

agnosable BIST to it for the experiments. Details of the circuit are

provided in Table 7.1.

We show the results in Table 7.2 for 20 randomly selected faults.

Note that the faults 8 and 11 are not detected by the BIST sequence

used in the experiment. This table shows that errors are observed by

only a small number of chains in most cases and error probability is

quite different for each fault case. The simulated and theoretical skip

ratio (E(skip)/P ) and test application time are also shown in Table

7.2. Once again we observe a close match between the real simula-

tion data and the results of this theoretical expression (Eq.(7.5) and

Eq.(7.6)). We also notice from Table 7.2 that the test application

time for identifying all erroneous scan chains in case 10 is substan-

tially larger than in the other cases. This is because the number of

erroneous scan chains for this case is very large. None the less to-

tal test application time for case 10 is still within 1 second, which is

quite practical for diagnosis. Longer BIST sequence may be needed

to detect faults 8 and 11; we expect the test application time to be

proportional to the length of the BIST sequence as described in the

first experiment.
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Table 7.1. An industry’s circuit

No. of gates 6M gates

No. of FFs 54505

No. of external ports 317

No. of Scan chains 64

No. of SAs 8 (16bit LFSR)

clock frequency of CUT 1.64GHz

clock frequency of tester 40MHz

Length of Test pattern 1000
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Table 7.2. Experimental results of the industry’s circuit

fault Error

chain

Pr{1bit

error}
sim

skip

%

Eq.7.5

skip

%

sim

TAT

(ms)

Eq.7.6

TAT

(ms)

0 1 5.3E-05 31.7 33.4 18.8 18.4

1 1 1.4E-04 4.9 5.8 24.5 24.3

2 1 6.8E-05 26.8 24.3 19.8 20.4

3 7 1.8E-06 85.7 96.2 25.6 9.8

4 1 7.3E-05 19.5 22.0 21.4 20.8

5 1 7.7E-05 24.4 20.0 20.3 21.3

6 3 1.2E-06 87.0 97.6 12.5 5.7

7 1 1.4E-04 2.4 5.0 25.0 24.5

8 0 0 - - - -

9 6 1.4E-06 86.6 97.2 21.4 7.8

10 51 1.1E-05 76.5 80.1 260.7 220.8

11 0 0 - - - -

12 1 5.8E-04 0.0 0.0 25.6 25.5

13 1 6.8E-05 24.4 24.3 20.3 20.4

14 3 5.8E-06 82.9 88.5 15.1 11.5

15 1 1.2E-04 4.9 8.1 24.5 23.8

16 1 1.9E-05 68.3 67.7 11.0 11.1

17 1 5.8E-04 0.0 0.0 25.6 25.5

18 1 9.8E-05 12.2 12.9 22.9 22.8

19 1 1.4E-04 0.0 5.0 25.6 24.5



7.7 Conclusion 121

7.7. Conclusion

In this chapter presents an implementation of a diagnosable BIST for

identifying every failing pattern and all erroneous scan cells. This

approach is efficient even if the CUT test clock frequency is much

higher than the tester frequency. Tester can observe every response

in the limited number of BIST iterations determined by the ratio of

CUT clock frequency and the tester frequency.

The proposed architecture uses signature analyzers as error detec-

tors to reduce the number of BIST iterations. The effectiveness of

the error detector is discussed both analytically and experimentally.

Analytical and experimental results show that the error detectors can

reduce the number of BIST iterations by more than 10% when large

number of iterations is required and two or three signature analyzers

are sufficient as error detectors. Experimental results also show that

this approach is quite efficient for the large scale industry’s circuit.

Therefore, the approach proposed in this chapter achieves the maxi-

mum resolution with very low hardware overhead and in practical test

application time.





Chapter 8

Conclusions and Future

Works

8.1. Summary of the Thesis

Computer and semiconductor manufacturers have changed their de-

sign practices to incorporate test as an integral part of their design

cycle. Coverage requirements in the high percent against single stuck-

at faults and speed related faults are quite common today. In order

to reach this goal, built-in self test (BIST) hardware is included today

in many chips. However, there have been still existing two problems:

one is the reliability of the BIST hardware, and another is the fault

diagnosis in the BIST environment.

The thesis presented studies on defect level and diagnosis for BIST

architecture. In Chapter 2, the formula, relating the product defect

123
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level as a function of the manufacturing yield and fault coverage, is

introduced. However, previous approaches assume that the test pro-

cess is fault-free, i.e. a circuit being declared by the test process to be

faulty is truly faulty. Since the BIST hardware is manufactured using

the same technology as the functional circuits, it is possible for it to

be faulty. Therefore previous proposed approaches are not suitable for

the BIST environment.

In Chapter 3, we extended the Williams and Brown’s formula for

products with BIST hardware which is assumed to suffer from the

same defect density as the functional circuits themselves. The impact

of this unreliable BIST is studied in detail. During maturity, and for

fault coverage under 98%, the impact of the BIST circuitry unrelia-

bility is minor (about a 5% departure). In this case the Williams and

Brown’s formula constitutes a reasonable approximation even in the

presence of an unreliable BIST. For fault coverage above 98%, how-

ever, the defect level increment can easily grow by 30-50%. Therefore,

the Williams and Brown’s formula no longer represents the true situa-

tion. During early life, and even for fault coverage below 98%, we see

a considerable departure from the Williams and Brown’s results. The

departures in defect levels, for example, may be as small as 20% and

as high as 150%. These departures worsen for fault coverage above

98%. Thus, the Williams and Brown’s formula cannot be used for

this stage in the product’s life. It is paramount to use this enhanced

equations instead.

In Chapter 4, we assume that the BIST circuitry is pre-tested
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before launching the CUT functional test. The intent of the BIST

pretest is to rid of all chips that fail it, and, therefore, avoid a situation

where a faulty BIST has to determine whether or not the functional

circuits operate correctly. We show that the BIST pretest has an effect

of reducing the product defect level of chips passing the CUT BIST.

This analysis indicates that for products with CUT fault coverage

exceeding 98%; it makes sense to do the BIST pretest. The BIST

pretest has the effect of reducing the product defect level by at least

80% during early life, and by as much as 10% during maturity. During

early life, and even for fault coverage below 98%, the BIST pretest

offers a non-negligible improvement in product quality. Since this

improvement can be as small as 20-30%, and as high as 100%, BIST

pretest is worthwhile performing.

Chapter 5 presents a problem of the fault diagnosis in the BIST

environment. Since BIST compacts test responses, it requires only

small tester memory and it can perform at-speed test even if the test

frequency is much higher than the tester frequency limitation. On the

other hand, BIST causes problems in diagnosis due to its compacted

responses. Indeed, pass/fail information obtained form BIST response

analyzer is insufficient for diagnosis.

Chapter 6 presents a method for identifying all erroneous responses

for maximum diagnostic resolution. This approach is efficient even if

the CUT test clock frequency is much higher than the tester frequency.

Tester can observe every response in the limited number of test itera-

tions determined by the ratio of CUT clock frequency and the tester
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frequency.

Chapter 7 presents the diagnosable at-speed BIST using the method

proposed in Chapter 6, and presents also an enhanced architecture

using signature analyzers as error detectors to reduce the number of

BIST iterations. Experimental results show that the error detectors

can reduce the number of BIST iterations by more than 10% when

large number of iterations is required. Experimental results also show

that two or three signature analyzers are sufficient as error detectors.

Therefore, this approach achieves the maximum resolution with very

low hardware overhead and in practical test application time.

8.2. Future Works

This thesis presented studies on defect level and diagnosis for BIST

architecture. In studies on defect level, we used the Williams and

Brown’s equation to discuss the model of relationship between the de-

fect level, the product yield and the fault coverage. However, there are

some more equations regarding it has been proposed. Our proposed

enhancement of the equation should be also discussed for such other

proposed equations comparing to real product’s defect data in future.

This thesis also presented a perfect error identification method-

ology for scan based BIST environment. The proposed method can

identify all the error information; however, the fault diagnosis may

not need all the error information, i.e., the required number of errors

to archive the targeted diagnosis resolution can be a limited number.



8.2 Future Works 127

In this case, BIST sequence can be stopped when the target number

of errors is detected. Therefore, test application time will be more re-

duced. This approach also leaves room for improvement of the BIST

pattern generator to divide whole test pattern into some groups since

divide-and-conquer approach minimizes more test application time.

We assume the scan based BIST architecture in this thesis. How-

ever some non-scan based BIST architectures and high-level BIST

architectures have been proposed. They also should be investigated

in future.
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